This highly successful book, now in its third edition, has been extensively updated to include both new developments and improvements to technology and their utilization within the optical fiber global communications network.

The third edition, which contains an additional chapter and many new sections, is now structured into 15 chapters to facilitate a logical progression of the material, to enable both straightforward access to topics and provide an appropriate background and theoretical support.

Key features
- An entirely new chapter on optical networks, incorporating wavelength routing and optical switching networks
- A restructured chapter providing new material on optical amplifier technology, wavelength conversion and regeneration, and another focusing entirely on integrated optics and photonics
- Many areas have been updated, including: low water peak and high performance single-mode fibers, photonic crystal fibers, coherent and particularly phase-modulated systems, and optical networking techniques
- Inclusion of relevant up-to-date standardization developments
- Mathematical fundamentals where appropriate
- Increased number of worked examples, problems and new references

This new edition remains an extremely comprehensive introductory text with a practical orientation for undergraduate and postgraduate engineers and scientists. It provides excellent coverage of all aspects of the technology and encompasses the new developments in the field. Hence it continues to be of substantial benefit and assistance for practising engineers, technologists and scientists who need access to a wide-ranging and up-to-date reference to this continually expanding field.

Professor John Senior is Pro-Vice-Chancellor for Research and Dean of the Faculty of Engineering and Information Sciences at the University of Hertfordshire, UK. This third edition of the book draws on his extensive experience of both teaching and research in this area.
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The preface to the second edition drew attention to the relentless onslaught in the development of optical fiber communications technology identified in the first edition in the context of the 1980s. Indeed, although optical fiber communications could now, nearly two decades after that period finished, be defined as mature, this statement fails to signal the continuing rapid and extensive developments that have subsequently taken place. Furthermore the pace of innovation and deployment fuelled, in particular, by the Internet is set to continue with developments in the next decade likely to match or even exceed those which have occurred in the last decade. Hence this third edition seeks to record and explain the improvements in both the technology and its utilization within what is largely an optical fiber global communications network.

Major advances which have occurred while the second edition has been in print include: those associated with low-water-peak and high-performance single-mode fibers; the development of photonic crystal fibers; a new generation of multimode graded index plastic optical fibers; quantum-dot fabrication for optical sources and detectors; improvements in optical amplifier technology and, in particular, all-optical regeneration; the realization of photonic integrated circuits to provide ultrafast optical signal processing together with silicon photonics; developments in digital signal processing to mitigate fiber transmission impairments and the application of forward error correction strategies. In addition, there have been substantial enhancements in transmission and multiplexing techniques such as the use of duobinary-encoded transmission, orthogonal frequency division multiplexing and coarse/dense wavelength division multiplexing, while, more recently, there has been a resurgence of activity concerned with coherent and, especially, phase-modulated transmission. Finally, optical networking techniques and optical networks have become established employing both specific reference models for the optical transport network together with developments originating from local area networks based on Ethernet to provide for the future optical Internet (i.e. 100 Gigabit Ethernet for carrier-class transport networks). Moreover, driven by similar broadband considerations, activity has significantly increased in relation to optical fiber solutions for the telecommunication access network.

Although a long period has elapsed since the publication of the second edition in 1992, it has continued to be used extensively in both academia and industry. Furthermore, as delays associated with my ability to devote the necessary time to writing the updates for this edition became apparent, it has been most gratifying that interest from the extensive user community of the second edition has encouraged me to find ways to pursue the necessary revision and enhancement of the book. A major strategy to enable this process has been the support provided by my former student and now colleague, Dr M. Yousif Jamro, working with me, undertaking primary literature searches and producing update drafts for many chapters which formed the first stage of the development for the new edition. An extensive series of iterations, modifications and further additions then ensued to craft the final text.
In common with the other editions, this edition relies upon source material from the numerous research and other publications in the field including, most recently, the Proceedings of the 33rd European Conference on Optical Communications (ECOC’07) which took place in Berlin, Germany, in September 2007. Furthermore, it also draws upon the research activities of the research group focused on optical systems and networks that I established at the University of Hertfordshire when I took up the post as Dean of Faculty in 1998, having moved from Manchester Metropolitan University. Although the book remains a comprehensive introductory text for use by both undergraduate and postgraduate engineers and scientists to provide them with a firm grounding in all significant aspects of the technology, it now also encompasses a substantial chapter devoted to optical networks and networking concepts as this area, in totality, constitutes the most important and extensive range of developments in the field to have taken place since the publication of the second edition.

In keeping with a substantial revision and updating of the content, then, the practical nature of the coverage combined with the inclusion of the relevant up-to-date standardization developments has been retained to ensure that this third edition can continue to be widely employed as a reference text for practicing engineers and scientists. Following very positive feedback from reviewers in relation to its primary intended use as a teaching/learning text, the number of worked examples interspersed throughout the book has been increased to over 120, while a total of 372 problems are now provided at the end of relevant chapters to enable testing of the reader’s understanding and to assist tutorial work. Furthermore, in a number of cases they are designed to extend the learning experience facilitated by the book. Answers to the numerical problems are provided at the end of the relevant sections in the book and the full solutions can be accessed on the publisher’s website using an appropriate password.

Although the third edition has grown into a larger book, its status as an introductory text ensures that the fundamentals are included where necessary, while there has been no attempt to cover the entire field in full mathematical rigor. Selected proofs are developed, however, in important areas throughout the text. It is assumed that the reader is conversant with differential and integral calculus and differential equations. In addition, the reader will find it useful to have a grounding in optics as well as a reasonable familiarity with the fundamentals of solid-state physics.

This third edition is structured into 15 chapters to facilitate a logical progression of material and to enable straightforward access to topics by providing the appropriate background and theoretical support. Chapter 1 gives a short introduction to optical fiber communications by considering the historical development, the general system and the major advantages provided by this technology. In Chapter 2 the concept of the optical fiber as a transmission medium is introduced using the simple ray theory approach. This is followed by discussion of electromagnetic wave theory applied to optical fibers prior to consideration of lightwave transmission within the various fiber types. In particular, single-mode fiber, together with a more recent class of microstructured optical fiber, referred to as photonic crystal fiber, are covered in further detail. The major transmission characteristics of optical fibers are then dealt with in Chapter 3. Again there is a specific focus on the properties and characteristics of single-mode fibers including, in this third edition, enhanced discussion of single-mode fiber types, polarization mode dispersion, nonlinear effects and, in particular, soliton propagation.
Chapters 4 and 5 deal with the more practical aspects of optical fiber communications and therefore could be omitted from an initial teaching program. A number of these areas, however, are of crucial importance and thus should not be lightly overlooked. Chapter 4 deals with the manufacturing and cabling of the various fiber types, while in Chapter 5 the different techniques to provide optical fiber connection are described. In this latter chapter both fiber-to-fiber joints (i.e. connectors and splices) are discussed as well as fiber branching devices, or couplers, which provide versatility within the configuration of optical fiber systems and networks. Furthermore, a new section incorporating coverage of optical isolators and circulators which are utilized for the manipulation of signals within optical networks has been included.

Chapters 6 and 7 describe the light sources employed in optical fiber communications. In Chapter 6 the fundamental physical principles of photoemission and laser action are discussed prior to consideration of the various types of semiconductor and nonsemiconductor laser currently in use, or under investigation, for optical fiber communications. The other important semiconductor optical source, namely the light-emitting diode, is dealt with in Chapter 7.

The next two chapters are devoted to the detection of the optical signal and the amplification of the electrical signal obtained. Chapter 8 discusses the basic principles of optical detection in semiconductors; this is followed by a description of the various types of photodetector currently employed. The optical fiber direct detection receiver is then considered in Chapter 9, with particular emphasis on its performance characteristics.

Enhanced coverage of optical amplifiers and amplification is provided in Chapter 10, which also incorporates major new sections concerned with wavelength conversion processes and optical regeneration. Both of these areas are of key importance for current and future global optical networks. Chapter 11 then focuses on the fundamentals and ongoing developments in integrated optics and photonics providing descriptions of device technology, optoelectronic integration and photonic integrated circuits. In addition, the chapter includes a discussion of optical bistability and digital optics which leads into an overview of optical computation.

Chapter 12 draws together the preceding material in a detailed discussion of the major current implementations of optical fiber communication systems (i.e. those using intensity modulation and the direct detection process) in order to give an insight into the design criteria and practices for all the main aspects of both digital and analog fiber systems. Two new sections have been incorporated into this third edition dealing with the crucial topic of dispersion management and describing the research activities into the performance attributes and realization of optical soliton systems.

Over the initial period since the publication of the second edition, research interest and activities concerned with coherent optical fiber communications ceased as a result of the improved performance which could be achieved using optical amplification with conventional intensity modulation–direct detection optical fiber systems. Hence no significant progress in this area was made for around a decade until a renewed focus on coherent optical systems was initiated in 2002 following experimental demonstrations using phase-modulated transmission. Coherent and phase-modulated optical systems are therefore dealt with in some detail in Chapter 13 which covers both the fundamentals and the initial period of research and development associated with coherent transmission prior to 1992, together with the important recent experimental system and field trial demonstrations.
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primarily focused on phase-modulated transmission that have taken place since 2002. In particular a major new section describing differential phase shift keying systems together with new sections on polarization multiplexing and high-capacity transmission have been incorporated into this third edition.

Chapter 14 provides a general treatment of the major measurements which may be undertaken on optical fibers in both the laboratory and the field. The chapter is incorporated at this stage in the book to enable the reader to obtain a more complete understanding of optical fiber subsystems and systems prior to consideration of these issues. It continues to include the measurements required to be taken on single-mode fibers and it addresses the measurement techniques which have been adopted as national and international standards.

Finally, Chapter 15 on optical networks comprises an almost entirely new chapter for the third edition which provides both a detailed overview of this expanding field and a discussion of all the major aspects and technological solutions currently being explored. In particular, important implementations of wavelength routing and optical switching networks are described prior to consideration of the various optical network deployments that have occurred or are under active investigation. The chapter finishes with a section which addresses optical network protection and survivability.

The book is also referenced throughout to extensive end-of-chapter references which provide a guide for further reading and also indicate a source for those equations that have been quoted without derivation. A complete list of symbols, together with a list of common abbreviations in the text, is also provided. SI units are used throughout the book.

I must extend my gratitude for the many useful comments and suggestions provided by the diligent reviewers that have both encouraged and stimulated improvements to the text. Many thanks are also given to the authors of the multitude of journal and conference papers, articles and books that have been consulted and referenced in the preparation of this third edition and especially to those authors, publishers and companies who have kindly granted permission for the reproduction of diagrams and photographs. I would also like to thank the many readers of the second edition for their constructive and courteous feedback which has enabled me to make the substantial improvements that now comprise this third edition. Furthermore, I remain extremely grateful to my family and friends who have continued to be supportive and express interest over the long period of the revision for this edition of the book. In particular, my very special thanks go to Judy for her continued patience and unwavering support which enabled me to finally complete the task, albeit at the expense of evenings and weekends which could have been spent more frequently together.
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$A$  constant, area (cross-section, emission), far-field pattern size, mode amplitude, wave amplitude ($A_0$)
$A_{21}$ Einstein coefficient of spontaneous emission
$A_c$ peak amplitude of the subcarrier waveform (analog transmission)
$a$ fiber core radius, parameter which defines the asymmetry of a planar guide (given by Eq. (10.21)), baseband message signal ($a(t)$)
$a_s(\lambda)$ effective fiber core radius
$a_{ef}$ bend attenuation fiber
$a_i$ integer 1 or 0
$a_m(\lambda)$ relative attenuation between optical powers launched into multimode and single-mode fibers
$B$ constant, electrical bandwidth (post-detection), magnetic flux density, mode amplitude, wave amplitude ($B_0$)
$B_{12}, B_{21}$ Einstein coefficients of absorption, stimulated emission
$B_{12,12}$ modal birefringence
$B_{fib}$ fiber bandwidth
$B_{FPFA}$ mode bandwidth (Fabry–Pérot amplifier)
$B_m$ bandwidth of an intensity-modulated optical signal $m(t)$, maximum 3 dB bandwidth (photodiode)
$B_{opt}$ optical bandwidth
$B_r$ recombination coefficient for electrons and holes
$B_T$ bit rate, when the system becomes dispersion limited ($B_T(DL)$)
$b$ normalized propagation constant for a fiber, ratio of luminance to composite video, linewidth broadening factor (injection laser)
$C$ constant, capacitance, crack depth (fiber), wave coupling coefficient per unit length, coefficient incorporating Einstein coefficients
$C_i$ effective input capacitance of an optical fiber receiver amplifier
$C_d$ optical detector capacitance
$C_f$ capacitance associated with the feedback resistor of a transimpedance optical fiber receiver amplifier
$C_j$ junction capacitance (photodiode)
$C_L$ total optical fiber channel loss in decibels, including the dispersion–equalization penalty ($C_{LD}$)
$C_0$ wave amplitude
$C_T$ total capacitance
$CT$ polarization crosstalk
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\( c \) velocity of light in a vacuum, constant (\( c_1, c_2 \))

\( c_i \) tap coefficients for a transversal equalizer

\( D \) amplitude coefficient, electric flux density, distance, diffusion coefficient, corrugation period, decision threshold in digital optical fiber transmission, fiber dispersion parameters: material (\( D_M \)); profile (\( D_P \)); total first order (\( D_T \)); waveguide (\( D_W \)), detectivity (photodiode), specific detectivity (\( D^* \))

\( D_c \) minority carrier diffusion coefficient

\( D_f \) frequency deviation ratio (subcarrier FM)

\( D_{de} \) dispersion–equalization penalty in decibels

\( D_p \) frequency deviation ratio (subcarrier PM)

\( D_t \) total chromatic dispersion (fibers)

\( d \) fiber core diameter, hole diameter, distance, width of the absorption region (photodetector), thickness of recombination region (optical source), pin diameter (mode scrambler)

\( d_{fi} \) far-field mode-field diameter (single-mode fiber)

\( d_{nf} \) near-field mode-field diameter (single-mode fiber)

\( d_s \) fiber outer (cladding) diameter

\( E \) electric field, energy, Young’s modulus, expected value of a random variable, electron energy

\( E_a \) activation energy of homogeneous degradation for an LED

\( E_F \) Fermi level (energy), quasi-Fermi level located in the conduction band (\( E_{FC} \)), valence band (\( E_{FV} \)) of a semiconductor

\( E_g \) separation energy between the valence and conduction bands in a semiconductor (bandgap energy)

\( E_{m(t)} \) subcarrier electric field (analog transmission)

\( E_o \) optical energy

\( E_q \) separation energy of the quasi-Fermi levels

\( e \) electronic charge, base for natural logarithms

\( F \) probability of failure, transmission factor of a semiconductor–external interface, excess avalanche noise factor (\( F(M) \)), optical amplifier noise figure

\( \mathcal{F} \) Fourier transformation

\( F_n \) noise figure (electronic amplifier)

\( F_{to} \) total noise figure for system of cascaded optical amplifiers

\( f \) frequency

\( f_D \) peak-to-peak frequency deviation (PFM–IM)

\( f_d \) peak frequency deviation (subcarrier FM and PM)

\( f_r \) Fabry–Pérot resonant frequency (optical amplifier), pulse rate (PFM–IM)

\( G \) open loop gain of an optical fiber receiver amplifier, photoconductive gain, cavity gain of a semiconductor laser amplifier

\( G_i(r) \) amplitude function in the WKB method

\( G_o \) optical gain (phototransistor)

\( G_p \) parametric gain (fiber amplifier)

\( G_R \) Raman gain (fiber amplifier)

\( G_s \) single-pass gain of a semiconductor laser amplifier

\( G_{sn} \) Gaussian (distribution)

\( g \) degeneracy parameter
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\( \bar{g} \) gain coefficient per unit length (laser cavity)

\( g_m \) transconductance of a field effect transistor, material gain coefficient

\( g_0 \) unsaturated material gain coefficient

\( g_R \) power Raman gain coefficient

\( g_{th} \) threshold gain per unit length (laser cavity)

\( H \) magnetic field

\( H(\omega) \) optical power transfer function (fiber), circuit transfer function

\( H_A(\omega) \) optical fiber receiver amplifier frequency response (including any equalization)

\( H_{CL}(\omega) \) closed loop current to voltage transfer function (receiver amplifier)

\( H_{eq}(\omega) \) equalizer transfer function (frequency response)

\( H_{out}(\omega) \) open loop current to voltage transfer function (receiver amplifier)

\( H_{out}(\omega) \) output pulse spectrum from an optical fiber receiver

\( h \) Planck’s constant, thickness of a planar waveguide, power impulse response for optical fiber \( (h(t)) \), mode coupling parameter (PM fiber)

\( h_{A}(t) \) optical fiber receiver amplifier impulse response (including any equalization)

\( h_{eff} \) effective thickness of a planar waveguide

\( h_{FE} \) common emitter current gain for a bipolar transistor

\( h_{out}(t) \) optical fiber impulse response

\( h_{out}(t) \) output pulse shape from an optical fiber receiver

\( h_{p}(t) \) input pulse shape to an optical fiber receiver

\( h(t) \) transmitted pulse shape on an optical fiber link

\( I \) electric current, optical intensity

\( I_b \) background-radiation-induced photocurrent (optical receiver)

\( I_{bias} \) bias current for an optical detector

\( I_c \) collector current (phototransistor)

\( I_d \) dark current (optical detector)

\( I_{max} \) maximum optical intensity

\( I_p \) photocurrent generated in an optical detector

\( I_s \) output current from photodetector resulting from intermediate frequency in coherent receiver

\( I_{th} \) threshold current (injection laser)

\( i \) electric current

\( i_a \) optical receiver preamplifier shunt noise current

\( i_{amp} \) optical receiver, preamplifier total noise current

\( I_D \) decision threshold current (digital transmission)

\( I_d \) photodiode dark noise current

\( i_{det} \) output current from an optical detector

\( i_f \) noise current generated in the feedback resistor of an optical fiber receiver transimpedance preamplifier

\( i_N \) total noise current at a digital optical fiber receiver

\( i_n \) multiplied shot noise current at the output of an APD excluding dark noise current

\( i_s \) shot noise current on the photocurrent for a photodiode

\( i_{SA} \) multiplied shot noise current at the output of an APD including the noise current
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\( i_{\text{sig}} \) signal current obtained in an optical fiber receiver
\( i_t \) thermal noise current generated in a resistor
\( i_{\text{TS}} \) total shot noise current for a photodiode without internal gain
\( J \) Bessel function, current density
\( J_{\text{th}} \) threshold current density (injection laser)
\( j \) \( \sqrt{-1} \)
\( K \) Boltzmann’s constant, constant, modified Bessel function
\( K_1 \) stress intensity factor, for an elliptical crack (\( K_{\text{IC}} \))
\( k \) wave propagation constant in a vacuum (free space wave number), wave vector for an electron in a crystal, ratio of ionization rates for holes and electrons, integer, coupling coefficient for two interacting waveguide modes, constant
\( k_i \) angular frequency deviation (subcarrier FM)
\( k_p \) phase deviation constant (subcarrier PM)
\( L \) length (fiber), distance between mirrors (laser), coupling length (waveguide modes)
\( L_a \) length of amplifier (asymmetric twin-waveguide)
\( L_A \) amplifying space (soliton transmission)
\( L_{\text{sc}} \) insertion loss of access coupler in distribution system
\( L_b \) beat length in a monomode optical fiber
\( L_{\text{oc}} \) coherence length in a monomode optical fiber
\( L_c \) characteristic length (fiber)
\( L_D \) diffusion length of charge carriers (LED), fiber dispersion length
\( L_{\text{cs}} \) star coupler excess loss in distribution system
\( L_{\text{map}} \) dispersion management map period
\( L_0 \) constant with dimensions of length
\( L_{\ell} \) lateral misalignment loss at an optical fiber joint
\( L_{\text{tr}} \) tap ratio loss in distribution system
\( \ell \) azimuthal mode number, distance, length
\( l_0 \) atomic spacing (bond distance)
\( l_{\ell} \) wave coupling length
\( M \) avalanche multiplication factor, material dispersion parameter, total number of guided modes or mode volume; for a multimode step index fiber (\( M_s \)); for multimode graded index fiber (\( M_g \)), mean value (\( M_1 \)) and mean square value (\( M_2 \)) of a random variable
\( M_s \) safety margin in an optical power budget
\( M_{\text{opt}} \) optimum avalanche multiplication factor
\( M' \) excess avalanche noise factor (also denoted as \( F(M) \))
\( m \) radial mode number, Weibull distribution parameter, intensity-modulated optical signal (\( m(i) \)), mean value of a random variable, integer, optical modulation index (subcarrier amplitude modulation)
\( m_a \) modulation index
\( N \) integer, density of atoms in a particular energy level (e.g., \( N_1, N_2, N_3 \)), minority carrier concentration in \( n \)-type semiconductor material, number of input/output ports on a fiber star coupler, number of nodes on distribution
### List of symbols and abbreviations

- **system, noise current, dimensionless combination of pulse and fiber parameters (soliton)**
- **NA** numerical aperture of an optical fiber
- **NEP** noise equivalent power
- **$N_g$** group index of an optical waveguide
- **$N_{eg}$** effective group index or group index of a single-mode waveguide
- **$N_0$** defined by Eq. (11.80)
- **$N_p$** number of photons per bit (coherent transmission)
- **$n$** refractive index (e.g., $n_1, n_2, n_3$), stress corrosion susceptibility, negative-type semiconductor material, electron density, number of chips (OCDM)
- **$n_e$** effective refractive index of a planar waveguide
- **$n_{eff}$** effective refractive index of a single-mode fiber
- **$n_0$** refractive index of air
- **$n_{sp}$** spontaneous emission factor (injection laser)
- **$P$** electric power, minority carrier concentration in $p$-type semiconductor material, probability of error ($P(e)$), of detecting a zero level ($P(0)$), of detecting a one level ($P(1)$), of detecting $z$ photons in a particular time period ($P(z)$), conditional probability of detecting a zero when a one is transmitted ($P(0|1)$), of detecting a one when a zero is transmitted ($P(1|0)$), optical power ($P_1, P_2$, etc.)
- **$P_a$** total power in a baseband message signal $a(t)$
- **$P_B$** threshold optical power for Brillouin scattering
- **$P_b$** backward traveling signal power (semiconductor laser amplifier), power transmitted through fiber sample
- **$P_c$** optical power coupled into a step index fiber, optical power level
- **$P_D$** optical power density
- **$P_{dc}$** d.c. optical output power
- **$P_e$** optical power emitted from an optical source
- **$P_G$** optical power in a guided mode
- **$P_i$** mean input (transmitted) optical power launched into a fiber
- **$P_{in}$** input signal power (semiconductor laser amplifier)
- **$P_{int}$** internally generated optical power (optical source)
- **$P_L$** optical power of local oscillator signal (coherent system)
- **$P_m$** total power in an intensity-modulated optical signal $m(t)$
- **$P_o$** mean output (received) optical power from a fiber
- **$P_{opt}$** mean optical power traveling in a fiber
- **$P_{out}$** initial output optical (prior to degradation) power from an optical source
- **$P_p$** optical pump power (fiber amplifier)
- **$P_{po}$** peak received optical power
- **$P_r$** reference optical power level, optical power level
- **$P_R$** threshold optical power for Raman scattering
- **$P_{R}(t)$** backscattered optical power (Rayleigh) within a fiber
- **$P_S$** optical power of incoming signal (coherent system)
- **$P_t$** total power transmitted through a fiber sample
- **$P_{sc}$** optical power scattered from a fiber
- **$P_t$** optical transmitter power, launch power ($P_{tx}$)
$p$ crystal momentum, average photoelastic coefficient, positive-type semiconductor material, probability density function ($p(x)$)
$q$ integer, fringe shift
$q_0$ dimensionless parameter (soliton transmission)
$R$ photodiode responsivity, radius of curvature of a fiber bend, electrical resistance (e.g. $R_{in}, R_{out}$); facet reflectivity ($R_{f}, R_{c}$)
$R_{12}$ upward transition rate for electrons from energy level 1 to level 2
$R_{21}$ downward transition rate for electrons from energy level 2 to level 1
$R_e$ effective input resistance of an optical fiber receiver preamplifier
$R_b$ bias resistance, for optical fiber receiver preamplifier ($R_{ba}$)
$R_c$ critical radius of an optical fiber
$R_{db}$ radiance of an optical source
$RE_{db}$ ratio of electrical output power to electrical input power in decibels for an optical fiber system
$R_f$ feedback resistance in an optical fiber receiver transimpedance preamplifier
$R_{TL}$ total load resistance within an optical fiber receiver
$r_e$ generated electron rate in an optical detector
$r_{ER}, r_{ET}$ reflection and transmission coefficients, respectively, for the electric field at a planar, guide-cladding interface
$r_{HR}, r_{HT}$ reflection and transmission coefficients respectively for the magnetic field at a planar, guide-cladding interface
$r_{nr}$ nonradiative carrier recombination rate per unit volume
$r_p$ incident photon rate at an optical detector
$r_c$ radiative carrier recombination rate per unit volume
$r_t$ total carrier recombination rate per unit volume
$S$ fraction of captured optical power, macroscopic stress, dispersion slope (fiber), power spectral density $S(\omega)$
$S_f$ fracture stress
$S(r)$ phase function in the WKB method
$S_m(\psi)$ spectral density of the intensity-modulated optical signal $m(t)$
$SI/N$ peak signal power to rms noise power ratio, with peak-to-peak signal power [(S/N)$_{pp}$] with rms signal power [(S/N)$_{rms}$]
$S_0$ scale parameter; zero-dispersion slope (fiber)
$S_t$ theoretical cohesive strength
$s$ pin spacing (mode scrambler)
$T$ temperature, time, arbitrary parameter representing soliton pulse duration
$T_e$ insertion loss resulting from an angular offset between jointed optical fibers
$T_c$ 10 to 90% rise time arising from chromatic dispersion on an optical fiber link
$T_D$ 10 to 90% rise time for an optical detector
List of symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_F$</td>
<td>fictive temperature</td>
</tr>
<tr>
<td>$T_L$</td>
<td>insertion loss resulting from a lateral offset between jointed optical fibers</td>
</tr>
<tr>
<td>$T_n$</td>
<td>10 to 90% rise time arising from intermodal dispersion on an optical fiber link</td>
</tr>
<tr>
<td>$T_0$</td>
<td>threshold temperature (injection laser), nominal pulse period (PFM–IM)</td>
</tr>
<tr>
<td>$T_R$</td>
<td>10 to 90% rise time at the regenerator circuit input (PFM–IM)</td>
</tr>
<tr>
<td>$T_s$</td>
<td>10 to 90% rise time for an optical source</td>
</tr>
<tr>
<td>$T_{syst}$</td>
<td>total 10 to 90% rise time for an optical fiber system</td>
</tr>
<tr>
<td>$T_t$</td>
<td>total insertion loss at an optical fiber joint</td>
</tr>
<tr>
<td>$t$</td>
<td>temperature rise at time $t$</td>
</tr>
<tr>
<td>$t_c$</td>
<td>maximum temperature rise</td>
</tr>
<tr>
<td>$t_{id}$</td>
<td>time, carrier transit time, slow ($t_s$), fast ($t_f$)</td>
</tr>
<tr>
<td>$t_e$</td>
<td>time constant</td>
</tr>
<tr>
<td>$U$</td>
<td>switch-on delay (laser)</td>
</tr>
<tr>
<td>$U_e$</td>
<td>1/e pulse width from the center</td>
</tr>
<tr>
<td>$t_{i}$</td>
<td>10 to 90% rise time</td>
</tr>
<tr>
<td>$U$</td>
<td>eigenvalue of the fiber core</td>
</tr>
<tr>
<td>$V$</td>
<td>voltage, normalized frequency for an optical fiber or planar waveguide</td>
</tr>
<tr>
<td>$V_{bias}$</td>
<td>bias voltage for a photodiode</td>
</tr>
<tr>
<td>$V_C$</td>
<td>cutoff value of normalized frequency (fiber)</td>
</tr>
<tr>
<td>$V_{CC}$</td>
<td>collector supply voltage</td>
</tr>
<tr>
<td>$V_{CE}$</td>
<td>collector–emitter voltage (bipolar transistor)</td>
</tr>
<tr>
<td>$V_{EE}$</td>
<td>emitter supply voltage</td>
</tr>
<tr>
<td>$V_{eff}$</td>
<td>effective normalized frequency (fiber)</td>
</tr>
<tr>
<td>$V_{opt}$</td>
<td>voltage reading corresponding to the total optical power in a fiber</td>
</tr>
<tr>
<td>$V_{sc}$</td>
<td>voltage reading corresponding to the scattered optical power in a fiber</td>
</tr>
<tr>
<td>$v$</td>
<td>electrical voltage</td>
</tr>
<tr>
<td>$v_{a}$</td>
<td>amplifier series noise voltage</td>
</tr>
<tr>
<td>$v_{A(t)}$</td>
<td>receiver amplifier output voltage</td>
</tr>
<tr>
<td>$v_{c}$</td>
<td>crack velocity</td>
</tr>
<tr>
<td>$v_{d}$</td>
<td>drift velocity of carriers (photodiode)</td>
</tr>
<tr>
<td>$v_{g}$</td>
<td>group velocity</td>
</tr>
<tr>
<td>$v_{out(t)}$</td>
<td>output voltage from an RC filter circuit</td>
</tr>
<tr>
<td>$v_p$</td>
<td>phase velocity</td>
</tr>
<tr>
<td>$W$</td>
<td>eigenvalue of the fiber cladding, random variable</td>
</tr>
<tr>
<td>$W_e$</td>
<td>electric pulse width</td>
</tr>
<tr>
<td>$W_o$</td>
<td>optical pulse width</td>
</tr>
<tr>
<td>$w$</td>
<td>depletion layer width (photodiode)</td>
</tr>
<tr>
<td>$X$</td>
<td>random variable</td>
</tr>
<tr>
<td>$x$</td>
<td>coordinate, distance, constant, evanescent field penetration depth, slab thickness, grating line spacing</td>
</tr>
<tr>
<td>$Y$</td>
<td>constant, shunt admittance, random variable</td>
</tr>
<tr>
<td>$y$</td>
<td>coordinate, lateral offset at a fiber joint</td>
</tr>
<tr>
<td>$Z$</td>
<td>random variable, constant</td>
</tr>
<tr>
<td>$Z_0$</td>
<td>electrical impedance</td>
</tr>
</tbody>
</table>
List of symbols and abbreviations  xxxix

\( z \)  
coordinate, number of photons

\( z_m \)  
average or mean number of photons arriving at a detector in a time period \( \tau \)

\( z_{md} \)  
average number of photons detected in a time period \( \tau \)

\( \alpha \)  
characteristic refractive index profile for fiber (profile parameter), optimum profile parameter (\( \alpha_{opt} \)), linewidth enhancement factor (injection laser), optical link loss

\( \bar{\alpha} \)  
loss coefficient per unit length (laser cavity)

\( \alpha_t \)  
connector loss at transmitter and receiver in decibels

\( \alpha_{dB} \)  
signal attenuation in decibels per unit length

\( \alpha_c \)  
fiber cable loss in decibels per kilometer

\( \alpha_i \)  
internal wavelength loss per unit length (injection laser)

\( \alpha_j \)  
fiber joint loss in decibels per kilometer

\( \alpha_m \)  
mirror loss per unit length (injection laser)

\( \alpha_s \)  
signal attenuation in nepers

\( \alpha_0 \)  
absorption coefficient

\( \alpha_p \)  
fiber transmission loss at the pump wavelength (fiber amplifier)

\( \alpha_r \)  
radiation attenuation coefficient

\( \beta \)  
wave propagation constant

\( \bar{\beta} \)  
gain factor (injection laser cavity)

\( \beta_0 \)  
iscothermal compressibility

\( \beta_s \)  
proportionality constant

\( \beta_2 \)  
second-order dispersion coefficient

\( \beta_r \)  
degradation rate

\( \Gamma \)  
optical confinement factor (semiconductor laser amplifier)

\( \gamma \)  
angle, attenuation coefficient per unit length for a fiber, nonlinear coefficient resulting from the Kerr effect

\( \gamma_0 \)  
surface energy of a material

\( \gamma_k \)  
Rayleigh scattering coefficient for a fiber

\( \Delta \)  
relative refractive index difference between the fiber core and cladding

\( \Delta f \)  
linewidth of single-frequency injection laser

\( \Delta G \)  
peak–trough ratio of the passband ripple (semiconductor laser amplifier)

\( \Delta n \)  
index difference ratio between fiber core and cladding (\( \Delta n/h_1 \) fractional index difference)

\( \delta_\theta \)  
phase shift associated with transverse electric waves

\( \delta f \)  
uncorrelated source frequency widths

\( \delta_\delta \)  
phase shift associated with transverse magnetic waves

\( \delta \lambda \)  
optical source spectral width (linewidth), mode spacing (laser)

\( \delta T \)  
intermodal dispersion time in an optical fiber

\( \delta T_g \)  
delay difference between an extreme meridional ray and an axial ray for a graded index fiber

\( \delta T_s \)  
delay difference between an extreme meridional ray and an axial ray for a step index fiber, with mode coupling (\( \delta T_m \))

\( \delta T_p \)  
polarization mode dispersion in fiber

\( \varepsilon \)  
electric permittivity, of free space (\( \varepsilon_0 \)), relative (\( \varepsilon_r \)), semiconductor (\( \varepsilon_s \)), extinction ratio (optical transmitter)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \zeta )</td>
<td>solid acceptance angle</td>
</tr>
<tr>
<td>( \eta )</td>
<td>quantum efficiency (optical detector)</td>
</tr>
<tr>
<td>( \eta_{\text{ang}} )</td>
<td>angular coupling efficiency (fiber joint)</td>
</tr>
<tr>
<td>( \eta_c )</td>
<td>coupling efficiency (optical source to fiber)</td>
</tr>
<tr>
<td>( \eta_D )</td>
<td>differential external quantum efficiency (optical source)</td>
</tr>
<tr>
<td>( \eta_{\text{p}} )</td>
<td>external power efficiency (optical source)</td>
</tr>
<tr>
<td>( \eta_{\text{ext}} )</td>
<td>external quantum efficiency (light-emitting devices)</td>
</tr>
<tr>
<td>( \eta_i )</td>
<td>internal quantum efficiency injection laser</td>
</tr>
<tr>
<td>( \eta_{\text{in}} )</td>
<td>internal quantum efficiency (LED)</td>
</tr>
<tr>
<td>( \eta_{\text{lu}} )</td>
<td>lateral coupling efficiency (fiber joint)</td>
</tr>
<tr>
<td>( \eta_{\text{pc}} )</td>
<td>overall power conversion efficiency (optical source)</td>
</tr>
<tr>
<td>( \eta_{\text{t}} )</td>
<td>total external quantum efficiency (optical source)</td>
</tr>
<tr>
<td>( \theta )</td>
<td>angle, fiber acceptance angle (( \theta_a ))</td>
</tr>
<tr>
<td>( \theta_{\text{b}} )</td>
<td>Bragg diffraction angle, blaze angle diffraction grating</td>
</tr>
<tr>
<td>( \Lambda )</td>
<td>acoustic wavelength, period for perturbations in a fiber, optical grating period, spacing between holes and pitch (photonic crystal fiber)</td>
</tr>
<tr>
<td>( \Lambda_c )</td>
<td>cutoff period for perturbations in a fiber</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>optical wavelength</td>
</tr>
<tr>
<td>( \lambda_B )</td>
<td>Bragg wavelength (DFB laser)</td>
</tr>
<tr>
<td>( \lambda_c )</td>
<td>long-wavelength cutoff (photodiode), cutoff wavelength for single-mode fiber, effective cutoff wavelength (( \lambda_{\text{cut}} ))</td>
</tr>
<tr>
<td>( \lambda_0 )</td>
<td>wavelength at which first-order dispersion is zero</td>
</tr>
<tr>
<td>( \mu )</td>
<td>magnetic permeability, relative permeability, ((\mu_r)), permeability of free space ((\mu_0))</td>
</tr>
<tr>
<td>( \nu )</td>
<td>optical source bandwidth in gigahertz</td>
</tr>
<tr>
<td>( \rho )</td>
<td>polarization rotation in a single-mode optical fiber</td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>spectral density of the radiation energy at a transition frequency ( f )</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>standard deviation (rms pulse width), variance ((\sigma^2))</td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>rms pulse broadening resulting from chromatic dispersion in a fiber</td>
</tr>
<tr>
<td>( \sigma_m )</td>
<td>rms pulse broadening resulting from material dispersion in a fiber</td>
</tr>
<tr>
<td>( \sigma_n )</td>
<td>rms pulse broadening resulting from intermodal dispersion in a graded index fiber ((\sigma_n)), in a step index fiber ((\sigma_s))</td>
</tr>
<tr>
<td>( \sigma_t )</td>
<td>total rms pulse broadening in a fiber or fiber link</td>
</tr>
<tr>
<td>( \tau )</td>
<td>time period, bit period, signaling interval, pulse duration, 3 dB pulse width ((\tau(3 \text{ dB}))), retarded time</td>
</tr>
<tr>
<td>( \tau_{21} )</td>
<td>spontaneous transition lifetime between energy levels 2 and 1</td>
</tr>
<tr>
<td>( \tau_e )</td>
<td>time delay in a transversal equalizer</td>
</tr>
<tr>
<td>( \tau_{\text{e}} )</td>
<td>1/e full width pulse broadening due to dispersion on an optical fiber link</td>
</tr>
<tr>
<td>( \tau_g )</td>
<td>group delay</td>
</tr>
<tr>
<td>( \tau_i )</td>
<td>injected (minority) carrier lifetime</td>
</tr>
<tr>
<td>( \tau_{\text{ph}} )</td>
<td>photon lifetime (semiconductor laser)</td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>radiative minority carrier lifetime</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>spontaneous emission lifetime (equivalent to ( \tau_{21} ))</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>linear retardation</td>
</tr>
<tr>
<td>( \phi )</td>
<td>angle, critical angle ((\phi_c)), photon density, phase shift</td>
</tr>
<tr>
<td>( \psi )</td>
<td>scalar quantity representing ( E ) or ( H ) field</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency, of the subcarrier waveform in analog transmission ($\omega_s$), of the modulating signal in analog transmission ($\omega_m$), pump frequency ($\omega_p$), Stokes component ($\omega_s$), anti-Stokes component ($\omega_a$), intermediate frequency of coherent heterodyne receiver ($\omega_{ip}$), normalized spot size of the fundamental mode</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>spot size of the fundamental mode</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>vector operator, Laplacian operator ($\nabla^2$)</td>
</tr>
</tbody>
</table>

A–D analog to digital  
A.C. alternating current  
ADCCP advanced data communications control procedure (optical networks)  
AFC automatic frequency control  
AGC automatic gain control  
AM amplitude modulation  
AMI alternate mark inversion (line code)  
ANSI American National Standards Institute  
AOWC all-optical wavelength converter  
APD avalanche photodiode  
AR antireflection (surface, coating)  
ARROW antiresonant reflecting optical waveguide  
ASE amplified spontaneous emission (optical amplifier)  
ASK amplitude shift keying  
ASON automatic switched optical network  
ATM alternative test method (fiber), asynchronous transfer mode (transmission)  
AWG arrayed-waveguide grating  
BCH Bose Chowdhry Hocquenghem (line codes)  
BER bit-error-rate  
BERTS bit-error-rate test set  
BGP Border Gateway Protocol  
BH buried heterostructure (injection laser)  
BHC burst header cell (optical switch)  
BHP burst header packet (optical switch)  
BLSR bi-directional line-switched ring (optical networks)  
BOD bistable optical device  
BPSK binary phase shift keying  
BXC waveband cross-connect (optical networks)  
CAPEX capital expenditure  
CATV common antenna television  
CCTV closed circuit television  
CDH constricted double heterojunction (injection laser)  
CMI coded mark inversion  
CMOS complementary metal oxide silicon  
CNR carrier to noise ratio  
CO central office (telephone switching center)  
CPFSK continuous phase frequency shift keying  
CPU central processing unit
CRZ  chirped return to zero
CSMA/CD  Carrier Sense Multiple Access with Collision Detection
CSP  channelled substrate planar (injection laser)
CSRZ  carrier-suppressed return to zero
CW  continuous wave or operation
CWDM  coarse wavelength division multiplexing
D–A  digital to analog
DB  duobinary (line code)
dB  decibel
DBPSK  differential binary phase shift keying
DBR  distributed Bragg reflector (laser)
D–IM  direct intensity modulation
DC  depressed cladding (fiber design)
d.c.  direct current
DCC  data control channel (optical networks)
DCF  dispersion-compensating fiber
DDF  dispersion-decreasing fiber
DF  dispersion flattened (single-mode fiber)
DFB  distributed feedback (injection laser)
DFF  dispersion-flattened fiber
DFG  difference frequency generation (nonlinear effect)
DGD  differential group delay
DGE  dynamic gain equalizer
DH  double heterostructure or heterojunction (injection laser or LED)
DI  delay interferometer
DLD  dark line defect (semiconductor optical source)
DMS  dispersion-managed soliton
DOP  degree of polarization
DPSK  differential phase shift keying
DQPSK  differential quadrature phase shift keying
DS  dispersion shifted (single-mode fiber)
DSB  double sideband (amplitude modulation)
DSD  dark spot defect (laser)
DSF  dispersion-shifted fiber
DSL  digital subscriber line, asymmetrical (ADSL), very high speed (VDSL)
DSP  digital signal processing
DSTM  dynamic synchronous transfer mode
DUT  device under test (fiber measurement)
DWDM  dense wavelength division multiplexing
DWELL  dots-in-well (photodiode)
DXC  digital cross-connect
E/O  electrical (or electronic) to optical conversion
EAM  electro-absorption modulator
ECL  emitter-coupler logic
EDFA  erbium-doped fiber amplifier
EDWA  erbium-doped waveguide amplifier
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EH</td>
<td>traditional mode designation</td>
</tr>
<tr>
<td>EIA</td>
<td>Electronics Industries Association</td>
</tr>
<tr>
<td>ELED</td>
<td>edge-emitting light-emitting diode</td>
</tr>
<tr>
<td>ELH</td>
<td>extended long haul</td>
</tr>
<tr>
<td>EMFA</td>
<td>erbium micro-fiber amplifier</td>
</tr>
<tr>
<td>EMI</td>
<td>electromagnetic interference</td>
</tr>
<tr>
<td>EMP</td>
<td>electromagnetic pulse</td>
</tr>
<tr>
<td>EPON</td>
<td>Ethernet passive optical network</td>
</tr>
<tr>
<td>erf</td>
<td>error function</td>
</tr>
<tr>
<td>erfc</td>
<td>complementary error function</td>
</tr>
<tr>
<td>ESI</td>
<td>equivalent step index (fiber)</td>
</tr>
<tr>
<td>ESTI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>ETDM</td>
<td>electrical time division multiplexing</td>
</tr>
<tr>
<td>EYDFA</td>
<td>erbium–ytterbium-doped fiber amplifier</td>
</tr>
<tr>
<td>FAST</td>
<td>field assembly simple technique (optical connector)</td>
</tr>
<tr>
<td>FBG</td>
<td>fiber Bragg grating</td>
</tr>
<tr>
<td>FBT</td>
<td>fused biconical taper (fiber coupler)</td>
</tr>
<tr>
<td>FC</td>
<td>fiber connector, ferrule connector</td>
</tr>
<tr>
<td>FDDI</td>
<td>Fiber Distributed Data Interface</td>
</tr>
<tr>
<td>FDM</td>
<td>frequency division multiplexing</td>
</tr>
<tr>
<td>FEC</td>
<td>forward error correction</td>
</tr>
<tr>
<td>FET</td>
<td>field effect transistor, junction (JFET)</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FM</td>
<td>frequency modulation</td>
</tr>
<tr>
<td>FOTP</td>
<td>Fiber Optic Test Procedure</td>
</tr>
<tr>
<td>FPA</td>
<td>Fabry–Pérot amplifier</td>
</tr>
<tr>
<td>FSAN</td>
<td>Full Service Access Network</td>
</tr>
<tr>
<td>FSK</td>
<td>frequency shift keying</td>
</tr>
<tr>
<td>FTTB</td>
<td>fiber-to-the-building</td>
</tr>
<tr>
<td>FTTC</td>
<td>fiber-to-the-curb</td>
</tr>
<tr>
<td>FTTCab</td>
<td>fiber-to-the-cabinet</td>
</tr>
<tr>
<td>FTTH</td>
<td>fiber-to-the-home</td>
</tr>
<tr>
<td>FWHP</td>
<td>full width half power</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width half maximum (equivalent to FWHP)</td>
</tr>
<tr>
<td>FWM</td>
<td>four-wave mixing (nonlinear effect)</td>
</tr>
<tr>
<td>FXC</td>
<td>fiber cross-connect</td>
</tr>
<tr>
<td>GbE</td>
<td>gigabit Ethernet</td>
</tr>
<tr>
<td>GC-SOA</td>
<td>gain clamped-semiconductor optical amplifier</td>
</tr>
<tr>
<td>GCSR</td>
<td>grating-assisted codirectional coupler with sampled reflector (laser)</td>
</tr>
<tr>
<td>GEM</td>
<td>gigabit passive optical network encapsulation method</td>
</tr>
<tr>
<td>GEPON</td>
<td>gigabit Ethernet passive optical network</td>
</tr>
<tr>
<td>GFF</td>
<td>gain flattening filter</td>
</tr>
<tr>
<td>GFP</td>
<td>generic frame procedure (network protocols)</td>
</tr>
<tr>
<td>GI</td>
<td>guard time insertion</td>
</tr>
<tr>
<td>GMPLS</td>
<td>Generalized Multiprotocol Label Switching</td>
</tr>
<tr>
<td>GPON</td>
<td>gigabit passive optical network</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>GRIN</td>
<td>graded index (rod lens)</td>
</tr>
<tr>
<td>GTC</td>
<td>gigabit passive optical network transmission convergence</td>
</tr>
<tr>
<td>GVD</td>
<td>group velocity delay (fiber)</td>
</tr>
<tr>
<td>HB</td>
<td>high birefringence (fiber)</td>
</tr>
<tr>
<td>HBT</td>
<td>heterojunction bipolar transmitter</td>
</tr>
<tr>
<td>HDB</td>
<td>high-density bipolar</td>
</tr>
<tr>
<td>HDLC</td>
<td>High-level Data Link Control (network protocol)</td>
</tr>
<tr>
<td>HDTV</td>
<td>high-definition television</td>
</tr>
<tr>
<td>HE</td>
<td>traditional mode designation</td>
</tr>
<tr>
<td>HEMT</td>
<td>high electron mobility transistor</td>
</tr>
<tr>
<td>He–Ne</td>
<td>helium–neon (laser)</td>
</tr>
<tr>
<td>HF</td>
<td>high frequency</td>
</tr>
<tr>
<td>HFC</td>
<td>hybrid fiber coaxial</td>
</tr>
<tr>
<td>HV</td>
<td>high voltage</td>
</tr>
<tr>
<td>IF</td>
<td>intermediate frequency</td>
</tr>
<tr>
<td>ILD</td>
<td>injection laser diode</td>
</tr>
<tr>
<td>IM</td>
<td>intensity modulation, with direct detection (IM/DD)</td>
</tr>
<tr>
<td>I3O</td>
<td>ion-implanted integrated optics</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IET</td>
<td>Institution of Engineering and Technology</td>
</tr>
<tr>
<td>IFFT</td>
<td>inverse fast Fourier transform</td>
</tr>
<tr>
<td>IGA</td>
<td>induced-grating autocorrelation (fiber measurement)</td>
</tr>
<tr>
<td>ILM</td>
<td>integrated laser modulator</td>
</tr>
<tr>
<td>INCITS</td>
<td>International Committee for Information Technology Standards (ANSI)</td>
</tr>
<tr>
<td>IO</td>
<td>integrated optics</td>
</tr>
<tr>
<td>I/O</td>
<td>input/output</td>
</tr>
<tr>
<td>I and Q</td>
<td>inphase and quadrature (coherent receiver)</td>
</tr>
<tr>
<td>IP</td>
<td>integrated photonics, Internet Protocol</td>
</tr>
<tr>
<td>ISDN</td>
<td>integrated services digital network, broadband (BISDN)</td>
</tr>
<tr>
<td>ISI</td>
<td>intersymbol interference</td>
</tr>
<tr>
<td>IS–IS</td>
<td>Intermediate-System-to-Intermediate-System (optical network protocol)</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ITU-T</td>
<td>International Telecommunication Union – Telecom sector</td>
</tr>
<tr>
<td>JET</td>
<td>just-enough-time (optical network protocol)</td>
</tr>
<tr>
<td>JIT</td>
<td>just-in-time (optical network protocol)</td>
</tr>
<tr>
<td>LAN</td>
<td>local area network</td>
</tr>
<tr>
<td>LB</td>
<td>low birefringence (fiber)</td>
</tr>
<tr>
<td>LC</td>
<td>Lucent connector, local connector</td>
</tr>
<tr>
<td>LDPC</td>
<td>low-density parity check codes</td>
</tr>
<tr>
<td>LEC</td>
<td>long external cavity (laser)</td>
</tr>
<tr>
<td>LED</td>
<td>light-emitting diode</td>
</tr>
<tr>
<td>LH</td>
<td>long haul</td>
</tr>
<tr>
<td>LLC</td>
<td>logical link control (LAN)</td>
</tr>
<tr>
<td>LO</td>
<td>local oscillator</td>
</tr>
<tr>
<td>LOA</td>
<td>linear optical amplifier</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>LOC</td>
<td>large optical cavity (injection laser)</td>
</tr>
<tr>
<td>LP</td>
<td>linearly polarized (mode notation)</td>
</tr>
<tr>
<td>LPE</td>
<td>liquid-phase epitaxy</td>
</tr>
<tr>
<td>LR-PON</td>
<td>long-reach passive optical network</td>
</tr>
<tr>
<td>LSP</td>
<td>label-switched path (optical networks)</td>
</tr>
<tr>
<td>LSR</td>
<td>label-switching router (optical networks)</td>
</tr>
<tr>
<td>LWPF</td>
<td>low-water-peak fiber</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control (LAN), isochronous (I-MAC)</td>
</tr>
<tr>
<td>MAN</td>
<td>metropolitan area network</td>
</tr>
<tr>
<td>MBE</td>
<td>molecular beam epitaxy</td>
</tr>
<tr>
<td>MC</td>
<td>matched cladding (fiber design)</td>
</tr>
<tr>
<td>MCVD</td>
<td>modified chemical vapor deposition</td>
</tr>
<tr>
<td>MEMS</td>
<td>micro-electro-mechanical systems, optical (OMEMS)</td>
</tr>
<tr>
<td>MESFET</td>
<td>metal Schottky field effect transistor</td>
</tr>
<tr>
<td>MFD</td>
<td>mode-field diameter (single-mode fiber)</td>
</tr>
<tr>
<td>MFSK</td>
<td>multilevel frequency shift keying</td>
</tr>
<tr>
<td>MG-OXC</td>
<td>multi-granular optical cross-connect (optical networks)</td>
</tr>
<tr>
<td>MI</td>
<td>Michelson interferometer</td>
</tr>
<tr>
<td>MISFET</td>
<td>metal integrated-semiconductor field effect transistor</td>
</tr>
<tr>
<td>MMF</td>
<td>multimode fiber</td>
</tr>
<tr>
<td>MMI</td>
<td>multimode interference (optical coupler)</td>
</tr>
<tr>
<td>MOSFET</td>
<td>metal oxide semiconductor field effect transistor</td>
</tr>
<tr>
<td>MOVPE</td>
<td>metal oxide vapor-phase epitaxy</td>
</tr>
<tr>
<td>MPLS</td>
<td>Multiprotocol Label Switching</td>
</tr>
<tr>
<td>MPO</td>
<td>multi-fiber push-on (fiber connector)</td>
</tr>
<tr>
<td>MQW</td>
<td>multiquantum well</td>
</tr>
<tr>
<td>MSM</td>
<td>metal–semiconductor–metal (photodetector)</td>
</tr>
<tr>
<td>MTP</td>
<td>multifiber termination push-on (fiber connector)</td>
</tr>
<tr>
<td>MT-RJ</td>
<td>mechanical transfer registered jack (fiber connector)</td>
</tr>
<tr>
<td>MUSE</td>
<td>multiple sub-Nyquist sampling encoding</td>
</tr>
<tr>
<td>MZI</td>
<td>Mach–Zehnder interferometer</td>
</tr>
<tr>
<td>MZM</td>
<td>Mach–Zehnder modulator</td>
</tr>
<tr>
<td>NdDFA</td>
<td>neodymium-doped fiber amplifier</td>
</tr>
<tr>
<td>NDF</td>
<td>negative dispersion fiber</td>
</tr>
<tr>
<td>Nd : YAG</td>
<td>neodymium-doped yttrium–aluminum–garnet (laser)</td>
</tr>
<tr>
<td>NIU</td>
<td>networking interface unit</td>
</tr>
<tr>
<td>NODG</td>
<td>nonlinear optical digital gate</td>
</tr>
<tr>
<td>NOLM</td>
<td>nonlinear optical loop mirror</td>
</tr>
<tr>
<td>NRZ</td>
<td>nonreturn-to-zero</td>
</tr>
<tr>
<td>NT</td>
<td>network termination</td>
</tr>
<tr>
<td>NZDF</td>
<td>nonzero-dispersion fiber</td>
</tr>
<tr>
<td>NZ-DSF</td>
<td>nonzero-dispersion-shifted fiber</td>
</tr>
<tr>
<td>O/E</td>
<td>optical to electrical (or electronic) conversion</td>
</tr>
<tr>
<td>OADM</td>
<td>optical add/drop multiplexer</td>
</tr>
<tr>
<td>OBPF</td>
<td>optical bandpass filter</td>
</tr>
<tr>
<td>OBS</td>
<td>optical burst switch(ed)</td>
</tr>
</tbody>
</table>
List of symbols and abbreviations

OC  optical carrier (SONET)
OCDDM  optical code division multiplexing
OCDDMA  optical code division multiple access
OCh  optical channel (network protocols)
OCS  optical circuit switch(ed)
OCWR  optical continuous wave reflectometer
ODN  optical distribution node
ODU  optical channel data unit (optical networks)
OEIC  optoelectronic integrated circuit
OFDM  orthogonal frequency division multiplexing, coherent optical (CO-OFDM)
OFSTP  Optical Fiber System Test Procedure
OLS  optical label switch(ed)
OLT  optical line termination (optical networks)
OMEMS  optical micro-electro-mechanical systems (integrated optics)
OMS  optical multiplexing section (optical networks)
ONT  optical network termination
ONU  optical network unit
OOK  on–off keying (equivalent to binary amplitude shift keying)
OPEX  operational expenditure
OPM  optical power monitor (fiber measurement)
OPS  optical physical section (optical networks)
OPU  optical channel payload unit (optical networks)
OSPF  Open Shortest-Path First
ORL  optical return loss
OSI  Open Systems Interconnection
OTDD  optical time division multiplexing
OTDR  optical time domain reflectometry
OTN  optical transport network
OTS  optical transmission section (optical networks)
OTU  optical channel transport unit (optical networks)
OVPO  outside vapor-phase oxidation
OWC  optical wavelength converter
OXC  optical cross-connect
PAM  pulse amplitude modulation
PANDA  polarization maintaining and absorption reducing (fiber)
PASS  phased amplitude-shift signaling (line codes)
PBC  polarization beam combiner
PBG  photonic bandgap (microstructured fiber)
PBS  polarization beam splitter
PC  physical contact (fiber connector)
PCF  photonic crystal fiber
PCM  pulse code modulation
PCS  plastic-clad silica (fiber)
PCVD  plasma-activated chemical vapor deposition
PCW  planar convex waveguide (injection laser)
PD  photodiode, photodetector
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Abbreviation and Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PDFA</td>
<td>praseodymium-doped fiber amplifier</td>
</tr>
<tr>
<td>PDM</td>
<td>polarization division multiplexing</td>
</tr>
<tr>
<td>PFM</td>
<td>pulse frequency modulation</td>
</tr>
<tr>
<td>PFVBE</td>
<td>perfluoro-butadiene vinyl ether</td>
</tr>
<tr>
<td>PF-POF</td>
<td>perfluorinated plastic optical fiber</td>
</tr>
<tr>
<td>PHASAR</td>
<td>phased array (integrated optics)</td>
</tr>
<tr>
<td>PHY</td>
<td>physical layer (network reference model)</td>
</tr>
<tr>
<td>PIC</td>
<td>photonic integrated circuit</td>
</tr>
<tr>
<td>PIN–FET</td>
<td>$p-i-n$ photodiode followed by a field effect transistor</td>
</tr>
<tr>
<td>PLC</td>
<td>planar lightwave circuit</td>
</tr>
<tr>
<td>PLL</td>
<td>phase-locked loop</td>
</tr>
<tr>
<td>PM</td>
<td>phase modulation, polarization maintaining (fiber)</td>
</tr>
<tr>
<td>PM–AM</td>
<td>phase modulation–amplitude modulation</td>
</tr>
<tr>
<td>PMD</td>
<td>polarization mode dispersion (fiber), physical medium dependent (FDDI)</td>
</tr>
<tr>
<td>PMMA</td>
<td>polymethyl methacrylate</td>
</tr>
<tr>
<td>POF</td>
<td>plastic optical fiber</td>
</tr>
<tr>
<td>POLMUX</td>
<td>polarization multiplexing</td>
</tr>
<tr>
<td>PoLSK</td>
<td>polarization shift keying</td>
</tr>
<tr>
<td>PON</td>
<td>passive optical network, telephony (TPON), broadband (BPON), asynchronous (APON)</td>
</tr>
<tr>
<td>POP</td>
<td>points-of-presence (optical networks)</td>
</tr>
<tr>
<td>PoS</td>
<td>packet over SONET</td>
</tr>
<tr>
<td>POTDR</td>
<td>polarization optical time domain reflectrometer</td>
</tr>
<tr>
<td>PPM</td>
<td>pulse position modulation</td>
</tr>
<tr>
<td>PPP</td>
<td>Point-to-Point Protocol</td>
</tr>
<tr>
<td>PR</td>
<td>partial response (line codes)</td>
</tr>
<tr>
<td>PSK</td>
<td>phase shift keying</td>
</tr>
<tr>
<td>PTT</td>
<td>post, telegraph and telecommunications</td>
</tr>
<tr>
<td>PWM</td>
<td>pulse width modulation</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>QC</td>
<td>quantum cascade (laser)</td>
</tr>
<tr>
<td>QD</td>
<td>quantum-dot</td>
</tr>
<tr>
<td>QD-SOA</td>
<td>quantum-dot semiconductor optical amplifier</td>
</tr>
<tr>
<td>QPSK</td>
<td>quadrature phase shift keying</td>
</tr>
<tr>
<td>RAPD</td>
<td>reach through avalanche photodiode</td>
</tr>
<tr>
<td>RCE</td>
<td>resonant cavity enhanced (optical source/photodiode)</td>
</tr>
<tr>
<td>RC-LED</td>
<td>resonant cavity light-emitting diode</td>
</tr>
<tr>
<td>RDS</td>
<td>relative dispersion slope (fiber)</td>
</tr>
<tr>
<td>RFD</td>
<td>reserve-a-fixed duration (optical switch)</td>
</tr>
<tr>
<td>RIN</td>
<td>relative intensity noise (injection laser)</td>
</tr>
<tr>
<td>RLD</td>
<td>reserve-a-limited duration (optical switch)</td>
</tr>
<tr>
<td>rms</td>
<td>root mean square</td>
</tr>
<tr>
<td>RN</td>
<td>remote node (optical networks)</td>
</tr>
<tr>
<td>RNF</td>
<td>refracted near field (method for fiber refractive index profile measurement)</td>
</tr>
<tr>
<td>RO</td>
<td>relaxation oscillation</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>ROADM</td>
<td>reconfigurable optical add/drop multiplexer</td>
</tr>
<tr>
<td>RS</td>
<td>Reed–Solomon (line codes)</td>
</tr>
<tr>
<td>RTM</td>
<td>reference test method (fiber)</td>
</tr>
<tr>
<td>RWA</td>
<td>routing and wavelength assignment (optical networks)</td>
</tr>
<tr>
<td>Rx</td>
<td>receiver</td>
</tr>
<tr>
<td>RZ</td>
<td>return-to-zero</td>
</tr>
<tr>
<td>SACM</td>
<td>separate absorption, charge and multiplication (avalanche photodiode)</td>
</tr>
<tr>
<td>SAGCM</td>
<td>separate absorption, grading, charge and multiplication (avalanche photodiode)</td>
</tr>
<tr>
<td>SAM</td>
<td>separate absorption and multiplication (avalanche photodiode)</td>
</tr>
<tr>
<td>SAT</td>
<td>South Atlantic (optical fiber cable)</td>
</tr>
<tr>
<td>SAW</td>
<td>surface acoustic wave</td>
</tr>
<tr>
<td>SBS</td>
<td>stimulated Brillouin scattering</td>
</tr>
<tr>
<td>SC</td>
<td>subscriber connector (fiber)</td>
</tr>
<tr>
<td>SCM</td>
<td>subcarrier multiplexing</td>
</tr>
<tr>
<td>SDH</td>
<td>synchronous digital hierarchy</td>
</tr>
<tr>
<td>SDM</td>
<td>space division multiplexing</td>
</tr>
<tr>
<td>SEED</td>
<td>self-electro-optic device, symmetric (S-SEED)</td>
</tr>
<tr>
<td>SFF</td>
<td>small form factor (fiber connector)</td>
</tr>
<tr>
<td>SFP</td>
<td>small form pluggable (fiber connector)</td>
</tr>
<tr>
<td>SG-DBR</td>
<td>sampled-grating distributed Bragg reflector (laser)</td>
</tr>
<tr>
<td>SHF</td>
<td>super high frequency</td>
</tr>
<tr>
<td>SIU</td>
<td>subscriber interface unit</td>
</tr>
<tr>
<td>SLA</td>
<td>semiconductor laser amplifier</td>
</tr>
<tr>
<td>SLD</td>
<td>superluminescent diode</td>
</tr>
<tr>
<td>SLED</td>
<td>surface emitter light-emitting diode</td>
</tr>
<tr>
<td>SMA</td>
<td>subminiature A (fiber connector)</td>
</tr>
<tr>
<td>SMC</td>
<td>subminiature C (fiber connector)</td>
</tr>
<tr>
<td>SMF</td>
<td>single-mode fiber</td>
</tr>
<tr>
<td>SML</td>
<td>separated multi-clad layer (injection laser)</td>
</tr>
<tr>
<td>SMT</td>
<td>station management (FDDI)</td>
</tr>
<tr>
<td>SNI</td>
<td>service network interface</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SONET</td>
<td>synchronous optical network</td>
</tr>
<tr>
<td>SOA</td>
<td>semiconductor optical amplifier</td>
</tr>
<tr>
<td>SOI</td>
<td>silicon-on-insulator (integrated optics)</td>
</tr>
<tr>
<td>SOL</td>
<td>silicon-on-liquid (integrated optics)</td>
</tr>
<tr>
<td>SOP</td>
<td>state of polarization</td>
</tr>
<tr>
<td>SOS</td>
<td>silica-on-silicon (integrated optics)</td>
</tr>
<tr>
<td>SPAD</td>
<td>single-photon-counting avalanche photodetector</td>
</tr>
<tr>
<td>SPE</td>
<td>synchronous payload envelope (SONET)</td>
</tr>
<tr>
<td>SPM</td>
<td>self-phase modulation (nonlinear effect)</td>
</tr>
<tr>
<td>SQW</td>
<td>single quantum well</td>
</tr>
<tr>
<td>SRS</td>
<td>stimulated Raman scattering</td>
</tr>
<tr>
<td>SSG-DBR</td>
<td>superstructure grating distributed Bragg reflector (laser)</td>
</tr>
<tr>
<td>SSMF</td>
<td>standard single-mode fiber</td>
</tr>
<tr>
<td>ST</td>
<td>straight tip (fiber connector)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>STM</td>
<td>synchronous transport module (SDH)</td>
</tr>
<tr>
<td>STS</td>
<td>synchronous transport signal (SONET)</td>
</tr>
<tr>
<td>TAG</td>
<td>tell-and-go (optical network protocol)</td>
</tr>
<tr>
<td>TAT</td>
<td>transatlantic (optical fiber cables)</td>
</tr>
<tr>
<td>TAW</td>
<td>tell-and-wait (optical network protocol)</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TDFA</td>
<td>thulium-doped fiber amplifier</td>
</tr>
<tr>
<td>TDS</td>
<td>time domain sampling</td>
</tr>
<tr>
<td>TDM</td>
<td>time division multiplexing</td>
</tr>
<tr>
<td>TDMA</td>
<td>time division multiple access</td>
</tr>
<tr>
<td>TE</td>
<td>transverse electric</td>
</tr>
<tr>
<td>Te-EDFA</td>
<td>tellurium–erbium-doped fluoride fiber amplifier</td>
</tr>
<tr>
<td>TEM</td>
<td>transverse electromagnetic</td>
</tr>
<tr>
<td>ThDFA</td>
<td>thorium-doped fiber amplifier</td>
</tr>
<tr>
<td>TIA</td>
<td>Telecommunication Industry Association</td>
</tr>
<tr>
<td>TJS</td>
<td>transverse junction stripe (injection laser)</td>
</tr>
<tr>
<td>TM</td>
<td>transverse magnetic</td>
</tr>
<tr>
<td>TOAD</td>
<td>terahertz optical asymmetrical demultiplexer</td>
</tr>
<tr>
<td>TRC</td>
<td>time-resolved chirp (lasers)</td>
</tr>
<tr>
<td>TTL</td>
<td>transistor–transistor logic</td>
</tr>
<tr>
<td>TWA</td>
<td>traveling wave amplifier</td>
</tr>
<tr>
<td>Tx</td>
<td>transmitter</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UHF</td>
<td>ultra high frequency</td>
</tr>
<tr>
<td>ULH</td>
<td>ultra long haul</td>
</tr>
<tr>
<td>UNI</td>
<td>user network interface</td>
</tr>
<tr>
<td>UTC</td>
<td>unitraveling carrier (photodiode)</td>
</tr>
<tr>
<td>VAD</td>
<td>vapor axial deposition</td>
</tr>
<tr>
<td>VC</td>
<td>virtual concatenation</td>
</tr>
<tr>
<td>VCO</td>
<td>voltage-controlled oscillator</td>
</tr>
<tr>
<td>VCSEL</td>
<td>vertical cavity surface-emitting laser</td>
</tr>
<tr>
<td>VHF</td>
<td>very high frequency</td>
</tr>
<tr>
<td>VIFO</td>
<td>variable input–fixed output (wavelength conversion)</td>
</tr>
<tr>
<td>VOA</td>
<td>variable optical attenuator</td>
</tr>
<tr>
<td>VPE</td>
<td>vapor-phase epitaxy</td>
</tr>
<tr>
<td>VPN</td>
<td>virtual private network</td>
</tr>
<tr>
<td>VSB</td>
<td>vestigial sideband (modulation)</td>
</tr>
<tr>
<td>VT</td>
<td>virtual tributary (SONET)</td>
</tr>
<tr>
<td>WADD</td>
<td>wavelength add/drop device</td>
</tr>
<tr>
<td>WAN</td>
<td>wide area network</td>
</tr>
<tr>
<td>WBC</td>
<td>waveband cross-connect (optical networks)</td>
</tr>
<tr>
<td>WBS</td>
<td>waveband switching (optical networks)</td>
</tr>
<tr>
<td>WC</td>
<td>wavelength converter</td>
</tr>
<tr>
<td>WCB</td>
<td>wavelength converter bank</td>
</tr>
<tr>
<td>WDM</td>
<td>wavelength division multiplexing</td>
</tr>
<tr>
<td>WIXC</td>
<td>wavelength exchange cross-connect (optical networks)</td>
</tr>
</tbody>
</table>
## List of symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WKB</td>
<td>Wentzel, Kramers, Brillouin (analysis technique for graded fiber)</td>
</tr>
<tr>
<td>WRA</td>
<td>wavelength routing assignment (optical networks)</td>
</tr>
<tr>
<td>WSS</td>
<td>wavelength selective switch</td>
</tr>
<tr>
<td>WXC</td>
<td>wavelength cross-connecting (optical networks)</td>
</tr>
<tr>
<td>XAM</td>
<td>cross-absorption modulation (nonlinear effect)</td>
</tr>
<tr>
<td>XGM</td>
<td>cross-gain modulation (nonlinear effect)</td>
</tr>
<tr>
<td>XPM</td>
<td>cross-phase modulation (nonlinear effect)</td>
</tr>
<tr>
<td>ZD</td>
<td>Zener diode</td>
</tr>
<tr>
<td>ZMD</td>
<td>zero material dispersion (fiber)</td>
</tr>
<tr>
<td>ZWP</td>
<td>zero water peak (fiber)</td>
</tr>
</tbody>
</table>
CHAPTER 1

Introduction

1.1 Historical development
1.2 The general system
1.3 Advantages of optical fiber communication

Communication may be broadly defined as the transfer of information from one point to another. When the information is to be conveyed over any distance a communication system is usually required. Within a communication system the information transfer is frequently achieved by superimposing or modulating the information onto an electromagnetic wave which acts as a carrier for the information signal. This modulated carrier is then transmitted to the required destination where it is received and the original information signal is obtained by demodulation. Sophisticated techniques have been developed for this process using electromagnetic carrier waves operating at radio frequencies as well as microwave and millimeter wave frequencies. However, ‘communication’ may also be achieved using an electromagnetic carrier which is selected from the optical range of frequencies.

1.1 Historical development

The use of visible optical carrier waves or light for communication has been common for many years. Simple systems such as signal fires, reflecting mirrors and, more recently, signaling lamps have provided successful, if limited, information transfer. Moreover, as early as 1880 Alexander Graham Bell reported the transmission of speech using a light beam [Ref. 1]. The photophone proposed by Bell just four years after the invention of the telephone modulated sunlight with a diaphragm giving speech transmission over a distance of 200 m. However, although some investigation of optical communication continued in the early part of the twentieth century [Refs 2 and 3] its use was limited to mobile,
low-capacity communication links. This was due to both the lack of suitable light sources and the problem that light transmission in the atmosphere is restricted to line of sight and is severely affected by disturbances such as rain, snow, fog, dust and atmospheric turbulence. Nevertheless lower frequency and hence longer wavelength electromagnetic waves* (i.e. radio and microwave) proved suitable carriers for information transfer in the atmosphere, being far less affected by these atmospheric conditions. Depending on their wavelengths, these electromagnetic carriers can be transmitted over considerable distances but are limited in the amount of information they can convey by their frequencies (i.e. the information-carrying capacity is directly related to the bandwidth or frequency extent of the modulated carrier, which is generally limited to a fixed fraction of the carrier frequency). In theory, the greater the carrier frequency, the larger the available transmission bandwidth and thus the information-carrying capacity of the communication system. For this reason radio communication was developed to higher frequencies (i.e. VHF and UHF) leading to the introduction of the even higher frequency microwave and, latterly, millimeter wave transmission. The relative frequencies and wavelengths of these types of electromagnetic wave can be observed from the electromagnetic spectrum shown in Figure 1.1.

In this context it may also be noted that communication at optical frequencies offers an increase in the potential usable bandwidth by a factor of around 10^4 over high-frequency microwave transmission. An additional benefit of the use of high carrier frequencies is the general ability of the communication system to concentrate the available power within the transmitted electromagnetic wave, thus giving an improved system performance [Ref. 4].

A renewed interest in optical communication was stimulated in the early 1960s with the invention of the laser [Ref. 5]. This device provided a powerful coherent light source, together with the possibility of modulation at high frequency. In addition the low beam divergence of the laser made enhanced free space optical transmission a practical possibility. However, the previously mentioned constraints of light transmission in the atmosphere tended to restrict these systems to short-distance applications. Nevertheless, despite the problems some modest free space optical communication links have been implemented for applications such as the linking of a television camera to a base vehicle and for data links of a few hundred meters between buildings. There is also some interest in optical communication between satellites in outer space using similar techniques [Ref. 6].

Although the use of the laser for free space optical communication proved somewhat limited, the invention of the laser instigated a tremendous research effort into the study of optical components to achieve reliable information transfer using a lightwave carrier. The proposals for optical communication via dielectric waveguides or optical fibers fabricated from glass to avoid degradation of the optical signal by the atmosphere were made almost simultaneously in 1966 by Kao and Hockham [Ref. 7] and Werts [Ref. 8]. Such systems were viewed as a replacement for coaxial cable or carrier transmission systems. Initially the optical fibers exhibited very high attenuation (i.e. 1000 dB km⁻¹) and were therefore not comparable with the coaxial cables they were to replace (i.e. 5 to 10 dB km⁻¹). There were also serious problems involved in joining the fiber cables in a satisfactory manner to achieve low loss and to enable the process to be performed relatively easily and repeatedly.

* For the propagation of electromagnetic waves in free space, the wavelength \( \lambda \) equals the velocity of light in a vacuum \( c \) times the reciprocal of the frequency \( f \) in hertz or \( \lambda = c/f \).
Figure 1.1 The electromagnetic spectrum showing the region used for optical fiber communications
in the field. Nevertheless, within the space of 10 years optical fiber losses were reduced to below 5 dB km$^{-1}$ and suitable low-loss jointing techniques were perfected.

In parallel with the development of the fiber waveguide, attention was also focused on the other optical components which would constitute the optical fiber communication system. Since optical frequencies are accompanied by extremely small wavelengths, the development of all these optical components essentially required a new technology. Thus semiconductor optical sources (i.e. injection lasers and light-emitting diodes) and detectors (i.e. photodiodes and to a lesser extent phototransistors) compatible in size with optical fibers were designed and fabricated to enable successful implementation of the optical fiber system. Initially the semiconductor lasers exhibited very short lifetimes of at best a few hours, but significant advances in the device structure enabled lifetimes greater than 1000 h [Ref. 9] and 7000 h [Ref. 10] to be obtained by 1973 and 1977 respectively. These devices were originally fabricated from alloys of gallium arsenide (AlGaAs) which emitted in the near infrared between 0.8 and 0.9 μm.

Subsequently the above wavelength range was extended to include the 1.1 to 1.6 μm region by the use of other semiconductor alloys (see Section 6.3.6) to take advantage of the enhanced performance characteristics displayed by optical fibers over this range. In particular for this longer wavelength region around 1.3 μm and 1.55 μm, semiconductor lasers and also the simpler structured light-emitting diodes based on the quaternary alloy InGaAsP-grown lattice matched to an InP substrate have been available since the late 1980s with projected median lifetimes in excess of 25 years (when operated at 10 °C) for the former and 100 years (when operated at 70 °C) for the latter device types [Ref. 11]. Hence the materials growth and fabrication technology has been developed specifically for telecommunication applications and it is now mature [Ref. 12]. Moreover, for telecommunication applications such lasers are often provided with a thermoelectric cooler together with a monitoring photodiode in the device package in order to facilitate current and thus temperature control.

Direct modulation of commercial semiconductor lasers at 2.5 Gbit s$^{-1}$ over single-mode fiber transmission distances up to 200 km at a wavelength of 1.55 μm can be achieved and this may be extended up to 10 Gbit s$^{-1}$ over shorter unrepeated fiber links [Ref. 13]. Indeed, more recent research and development has focused on 40 Gbit s$^{-1}$ transmission where external laser modulation is required using, for example, a Mach–Zehnder or an electroabsorption modulator (see Section 11.4.2) [Refs 14, 15]. This aspect also proves useful in the first longer wavelength window region around 1.3 μm where fiber intramodal dispersion is minimized and hence the transmission bandwidth is maximized, particularly for single-mode fibers. It is also noteworthy that this fiber type quickly came to dominate system applications within telecommunications since its initial field trial demonstration in 1982 [Ref. 16]. Moreover, the lowest silica glass fiber losses to date of 0.1484 dB km$^{-1}$ were reported in 2002 for the other longer wavelength window at 1.57 μm [Ref. 17] but, unfortunately, chromatic dispersion is greater at this wavelength, thus limiting the maximum bandwidth achievable with conventional single-mode fiber.

To obtain low loss over the entire fiber transmission longer wavelength region from 1.3 to 1.6 μm, or alternatively, very low loss and low dispersion at the same operating wavelength of typically 1.55 μm, advanced single-mode fiber structures have been commercially realized: namely, low-water-peak fiber and nonzero dispersion-shifted fiber. Although developments in fiber technology have continued rapidly over recent years, certain
previously favored areas of interest such as the application of fluoride fibers for even longer wavelength operation in the mid-infrared (2 to 5 μm) and far-infrared (8 to 12 μm) regions have declined due to their failure to demonstrate practically the theoretically predicted, extremely low fiber losses combined with the emergence of optical amplifiers suitable for use with silica-based fibers.

An important development, however, concerns the discovery of the phenomenon of photonic bandgaps which can be created in structures which propagate light, such as crystals or optical fibers. One particular form of photonic crystal fiber, for example, comprises a microstructured regular lattice of air holes running along its length (see Section 2.6). Such 'holey' fibers have the unusual property that they only transmit a single mode of light and hence form an entirely new single-mode fiber type which can carry more optical power than a conventional one. A further class of photonic bandgap fiber is defined by a large hollow core in which the light is guided. Such air guiding or hollow-core optical fibers could find application in photonic bandgap devices to provide dispersion compensation on long-haul fiber links or for high-resolution, tuneable spectral filters [Ref. 18]. Nevertheless, even without the commercial availability of photonic bandgap devices, the implementation of a wide range of conventional fiber components (splices, connectors, couplers, etc.) and active optoelectronic devices (sources, detectors, amplifiers, etc.) has also moved to a stage of maturity. High-performance, reliable optical fiber communication systems and networks are therefore now widely deployed within the worldwide telecommunication network and in many more localized communication application areas.

1.2 The general system

An optical fiber communication system is similar in basic concept to any type of communication system. A block schematic of a general communication system is shown in Figure 1.2(a), the function of which is to convey the signal from the information source over the transmission medium to the destination. The communication system therefore consists of a transmitter or modulator linked to the information source, the transmission medium, and a receiver or demodulator at the destination point. In electrical communications the information source provides an electrical signal, usually derived from a message signal which is not electrical (e.g. sound), to a transmitter comprising electrical and electronic components which converts the signal into a suitable form for propagation over the transmission medium. This is often achieved by modulating a carrier, which, as mentioned previously, may be an electromagnetic wave. The transmission medium can consist of a pair of wires, a coaxial cable or a radio link through free space down which the signal is transmitted to the receiver, where it is transformed into the original electrical information signal (demodulated) before being passed to the destination. However, it must be noted that in any transmission medium the signal is attenuated, or suffers loss, and is subject to degradations due to contamination by random signals and noise, as well as possible distortions imposed by mechanisms within the medium itself. Therefore, in any communication system there is a maximum permitted distance between the transmitter and the receiver beyond which the system effectively ceases to give intelligible communication. For long-haul applications these factors necessitate the installation of repeaters or line amplifiers.
At intervals, both to remove signal distortion and to increase signal level before transmission is continued down the link.

For optical fiber communications, the system shown in Figure 1.2(a) may be considered in slightly greater detail, as given in Figure 1.2(b). In this case, the information source provides an electrical signal to a transmitter comprising an electrical stage which drives an optical source to give modulation of the lightwave carrier. The optical source which provides the electrical–optical conversion may be either a semiconductor laser or light-emitting diode (LED). The transmission medium consists of an optical fiber cable and the receiver consists of an optical detector which drives a further electrical stage and hence provides demodulation of the optical carrier. Photodiodes (p–n, p–i–n or avalanche) and, in some instances, phototransistors and photoconductors are utilized for the detection of the optical signal and the optical–electrical conversion. Thus there is a requirement for electrical interfacing at either end of the optical link and at present, the signal processing is usually performed electrically.*

The optical carrier may be modulated using either an analog or digital information signal. In the system shown in Figure 1.2(b) analog modulation involves the variation of the light emitted from the optical source in a continuous manner. With digital modulation, however, discrete changes in the light intensity are obtained (i.e. on–off pulses). Although often simpler to implement, analog modulation with an optical fiber communication system is less efficient, requiring a far higher signal-to-noise ratio at the receiver than digital modulation. Also, the linearity needed for analog modulation is not always provided by semiconductor optical sources, especially at high modulation frequencies. For these reasons, analog optical fiber communication links are generally limited to shorter distances and lower bandwidth operation than digital links.

* Significant developments have taken place in devices for optical signal processing which are starting to alter this situation (see Chapter 11).
Advantages of optical fiber communication

Communication using an optical carrier wave guided along a glass fiber has a number of extremely attractive features, several of which were apparent when the technique was originally conceived. Furthermore, the advances in the technology to date have surpassed even the most optimistic predictions, creating additional advantages. Hence it is useful to consider the merits and special features offered by optical fiber communications over more conventional electrical communications. In this context we commence with the originally foreseen advantages and then consider additional features which have become apparent as the technology has been developed.

(a) Enormous potential bandwidth. The optical carrier frequency in the range \(10^{13}\) to \(10^{16}\) Hz (generally in the near infrared around \(10^{14}\) Hz or \(10^5\) GHz) yields a far greater potential transmission bandwidth than metallic cable systems (i.e. coaxial cable bandwidth typically around 20 MHz over distances up to a maximum of 10 km) or even millimeter wave radio systems (i.e. systems currently operating with modulation bandwidths of 700 MHz over a few hundreds of meters). Indeed, by the year 2000 the typical bandwidth multiplied by length product for an optical fiber link incorporating fiber amplifiers (see Section 10.4) was 5000 GHz km in comparison with the typical bandwidth-length product for coaxial cable of around 100 MHz km. Hence at this time optical fiber was already
demonstrating a factor of 50,000 bandwidth improvement over coaxial cable while also providing this superior information-carrying capacity over much longer transmission distances [Ref. 16].

Although the usable fiber bandwidth will be extended further towards the optical carrier frequency, it is clear that this parameter is limited by the use of a single optical carrier signal. Hence a much enhanced bandwidth utilization for an optical fiber can be achieved by transmitting several optical signals, each at different center wavelengths, in parallel on the same fiber. This wavelength division multiplexed operation (see Section 12.9.4), particularly with dense packing of the optical wavelengths (or, essentially, fine frequency spacing), offers the potential for a fiber information-carrying capacity that is many orders of magnitude in excess of that obtained using copper cables or a wideband radio system.

(b) Small size and weight. Optical fibers have very small diameters which are often no greater than the diameter of a human hair. Hence, even when such fibers are covered with protective coatings they are far smaller and much lighter than corresponding copper cables. This is a tremendous boon towards the alleviation of duct congestion in cities, as well as allowing for an expansion of signal transmission within mobiles such as aircraft, satellites and even ships.

(c) Electrical isolation. Optical fibers which are fabricated from glass, or sometimes a plastic polymer, are electrical insulators and therefore, unlike their metallic counterparts, they do not exhibit earth loop and interface problems. Furthermore, this property makes optical fiber transmission ideally suited for communication in electrically hazardous environments as the fibers create no arcing or spark hazard at abrasions or short circuits.

(d) Immunity to interference and crosstalk. Optical fibers form a dielectric waveguide and are therefore free from electromagnetic interference (EMI), radio-frequency interference (RFI), or switching transients giving electromagnetic pulses (EMPs). Hence the operation of an optical fiber communication system is unaffected by transmission through an electrically noisy environment and the fiber cable requires no shielding from EMI. The fiber cable is also not susceptible to lightning strikes if used overhead rather than underground. Moreover, it is fairly easy to ensure that there is no optical interference between fibers and hence, unlike communication using electrical conductors, crosstalk is negligible, even when many fibers are cabled together.

(e) Signal security. The light from optical fibers does not radiate significantly and therefore they provide a high degree of signal security. Unlike the situation with copper cables, a transmitted optical signal cannot be obtained from a fiber in a noninvasive manner (i.e. without drawing optical power from the fiber). Therefore, in theory, any attempt to acquire a message signal transmitted optically may be detected. This feature is obviously attractive for military, banking and general data transmission (i.e. computer network) applications.

(f) Low transmission loss. The development of optical fibers over the last 20 years has resulted in the production of optical fiber cables which exhibit very low attenuation or transmission loss in comparison with the best copper conductors. Fibers have been
fabricated with losses as low as 0.15 dB km\(^{-1}\) (see Section 3.3.2) and this feature has become a major advantage of optical fiber communications. It facilitates the implementation of communication links with extremely wide optical repeater or amplifier spacings, thus reducing both system cost and complexity. Together with the already proven modulation capability of fiber cables, this property has provided a totally compelling case for the adoption of optical fiber communications in the majority of long-haul telecommunication applications, replacing not only copper cables, but also satellite communications, as a consequence of the very noticeable delay incurred for voice transmission when using this latter approach.

(g) Ruggedness and flexibility. Although protective coatings are essential, optical fibers may be manufactured with very high tensile strengths (see Section 4.6). Perhaps surprisingly for a glassy substance, the fibers may also be bent to quite small radii or twisted without damage. Furthermore, cable structures have been developed (see Section 4.8.4) which have proved flexible, compact and extremely rugged. Taking the size and weight advantage into account, these optical fiber cables are generally superior in terms of storage, transportation, handling and installation to corresponding copper cables, while exhibiting at least comparable strength and durability.

(h) System reliability and ease of maintenance. These features primarily stem from the low-loss property of optical fiber cables which reduces the requirement for intermediate repeaters or line amplifiers to boost the transmitted signal strength. Hence with fewer optical repeaters or amplifiers, system reliability is generally enhanced in comparison with conventional electrical conductor systems. Furthermore, the reliability of the optical components is no longer a problem with predicted lifetimes of 20 to 30 years being quite common. Both these factors also tend to reduce maintenance time and costs.

(i) Potential low cost. The glass which generally provides the optical fiber transmission medium is made from sand – not a scarce resource. So, in comparison with copper conductors, optical fibers offer the potential for low-cost line communication. Although over recent years this potential has largely been realized in the costs of the optical fiber transmission medium which for bulk purchases has become competitive with copper wires (i.e. twisted pairs), it has not yet been achieved in all the other component areas associated with optical fiber communications. For example, the costs of high-performance semiconductor lasers and detector photodiodes are still relatively high, as well as some of those concerned with the connection technology (demountable connectors, couplers, etc.).

Overall system costs when utilizing optical fiber communication on long-haul links, however, are substantially less than those for equivalent electrical line systems because of the low-loss and wideband properties of the optical transmission medium. As indicated in (f), the requirement for intermediate repeaters and the associated electronics is reduced, giving a substantial cost advantage. Although this cost benefit gives a net gain for long-haul links, it is not always the case in short-haul applications where the additional cost incurred, due to the electrical–optical conversion (and vice versa), may be a deciding factor. Nevertheless, there are other possible cost advantages in relation to shipping, handling, installation and maintenance, as well as the features indicated in (c) and (d) which may prove significant in the system choice.
The reducing costs of optical fiber communications has provided strong competition not only with electrical line transmission systems, but also for microwave and millimeter wave radio transmission systems. Although these systems are reasonably wideband, the relatively short-span 'line of sight' transmission necessitates expensive aerial towers at intervals no greater than a few tens of kilometers. Hence, with the exception of the telecommunication access network (see Section 15.6.3) due primarily to current first installed cost constraints, optical fiber has become the dominant transmission medium within the major industrialized societies.

Many advantages are therefore provided by the use of a lightwave carrier within a transmission medium consisting of an optical fiber. The fundamental principles giving rise to these enhanced performance characteristics, together with their practical realization, are described in the following chapters. However, a general understanding of the basic nature and properties of light is assumed. If this is lacking, the reader is directed to the many excellent texts encompassing the topic, a few of which are indicated in Refs 19 to 23.
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2.1 Introduction

The transmission of light via a dielectric waveguide structure was first proposed and investigated at the beginning of the twentieth century. In 1910 Hondros and Debye [Ref. 1] conducted a theoretical study, and experimental work was reported by Schriever in 1920 [Ref. 2]. However, a transparent dielectric rod, typically of silica glass with a refractive index of around 1.5, surrounded by air, proved to be an impractical waveguide due to its unsupported structure (especially when very thin waveguides were considered in order to limit the number of optical modes propagated) and the excessive losses at any discontinuities of the glass-air interface. Nevertheless, interest in the application of dielectric optical waveguides in such areas as optical imaging and medical diagnosis (e.g. endoscopes) led to proposals [Refs 3, 4] for a clad dielectric rod in the mid-1950s in order to overcome these problems. This structure is illustrated in Figure 2.1, which shows a transparent core with a refractive index $n_1$ surrounded by a transparent cladding of slightly lower refractive index $n_2$. The cladding supports the waveguide structure while also, when
sufficiently thick, substantially reducing the radiation loss into the surrounding air. In essence, the light energy travels in both the core and the cladding allowing the associated fields to decay to a negligible value at the cladding-air interface.

The invention of the clad waveguide structure led to the first serious proposals by Kao and Hockham [Ref. 5] and Werts [Ref. 6], in 1966, to utilize optical fibers as a communications medium, even though they had losses in excess of 1000 dB km\(^{-1}\). These proposals stimulated tremendous efforts to reduce the attenuation by purification of the materials. This has resulted in improved conventional glass refining techniques giving fibers with losses of around 4.2 dB km\(^{-1}\) [Ref. 7]. Also, progress in glass refining processes such as depositing vapor-phase reagents to form silica [Ref. 8] allowed fibers with losses below 1 dB km\(^{-1}\) to be fabricated.

Most of this work was focused on the 0.8 to 0.9 \(\mu\)m wavelength band because the first generation of optical sources fabricated from gallium aluminum arsenide alloys operated in this region. However, as silica fibers were studied in further detail it became apparent that transmission at longer wavelengths (1.1 to 1.6 \(\mu\)m) would result in lower losses and reduced signal dispersion. This produced a shift in optical fiber source and detector technology in order to provide operation at these longer wavelengths. Hence at longer wavelengths, especially around 1.55 \(\mu\)m, typical high-performance fibers have losses of 0.2 dB km\(^{-1}\) [Ref. 9].

As such losses are very close to the theoretical lower limit for silicate glass fiber, there is interest in glass-forming systems which can provide low-loss transmission in the mid-infrared (2 to 5 \(\mu\)m) optical wavelength regions. Although a system based on fluoride glass offers the potential for ultra-low-loss transmission of 0.01 dB km\(^{-1}\) at a wavelength of 2.55 \(\mu\)m, such fibers still exhibit losses of at least 0.65 dB km\(^{-1}\) and they also cannot yet be produced with the robust mechanical properties of silica fibers [Ref. 10].

In order to appreciate the transmission mechanism of optical fibers with dimensions approximating to those of a human hair, it is necessary to consider the optical waveguiding of a cylindrical glass fiber. Such a fiber acts as an open optical waveguide, which may be analyzed utilizing simple ray theory. However, the concepts of geometric optics are not sufficient when considering all types of optical fiber, and electromagnetic mode theory must be used to give a complete picture. The following sections will therefore outline the transmission of light in optical fibers prior to a more detailed discussion of the various types of fiber.

In Section 2.2 we continue the discussion of light propagation in optical fibers using the ray theory approach in order to develop some of the fundamental parameters associated with optical fiber transmission (acceptance angle, numerical aperture, etc.). Furthermore,
this provides a basis for the discussion of electromagnetic wave propagation presented in Section 2.3, where the electromagnetic mode theory is developed for the planar (rectangular) waveguide. Then, in Section 2.4, we discuss the waveguiding mechanism within cylindrical fibers prior to consideration of both step and graded index fibers. Finally, in Section 2.5 the theoretical concepts and important parameters (cutoff wavelength, spot size, propagation constant, etc.) associated with optical propagation in single-mode fibers are introduced and approximate techniques to obtain values for these parameters are described.

All consideration in the above sections is concerned with what can be referred to as conventional optical fiber in the context that it comprises both solid-core and cladding regions as depicted in Figure 2.1. In the mid-1990s, however, a new class of microstructured optical fiber, termed photonic crystal fiber, was experimentally demonstrated [Ref. 11] which has subsequently exhibited the potential to deliver applications ranging from light transmission over distance to optical device implementations (e.g. power splitters, amplifiers, bistable switches, wavelength converters). The significant physical feature of this microstructured optical fiber is that it typically contains an array of air holes running along the longitudinal axis rather than consisting of a solid silica rod structure. Moreover, the presence of these holes provides an additional dimension to fiber design which has already resulted in new developments for both guiding and controlling light. Hence the major photonic crystal fiber structures and their guidance mechanisms are outlined and discussed in Section 2.6 in order to give an insight into the fundamental developments of this increasingly important fiber class.

### 2.2 Ray theory transmission

#### 2.2.1 Total internal reflection

To consider the propagation of light within an optical fiber utilizing the ray theory model it is necessary to take account of the refractive index of the dielectric medium. The refractive index of a medium is defined as the ratio of the velocity of light in a vacuum to the velocity of light in the medium. A ray of light travels more slowly in an optically dense medium than in one that is less dense, and the refractive index gives a measure of this effect. When a ray is incident on the interface between two dielectrics of differing refractive indices (e.g. glass–air), refraction occurs, as illustrated in Figure 2.2(a). It may be observed that the ray approaching the interface is propagating in a dielectric of refractive index \( n_1 \), and is at an angle \( \phi_1 \) to the normal at the surface of the interface. If the dielectric on the other side of the interface has a refractive index \( n_2 \) which is less than \( n_1 \), then the refraction is such that the ray path in this lower index medium is at an angle \( \phi_2 \) to the normal, where \( \phi_2 \) is greater than \( \phi_1 \). The angles of incidence \( \phi_1 \) and refraction \( \phi_2 \) are related to each other and to the refractive indices of the dielectrics by Snell’s law of refraction [Ref. 12], which states that:

\[
n_1 \sin \phi_1 = n_2 \sin \phi_2
\]
It may also be observed in Figure 2.2(a) that a small amount of light is reflected back into the originating dielectric medium (partial internal reflection). As \( n_1 \) is greater than \( n_2 \), the angle of refraction is always greater than the angle of incidence. Thus when the angle of refraction is 90° and the refracted ray emerges parallel to the interface between the dielectrics, the angle of incidence must be less than 90°. This is the limiting case of refraction and the angle of incidence is now known as the critical angle \( \phi_c \), as shown in Figure 2.2(b). From Eq. (2.1) the value of the critical angle is given by:

\[
\sin \phi_c = \frac{n_2}{n_1}
\]

At angles of incidence greater than the critical angle the light is reflected back into the originating dielectric medium (total internal reflection) with high efficiency (around 99.9%). Hence, it may be observed in Figure 2.2(c) that total internal reflection occurs at the interface between two dielectrics of differing refractive indices when light is incident on the dielectric of lower index from the dielectric of higher index, and the angle of incidence of

\[
\sin \phi = \frac{n_2}{n_1}
\]
the ray exceeds the critical value. This is the mechanism by which light at a sufficiently shallow angle (less than \(90^\circ - \phi_c\)) may be considered to propagate down an optical fiber with low loss. Figure 2.3 illustrates the transmission of a light ray in an optical fiber via a series of total internal reflections at the interface of the silica core and the slightly lower refractive index silica cladding. The ray has an angle of incidence \(\phi\) at the interface which is greater than the critical angle and is reflected at the same angle to the normal.

The light ray shown in Figure 2.3 is known as a meridional ray as it passes through the axis of the fiber core. This type of ray is the simplest to describe and is generally used when illustrating the fundamental transmission properties of optical fibers. It must also be noted that the light transmission illustrated in Figure 2.3 assumes a perfect fiber, and that any discontinuities or imperfections at the core-cladding interface would probably result in refraction rather than total internal reflection, with the subsequent loss of the light ray into the cladding.

2.2.2 Acceptance angle

Having considered the propagation of light in an optical fiber through total internal reflection at the core-cladding interface, it is useful to enlarge upon the geometric optics approach with reference to light rays entering the fiber. Since only rays with a sufficiently shallow grazing angle (i.e. with an angle to the normal greater than \(\phi_c\)) at the core-cladding interface are transmitted by total internal reflection, it is clear that not all rays entering the fiber core will continue to be propagated down its length.

The geometry concerned with launching a light ray into an optical fiber is shown in Figure 2.4, which illustrates a meridional ray \(A\) at the critical angle \(\phi_c\) within the fiber at the core-cladding interface. It may be observed that this ray enters the fiber core at an angle \(\theta_a\) to the fiber axis and is refracted at the air-core interface before transmission to the core-cladding interface at the critical angle. Hence, any rays which are incident into the fiber core at an angle greater than \(\theta_a\) will be transmitted to the core-cladding interface at an angle less than \(\phi_c\), and will not be totally internally reflected. This situation is also illustrated in Figure 2.4, where the incident ray \(B\) at an angle greater than \(\theta_a\) is refracted into the cladding and eventually lost by radiation. Thus for rays to be transmitted by total internal reflection within the fiber core they must be incident on the fiber core within an acceptance cone defined by the conical half angle \(\theta_a\). Hence \(\theta_a\) is the maximum angle to the axis at which light may enter the fiber in order to be propagated, and is often referred to as the acceptance angle* for the fiber.

* \(\theta_a\) is sometimes referred to as the maximum or total acceptance angle.
If the fiber has a regular cross-section (i.e. the core–cladding interfaces are parallel and there are no discontinuities) an incident meridional ray at greater than the critical angle will continue to be reflected and will be transmitted through the fiber. From symmetry considerations it may be noted that the output angle to the axis will be equal to the input angle for the ray, assuming the ray emerges into a medium of the same refractive index from which it was input.

2.2.3 Numerical aperture

The acceptance angle for an optical fiber was defined in the preceding section. However, it is possible to continue the ray theory analysis to obtain a relationship between the acceptance angle and the refractive indices of the three media involved, namely the core, cladding and air. This leads to the definition of a more generally used term, the numerical aperture of the fiber. It must be noted that within this analysis, as with the preceding discussion of acceptance angle, we are concerned with meridional rays within the fiber.

Figure 2.5 shows a light ray incident on the fiber core at an angle \( \theta_1 \) to the fiber axis which is less than the acceptance angle for the fiber \( \theta_a \). The ray enters the fiber from a medium of refractive index \( n_2 \) and emerges into a medium of refractive index \( n_2 \). The ray path for a meridional ray launched into an optical fiber in air at an input angle less than the acceptance angle for the fiber.
medium (air) of refractive index \( n_0 \), and the fiber core has a refractive index \( n_1 \), which is slightly greater than the cladding refractive index \( n_2 \). Assuming the entrance face at the fiber core to be normal to the axis, then considering the refraction at the air-core interface and using Snell’s law given by Eq. (2.1):

\[
n_0 \sin \theta_1 = n_1 \sin \theta_2 \tag{2.3}
\]

Considering the right-angled triangle ABC indicated in Figure 2.5, then:

\[
\phi = \frac{\pi}{2} - \theta_2 \tag{2.4}
\]

where \( \phi \) is greater than the critical angle at the core-cladding interface. Hence Eq. (2.3) becomes:

\[
n_0 \sin \theta_1 = n_1 \cos \phi \tag{2.5}
\]

Using the trigonometrical relationship \( \sin^2 \phi + \cos^2 \phi = 1 \), Eq. (2.5) may be written in the form:

\[
n_0 \sin \theta_1 = n_1 (1 - \sin^2 \phi)^{\frac{1}{2}} \tag{2.6}
\]

When the limiting case for total internal reflection is considered, \( \phi \) becomes equal to the critical angle for the core-cladding interface and is given by Eq. (2.2). Also in this limiting case \( \theta_1 \) becomes the acceptance angle for the fiber \( \theta_a \). Combining these limiting cases into Eq. (2.6) gives:

\[
n_0 \sin \theta_a = (n_1^2 - n_2^2)^{\frac{1}{2}} \tag{2.7}
\]

Equation (2.7), apart from relating the acceptance angle to the refractive indices, serves as the basis for the definition of the important optical fiber parameter, the numerical aperture (NA). Hence the NA is defined as:

\[
NA = n_0 \sin \theta_a = (n_1^2 - n_2^2)^{\frac{1}{2}} \tag{2.8}
\]

Since the NA is often used with the fiber in air where \( n_0 \) is unity, it is simply equal to \( \sin \theta_a \). It may also be noted that incident meridional rays over the range \( 0 \leq \theta_1 \leq \theta_a \) will be propagated within the fiber.

The NA may also be given in terms of the relative refractive index difference \( \Delta \) between the core and the cladding which is defined as:

\[
\Delta = n_1 - n_2
\]

* Sometimes another parameter \( \Delta n = n_1 - n_2 \) is referred to as the index difference and \( \Delta n/n_1 \) as the fractional index difference. Hence \( \Delta \) also approximates to the fractional index difference.
Example 2.1

A silica optical fiber with a core diameter large enough to be considered by ray theory analysis has a core refractive index of 1.50 and a cladding refractive index of 1.47. Determine: (a) the critical angle at the core–cladding interface; (b) the NA for the fiber; (c) the acceptance angle in air for the fiber.

Solution:

(a) The critical angle $\phi_c$ at the core–cladding interface is given by Eq. (2.2) where:

$$\phi_c = \sin^{-1} \frac{n_2}{n_1} = 78.5^\circ$$

(b) From Eq. (2.8) the NA is:

$$NA = n_1(2\Delta)^{1/2} = (1.50^2 - 1.47^2)^{1/2} = (2.25 - 2.16)^{1/2} = 0.30$$

(c) Considering Eq. (2.8) the acceptance angle in air $\theta_a$ is given by:

$$\theta_a = \sin^{-1} NA = \sin^{-1} 0.30 = 17.4^\circ$$
Example 2.2

A typical relative refractive index difference for an optical fiber designed for long-distance transmission is 1%. Estimate the NA and the solid acceptance angle in air for the fiber when the core index is 1.46. Further, calculate the critical angle at the core-cladding interface within the fiber. It may be assumed that the concepts of geometric optics hold for the fiber.

Solution: Using Eq. (2.10) with \( \Delta = 0.01 \) gives the NA as:

\[
NA = n_1(2\Delta)^{\frac{1}{2}} = n_1(0.02)^{\frac{1}{2}} = 0.21
\]

For small angles the solid acceptance angle in air \( \zeta \) is given by:

\[
\zeta = \pi\theta_a^2 = \pi \sin^2 \theta_a
\]

Hence from Eq. (2.8):

\[
\zeta = \pi (NA)^2 = \pi \times 0.04 = 0.13 \text{ rad}
\]

Using Eq. (2.9) for the relative refractive index difference \( \Delta \) gives:

\[
\Delta = \frac{n_1 - n_2}{n_1} = \frac{1 - n_2}{n_1}
\]

Hence

\[
\frac{n_2}{n_1} = 1 - \Delta = 1 - 0.01 = 0.99
\]

From Eq. (2.2) the critical angle at the core-cladding interface is:

\[
\phi_c = \sin^{-1} \frac{n_2}{n_1} = \sin^{-1} 0.99 = 81.9^\circ
\]

2.2.4 Skew rays

In the preceding sections we have considered the propagation of meridional rays in the optical waveguide. However, another category of ray exists which is transmitted without passing through the fiber axis. These rays, which greatly outnumber the meridional rays,
follow a helical path through the fiber, as illustrated in Figure 2.6, and are called skew rays. It is not easy to visualize the skew ray paths in two dimensions, but it may be observed from Figure 2.6(b) that the helical path traced through the fiber gives a change in direction of $2\gamma$ at each reflection, where $\gamma$ is the angle between the projection of the ray in two dimensions and the radius of the fiber core at the point of reflection. Hence, unlike meridional rays, the point of emergence of skew rays from the fiber in air will depend upon the number of reflections they undergo rather than the input conditions to the fiber. When the light input to the fiber is nonuniform, skew rays will therefore tend to have a smoothing effect on the distribution of the light as it is transmitted, giving a more uniform output. The amount of smoothing is dependent on the number of reflections encountered by the skew rays.

Figure 2.6 The helical path taken by a skew ray in an optical fiber: (a) skew ray path down the fiber; (b) cross-sectional view of the fiber

A further possible advantage of the transmission of skew rays becomes apparent when their acceptance conditions are considered. In order to calculate the acceptance angle for a skew ray it is necessary to define the direction of the ray in two perpendicular planes. The geometry of the situation is illustrated in Figure 2.7 where a skew ray is shown incident on the fiber core at the point A, at an angle $\theta_s$ to the normal at the fiber end face. The ray is refracted at the air-core interface before traveling to the point B in the same plane. The angles of incidence and reflection at the point B are $\phi$, which is greater than the critical angle for the core-cladding interface.

When considering the ray between A and B it is necessary to resolve the direction of the ray path AB to the core radius at the point B. As the incident and reflected rays at the point B are in the same plane, this is simply $\cos \phi$. However, if the two perpendicular planes through which the ray path AB traverses are considered, then $\gamma$ is the angle between the core radius and the projection of the ray onto a plane BRS normal to the core axis, and $\theta$ is the angle between the ray and a line AT drawn parallel to the core axis. Thus to resolve the ray path AB relative to the radius BR in these two perpendicular planes requires multiplication by $\cos \gamma$ and $\sin \theta$. 
Hence, the reflection at point B at an angle $\phi$ may be given by:

$$\cos \gamma \sin \theta = \cos \phi$$  \hspace{1cm} (2.11)

Using the trigonometrical relationship $\sin^2 \phi + \cos^2 \phi = 1$, Eq. (2.11) becomes:

$$\cos \gamma \sin \theta = \cos \phi = (1 - \sin^2 \phi)^{\frac{1}{2}}$$  \hspace{1cm} (2.12)

If the limiting case for total internal reflection is now considered, then $\phi$ becomes equal to the critical angle $\phi_c$ for the core-cladding interface and, following Eq. (2.2), is given by $\sin \phi_c = n_2/n_1$. Hence, Eq. (2.12) may be written as:

$$\cos \gamma \sin \theta \leq \cos \phi_c = \left(1 - \frac{n_2^2}{n_1^2}\right)^{\frac{1}{2}}$$  \hspace{1cm} (2.13)

Furthermore, using Snell’s law at the point A, following Eq. (2.1) we can write:

$$n_0 \sin \theta_a = n_1 \sin \theta$$  \hspace{1cm} (2.14)

where $\theta_a$ represents the maximum input axial angle for meridional rays, as expressed in Section 2.2.2, and $\theta$ is the internal axial angle. Hence substituting for $\sin \theta$ from Eq. (2.13) into Eq. (2.14) gives:

$$\sin \theta_a = \frac{n_1 \cos \phi_c}{n_0 \cos \gamma} = \frac{n_1}{n_0 \cos \gamma} \left(1 - \frac{n_2^2}{n_1^2}\right)^{\frac{1}{2}}$$  \hspace{1cm} (2.15)

where $\theta_a$ now represents the maximum input angle or acceptance angle for skew rays. It may be noted that the inequality shown in Eq. (2.13) is no longer necessary as all the terms
in Eq. (2.15) are specified for the limiting case. Thus the acceptance conditions for skew rays are:

\[ n_0 \sin \theta_m \cos \gamma = (n_1^2 - n_2^2)^{\frac{1}{2}} = NA \]  
(2.16)

and in the case of the fiber in air \((n_0 = 1)\):

\[ \sin \theta_m \cos \gamma = NA \]  
(2.17)

Therefore by comparison with Eq. (2.8) derived for meridional rays, it may be noted that skew rays are accepted at larger axial angles in a given fiber than meridional rays, depending upon the value of \(\cos \gamma\). In fact, for meridional rays \(\cos \gamma\) is equal to unity and \(\theta_m\) becomes equal to \(\theta_a\). Thus although \(\theta_a\) is the maximum conical half angle for the acceptance of meridional rays, it defines the minimum input angle for skew rays. Hence, as may be observed from Figure 2.6, skew rays tend to propagate only in the annular region near the outer surface of the core, and do not fully utilize the core as a transmission medium. However, they are complementary to meridional rays and increase the light-gathering capacity of the fiber. This increased light-gathering ability may be significant for large \(NA\) fibers, but for most communication design purposes the expressions given in Eqs (2.8) and (2.10) for meridional rays are considered adequate.

**Example 2.3**

An optical fiber in air has an \(NA\) of 0.4. Compare the acceptance angle for meridional rays with that for skew rays which change direction by 100° at each reflection.

**Solution:** The acceptance angle for meridional rays is given by Eq. (2.8) with \(n_0 = 1\) as:

\[ \theta_a = \sin^{-1} NA = \sin^{-1} 0.4 = 23.6° \]

The skew rays change direction by 100° at each reflection, therefore \(\gamma = 50°\). Hence using Eq. (2.17) the acceptance angle for skew rays is:

\[ \theta_m = \sin^{-1} \left( \frac{NA}{\cos \gamma} \right) = \sin^{-1} \left( \frac{0.4}{\cos 50°} \right) = 38.5° \]

In this example, the acceptance angle for the skew rays is about 15° greater than the corresponding angle for meridional rays. However, it must be noted that we have only compared the acceptance angle of one particular skew ray path. When the light input to the fiber is at an angle to the fiber axis, it is possible that \(\gamma\) will vary from zero for meridional rays to 90° for rays which enter the fiber at the core-cladding interface giving acceptance of skew rays over a conical half angle of \(\pi/2\) radians.
2.3 Electromagnetic mode theory for optical propagation

2.3.1 Electromagnetic waves

In order to obtain an improved model for the propagation of light in an optical fiber, electromagnetic wave theory must be considered. The basis for the study of electromagnetic wave propagation is provided by Maxwell’s equations [Ref. 13]. For a medium with zero conductivity these vector relationships may be written in terms of the electric field $E$, magnetic field $H$, electric flux density $D$ and magnetic flux density $B$ as the curl equations:

\begin{align*}
\nabla \times E &= -\frac{\partial B}{\partial t} \quad (2.18) \\
\nabla \times H &= \frac{\partial D}{\partial t} \quad (2.19)
\end{align*}

and the divergence conditions:

\begin{align*}
\nabla \cdot D &= 0 \quad \text{(no free charges)} \quad (2.20) \\
\nabla \cdot B &= 0 \quad \text{(no free poles)} \quad (2.21)
\end{align*}

where $\nabla$ is a vector operator.

The four field vectors are related by the relations:

\begin{align*}
D &= \varepsilon E \\
B &= \mu H
\end{align*} \quad (2.22)

where $\varepsilon$ is the dielectric permittivity and $\mu$ is the magnetic permeability of the medium.

Substituting for $D$ and $B$ and taking the curl of Eqs (2.18) and (2.19) gives:

\begin{align*}
\nabla \times (\nabla \times E) &= -\mu \varepsilon \frac{\partial^2 E}{\partial t^2} \quad (2.23) \\
\nabla \times (\nabla \times H) &= -\mu \varepsilon \frac{\partial^2 H}{\partial t^2} \quad (2.24)
\end{align*}

Then using the divergence conditions of Eqs (2.20) and (2.21) with the vector identity:

\begin{equation}
\nabla \times (\nabla \times Y) = \nabla(\nabla \cdot Y) - \nabla^2 Y
\end{equation}

we obtain the nondispersive wave equations:

\begin{equation}
\nabla^2 E = \mu \varepsilon \frac{\partial^2 E}{\partial t^2} \quad (2.25)
\end{equation}
and:

$$\nabla^2 \mathbf{H} = \mu e \frac{\partial^2 \mathbf{H}}{\partial t^2}$$  \hspace{1cm} (2.26)

where $$\nabla^2$$ is the Laplacian operator. For rectangular Cartesian and cylindrical polar coordinates the above wave equations hold for each component of the field vector, every component satisfying the scalar wave equation:

$$\nabla^2 \psi = \frac{1}{\nu_p^2} \frac{\partial^2 \psi}{\partial t^2}$$  \hspace{1cm} (2.27)

where $$\psi$$ may represent a component of the $$\mathbf{E}$$ or $$\mathbf{H}$$ field and $$\nu_p$$ is the phase velocity (velocity of propagation of a point of constant phase in the wave) in the dielectric medium. It follows that:

$$\nu_p = \frac{1}{\sqrt{(\mu_\varepsilon)^3} \cdot \left(\mu_\varepsilon \mu_0 \varepsilon_0\right)^{1/2}}$$  \hspace{1cm} (2.28)

where $$\mu_\varepsilon$$ and $$\varepsilon_\varepsilon$$ are the relative permeability and permittivity for the dielectric medium and $$\mu_0$$ and $$\varepsilon_0$$ are the permeability and permittivity of free space. The velocity of light in free space $$c$$ is therefore:

$$c = \frac{1}{\sqrt{(\mu_\varepsilon \varepsilon_\varepsilon)^3}}$$  \hspace{1cm} (2.29)

If planar waveguides, described by rectangular Cartesian coordinates ($$x$$, $$y$$, $$z$$), or circular fibers, described by cylindrical polar coordinates ($$r$$, $$\phi$$, $$z$$), are considered, then the Laplacian operator takes the form:

$$\nabla^2 \psi = \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} + \frac{\partial^2 \psi}{\partial z^2}$$  \hspace{1cm} (2.30)

or:

$$\nabla^2 \psi = \frac{\partial^2 \psi}{\partial r^2} + \frac{1}{r} \frac{\partial \psi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2}$$  \hspace{1cm} (2.31)

respectively. It is necessary to consider both these forms for a complete treatment of optical propagation in the fiber, although many of the properties of interest may be dealt with using Cartesian coordinates.

The basic solution of the wave equation is a sinusoidal wave, the most important form of which is a uniform plane wave given by:

$$\psi = \psi_0 \exp[j(\alpha t - \mathbf{k} \cdot \mathbf{r})]$$  \hspace{1cm} (2.32)
where \( \omega \) is the angular frequency of the field, \( t \) is the time, \( \mathbf{k} \) is the propagation vector which gives the direction of propagation and the rate of change of phase with distance, while the components of \( \mathbf{r} \) specify the coordinate point at which the field is observed. When \( \lambda \) is the optical wavelength in a vacuum, the magnitude of the propagation vector or the vacuum phase propagation constant \( k \) (where \( k = |\mathbf{k}| \)) is given by:

\[
k = \frac{2\pi}{\lambda}
\]

It should be noted that in this case \( k \) is also referred to as the free space wave number.

### 2.3.2 Modes in a planar guide

The planar guide is the simplest form of optical waveguide. We may assume it consists of a slab of dielectric with refractive index \( n_1 \) sandwiched between two regions of lower refractive index \( n_2 \). In order to obtain an improved model for optical propagation it is useful to consider the interference of plane wave components within this dielectric waveguide.

The conceptual transition from ray to wave theory may be aided by consideration of a plane monochromatic wave propagating in the direction of the ray path within the guide (see Figure 2.8(a)). As the refractive index within the guide is \( n_1 \), the optical wavelength in this region is reduced to \( \lambda/n_1 \), while the vacuum propagation constant is increased to \( n_1 k \).

When \( \theta \) is the angle between the wave propagation vector or the equivalent ray and the

---

**Figure 2.8** The formation of a mode in a planar dielectric guide: (a) a plane wave propagating in the guide shown by its wave vector or equivalent ray – the wave vector is resolved into components in the \( z \) and \( x \) directions; (b) the interference of plane waves in the guide forming the lowest order mode (\( m = 0 \))
guide axis, the plane wave can be resolved into two component plane waves propagating in the z and x directions, as shown in Figure 2.8(a). The component of the phase propagation constant in the z direction $\beta_z$ is given by:

$$\beta_z = n_1 k \cos \theta$$

(2.34)

The component of the phase propagation constant in the x direction $\beta_x$ is:

$$\beta_x = n_1 k \sin \theta$$

(2.35)

The component of the plane wave in the x direction is reflected at the interface between the higher and lower refractive index media. When the total phase change* after two successive reflections at the upper and lower interfaces (between the points P and Q) is equal to $2m\pi$ radians, where $m$ is an integer, then constructive interference occurs and a standing wave is obtained in the x direction. This situation is illustrated in Figure 2.8(b), where the interference of two plane waves is shown. In this illustration it is assumed that the interference forms the lowest order (where $m = 0$) standing wave, where the electric field is a maximum at the center of the guide decaying towards zero at the boundary between the guide and cladding. However, it may be observed from Figure 2.8(b) that the electric field penetrates some distance into the cladding, a phenomenon which is discussed in Section 2.3.4.

Nevertheless, the optical wave is effectively confined within the guide and the electric field distribution in the x direction does not change as the wave propagates in the z direction. The sinusoidally varying electric field in the z direction is also shown in Figure 2.8(b). The stable field distribution in the x direction with only a periodic z dependence is known as a mode. A specific mode is obtained only when the angle between the propagation vectors or the rays and the interface have a particular value, as indicated in Figure 2.8(b). In effect, Eqs (2.34) and (2.35) define a group or congruence of rays which in the case described represents the lowest order mode. Hence the light propagating within the guide is formed into discrete modes, each typified by a distinct value of $\theta$. These modes have a periodic z dependence of the form $\exp(-j\beta_z z)$ where $\beta_z$ becomes the propagation constant for the mode as the modal field pattern is invariant except for a periodic z dependence. Hence, for notational simplicity, and in common with accepted practice, we denote the mode propagation constant by $\beta$, where $\beta = \beta_z$. If we now assume a time dependence for the monochromatic electromagnetic light field with angular frequency $\omega$ of $\exp(j\omega t)$, then the combined factor $\exp[j(\omega t - \beta_z z)]$ describes a mode propagating in the z direction.

To visualize the dominant modes propagating in the z direction we may consider plane waves corresponding to rays at different specific angles in the planar guide. These plane waves give constructive interference to form standing wave patterns across the guide following a sine or cosine formula. Figure 2.9 shows examples of such rays for $m = 1, 2, 3$, together with the electric field distributions in the x direction. It may be observed that m

* It should be noted that there is a phase shift on reflection of the plane wave at the interface as well as a phase change with distance traveled. The phase shift on reflection at a dielectric interface is dealt with in Section 2.3.4.
denotes the number of zeros in this transverse field pattern. In this way \( m \) signifies the order of the mode and is known as the mode number.

When light is described as an electromagnetic wave it consists of a periodically varying electric field \( E \) and magnetic field \( H \) which are orientated at right angles to each other. The transverse modes shown in Figure 2.9 illustrate the case when the electric field is perpendicular to the direction of propagation and hence \( E_z = 0 \), but a corresponding component of the magnetic field \( H \) is in the direction of propagation. In this instance the modes are said to be transverse electric (TE). Alternatively, when a component of the \( E \) field is in the direction of propagation, but \( H_z = 0 \), the modes formed are called transverse magnetic (TM). The mode numbers are incorporated into this nomenclature by referring to the TE\(_m\) and TM\(_m\) modes, as illustrated for the transverse electric modes shown in Figure 2.9.

When the total field lies in the transverse plane, transverse electromagnetic (TEM) waves exist where both \( E_z \) and \( H_z \) are zero. However, although TEM waves occur in metallic conductors (e.g. coaxial cables) they are seldom found in optical waveguides.

### Figure 2.9
Physical model showing the ray propagation and the corresponding transverse electric (TE) field patterns of three lower order models \((m = 1, 2, 3)\) in the planar dielectric guide

2.3.3 Phase and group velocity

Within all electromagnetic waves, whether plane or otherwise, there are points of constant phase. For plane waves these constant phase points form a surface which is referred to as a wavefront. As a monochromatic lightwave propagates along a waveguide in the \( z \) direction these points of constant phase travel at a phase velocity \( \nu_p \) given by:
\[ \nu_g = \frac{\delta \omega}{\delta \beta} \]  

(2.37)

The group velocity is of greatest importance in the study of the transmission characteristics of optical fibers as it relates to the propagation characteristics of observable wave groups or packets of light.

If propagation in an infinite medium of refractive index \( n_1 \) is considered, then the propagation constant may be written as:

\[ \beta = n_1 \frac{2\pi}{\lambda} = \frac{n_1 \omega}{c} \]  

(2.38)

where \( c \) is the velocity of light in free space. Equation (2.38) follows from Eqs (2.33) and (2.34) where we assume propagation in the \( z \) direction only and hence \( \cos \theta \) is equal to unity. Using Eq. (2.36) we obtain the following relationship for the phase velocity:
Similarly, employing Eq. (2.37), where in the limit $\delta \omega / \delta \beta$ becomes $d\omega / d\beta$, the group velocity:

$$\nu_g = \frac{c}{n_1}$$

(2.39)

The parameter $N_g$ is known as the group index of the guide.

2.3.4 Phase shift with total internal reflection and the evanescent field

The discussion of electromagnetic wave propagation in the planar waveguide given in Section 2.3.2 drew attention to certain phenomena that occur at the guide–cladding interface which are not apparent from ray theory considerations of optical propagation. In order to appreciate these phenomena it is necessary to use the wave theory model for total internal reflection at a planar interface. This is illustrated in Figure 2.11, where the arrowed lines represent wave propagation vectors and a component of the wave energy is

![Figure 2.11](image-url)

**Figure 2.11** A wave incident on the guide–cladding interface of a planar dielectric waveguide. The wave vectors of the incident, transmitted and reflected waves are indicated (solid arrowed lines) together with their components in the $z$ and $x$ directions (dashed arrowed lines).
shown to be transmitted through the interface into the cladding. The wave equation in Cartesian coordinates for the electric field in a lossless medium is:

\[ \nabla^2 E = \mu E = \frac{\partial^2 E}{\partial x^2} + \frac{\partial^2 E}{\partial y^2} + \frac{\partial^2 E}{\partial z^2} \]  

(2.41)

As the guide–cladding interface lies in the y–z plane and the wave is incident in the x–z plane onto the interface, then \( \partial / \partial y \) may be assumed to be zero. Since the phase fronts must match all points along the interface in the \( z \) direction, the three waves shown in Figure 2.11 will have the same propagation constant \( \beta \) in this direction. Therefore from the discussion of Section 2.3.2 the wave propagation in the \( z \) direction may be described by \( \exp[j(\omega t - \beta z)] \). In addition, there will also be propagation in the \( x \) direction. When the components are resolved in this plane:

\[ \beta_{x1} = n_1 k \cos \phi \]  

(2.42)

\[ \beta_{x2} = n_2 k \cos \phi \]  

(2.43)

where \( \beta_{x1} \) and \( \beta_{x2} \) are propagation constants in the \( x \) direction for the guide and cladding respectively. Thus the three waves in the waveguide indicated in Figure 2.11, the incident, the transmitted and the reflected, with amplitudes \( A \), \( B \) and \( C \), respectively, will have the forms:

\[ A = A_0 \exp[-j(\beta_{x1} x)] \exp[j(\omega t - \beta z)] \]  

(2.44)

\[ B = B_0 \exp[-j(\beta_{x2} x)] \exp[j(\omega t - \beta z)] \]  

(2.45)

\[ C = C_0 \exp[j(\beta_{x1} x)] \exp[j(\omega t - \beta z)] \]  

(2.46)

Using the simple trigonometrical relationship \( \cos^2 \phi + \sin^2 \phi = 1 \):

\[ \beta_{x1}^2 = (n_1^2 k^2 - \beta^2) = -\xi_{1}^2 \]  

(2.47)

and:

\[ \beta_{x2}^2 = (n_2^2 k^2 - \beta^2) = -\xi_{2}^2 \]  

(2.48)

When an electromagnetic wave is incident upon an interface between two dielectric media, Maxwell’s equations require that both the tangential components of \( E \) and \( H \) and the normal components of \( D (= \varepsilon E) \) and \( B (= \mu H) \) are continuous across the boundary. If the boundary is defined at \( x = 0 \) we may consider the cases of the transverse electric (TE) and transverse magnetic (TM) modes.

Initially, let us consider the TE field at the boundary. When Eqs (2.44) and (2.46) are used to represent the electric field components in the \( y \) direction \( E_y \) and the boundary conditions are applied, then the normal components of the \( E \) and \( H \) fields at the interface may be equated giving:

\[ A_0 + C_0 = B_0 \]  

(2.49)
Furthermore, it can be shown (see Appendix A) that an electric field component in the y direction is related to the tangential magnetic field component $H_z$ following:

$$H_z = \frac{j}{\mu_0 \omega} \frac{\partial E_y}{\partial x}$$

(2.50)

Applying the tangential boundary conditions and equating $H_z$ by differentiating $E_y$ gives:

$$-\beta_1 A_0 + \beta_2 C_0 = -\beta_2 B_0$$

(2.51)

Algebraic manipulation of Eqs (2.49) and (2.51) provides the following results:

$$C_0 = A_0 \left( \frac{\beta_1 - \beta_2}{\beta_1 + \beta_2} \right) = A_0 r_{ER}$$

(2.52)

$$B_0 = A_0 \left( \frac{2\beta_1}{\beta_1 + \beta_2} \right) = A_0 r_{ET}$$

(2.53)

where $r_{ER}$ and $r_{ET}$ are the reflection and transmission coefficients for the $E$ field at the interface respectively. The expressions obtained in Eqs (2.52) and (2.53) correspond to the Fresnel relationships [Ref. 12] for radiation polarized perpendicular to the interface ($E$ polarization).

When both $\beta_1$ and $\beta_2$ are real it is clear that the reflected wave $C$ is in phase with the incident wave $A$. This corresponds to partial reflection of the incident beam. However, as $\phi_1$ is increased the component $\beta_j$ (i.e. $\beta$) increases and, following Eqs (2.47) and (2.48), the components $\beta_1$ and $\beta_2$ decrease. Continuation of this process results in $\beta_2$ passing through zero, a point which is signified by $\phi_1$ reaching the critical angle for total internal reflection. If $\phi_1$ is further increased the component $\beta_1$ becomes imaginary and we may write it in the form $-j \xi_2$. During this process $\beta_1$ remains real because we have assumed that $n_1 > n_2$. Under the conditions of total internal reflection Eq. (2.52) may therefore be written as:

$$C_0 = A_0 \left( \frac{\beta_1 + j \xi_2}{\beta_2 - j \xi_2} \right) = A_0 \exp(2j \delta)$$

(2.54)

where we observe there is a phase shift of the reflected wave relative to the incident wave. This is signified by $\delta$, which is given by:

$$\tan \delta = \frac{\xi_2}{\beta_1}$$

(2.55)

Furthermore, the modulus of the reflected wave is identical to the modulus of the incident wave ($|C_0| = |A_0|$). The curves of the amplitude reflection coefficient $|r_{ER}|$ and phase shift on reflection, against angle of incidence $\phi_1$, for TE waves incident on a glass-air interface are displayed in Figure 2.12 [Ref. 14]. These curves illustrate the above results,
where under conditions of total internal reflection the reflected wave has an equal amplitude to the incident wave, but undergoes a phase shift corresponding to $\delta_E$ degrees.

A similar analysis may be applied to the TM modes at the interface, which leads to expressions for reflection and transmission of the form [Ref. 14]:

$$C_0 = A_0 \left( \frac{\beta_x n_2^2 - \beta_y n_1^2}{\beta_x n_2^2 + \beta_y n_1^2} \right) = A_0 r_{HR}$$

(2.56)

and:

$$B_0 = A_0 \left( \frac{2\beta_x n_2^2}{\beta_x n_2^2 + \beta_y n_1^2} \right) = A_0 r_{HT}$$

(2.57)

where $r_{HR}$ and $r_{HT}$ are, respectively, the reflection and transmission coefficients for the $H$ field at the interface. A gain, the expressions given in Eqs (2.56) and (2.57) correspond to Fresnel relationships [Ref. 12], but in this case they apply to radiation polarized parallel to the interface ($H$ polarization). Furthermore, considerations of an increasing angle of incidence $\phi_1$, such that $\beta_x$ goes to zero and then becomes imaginary, again results in a phase shift when total internal reflection occurs. However, in this case a different phase shift is obtained corresponding to:

$$C_0 = A_0 \exp(2j \delta_H)$$

(2.58)

where:

$$\tan \delta_H = \left( \frac{n_1}{n_2} \right)^2 \tan \delta_E$$

(2.59)
Thus the phase shift obtained on total internal reflection is dependent upon both the angle of incidence and the polarization (either TE or TM) of the radiation.

The second phenomenon of interest under conditions of total internal reflection is the form of the electric field in the cladding of the guide. Before the critical angle for total internal reflection is reached, and hence when there is only partial reflection, the field in the cladding is of the form given by Eq. (2.45). However, as indicated previously, when total internal reflection occurs, $\beta_{x2}$ becomes imaginary and may be written as $-j\xi_{2}$. Substituting for $\beta_{x2}$ in Eq. (2.45) gives the transmitted wave in the cladding as:

$$B = B_0 \exp(-\xi_{2}x) \exp[j(\omega t - \beta z)]$$

Thus the amplitude of the field in the cladding is observed to decay exponentially* in the x direction. Such a field, exhibiting an exponentially decaying amplitude, is often referred to as an evanescent field. Figure 2.13 shows a diagrammatic representation of the evanescent field. A field of this type stores energy and transports it in the direction of propagation (z) but does not transport energy in the transverse direction (x). Nevertheless, the existence of an evanescent field beyond the plane of reflection in the lower index medium indicates that optical energy is transmitted into the cladding.

The penetration of energy into the cladding underlines the importance of the choice of cladding material. It gives rise to the following requirements:

1. The cladding should be transparent to light at the wavelengths over which the guide is to operate.
2. Ideally, the cladding should consist of a solid material in order to avoid both damage to the guide and the accumulation of foreign matter on the guide walls. These effects degrade the reflection process by interaction with the evanescent field. This in part explains the poor performance (high losses) of early optical waveguides with air cladding.
3. The cladding thickness must be sufficient to allow the evanescent field to decay to a low value or losses from the penetrating energy may be encountered. In many

* It should be noted that we have chosen the sign of $\xi_{2}$ so that the exponential field decays rather than grows with distance into the cladding. In this case a growing exponential field is a physically improbable solution.

Figure 2.13 The exponentially decaying evanescent field in the cladding of the optical waveguide
cases, however, the magnitude of the field falls off rapidly with distance from the guide–cladding interface. This may occur within distances equivalent to a few wavelengths of the transmitted light.

Therefore, the most widely used optical fibers consist of a core and cladding, both made of glass. The cladding refractive index is thus higher than would be the case with liquid or gaseous cladding giving a lower numerical aperture for the fiber, but it provides a far more practical solution.

### 2.3.5 Goos–Haenchen shift

The phase change incurred with the total internal reflection of a light beam on a planar dielectric interface may be understood from physical observation. Careful examination shows that the reflected beam is shifted laterally from the trajectory predicted by simple ray theory analysis, as illustrated in Figure 2.14. This lateral displacement is known as the Goos–Haenchen shift, after its first observers.

The geometric reflection appears to take place at a virtual reflecting plane which is parallel to the dielectric interface in the lower index medium, as indicated in Figure 2.14. Utilizing wave theory it is possible to determine this lateral shift [Ref. 14] although it is very small ($d = 0.06$ to $0.10 \, \mu\text{m}$ for a silvered glass interface at a wavelength of $0.55 \, \mu\text{m}$) and difficult to observe. However, this concept provides an important insight into the guidance mechanism of dielectric optical waveguides.

![Figure 2.14](image)

**Figure 2.14** The lateral displacement of a light beam on reflection at a dielectric interface (Goos–Haenchen shift)

### 2.4 Cylindrical fiber

#### 2.4.1 Modes

The exact solution of Maxwell’s equations for a cylindrical homogeneous core dielectric waveguide* involves much algebra and yields a complex result [Ref. 15]. Although the

* This type of optical waveguide with a constant refractive index core is known as a step index fiber (see Section 2.4.3).
presentation of this mathematics is beyond the scope of this text, it is useful to consider the resulting modal fields. In common with the planar guide (Section 2.3.2), TE (where \( E_z = 0 \)) and TM (where \( H_z = 0 \)) modes are obtained within the dielectric cylinder. The cylindrical waveguide, however, is bounded in two dimensions rather than one. Thus two integers, \( l \) and \( m \), are necessary in order to specify the modes, in contrast to the single integer \( m \) required for the planar guide. For the cylindrical waveguide we therefore refer to \( \text{TE}_{lm} \) and \( \text{TM}_{lm} \) modes. These modes correspond to meridional rays (see Section 2.2.1) traveling within the fiber. However, hybrid modes where \( E_z \) and \( H_z \) are nonzero also occur within the cylindrical waveguide. These modes, which result from skew ray propagation (see Section 2.2.4) within the fiber, are designated \( \text{HE}_{lm} \) and \( \text{EH}_{lm} \) depending upon whether the components of \( H \) or \( E \) make the larger contribution to the transverse (to the fiber axis) field. Thus an exact description of the modal fields in a step index fiber proves somewhat complicated.

Fortunately, the analysis may be simplified when considering optical fibers for communication purposes. These fibers satisfy the weakly guiding approximation [Ref. 16] where the relative index difference \( \Delta \ll 1 \). This corresponds to small grazing angles \( \theta \) in Eq. (2.34). In fact \( \Delta \) is usually less than 0.03 (3%) for optical communications fibers. For weakly guiding structures with dominant forward propagation, mode theory gives dominant transverse field components. Hence approximate solutions for the full set of \( \text{HE} \), \( \text{TE} \) and \( \text{TM} \) modes may be given by two linearly polarized components [Ref. 16]. These linearly polarized (LP) modes are not exact modes of the fiber except for the fundamental (lowest order) mode. However, as \( \Delta \) in weakly guiding fibers is very small, then \( \text{HE} \)–\( \text{EH} \) mode pairs occur which have almost identical propagation constants. Such modes are said to be degenerate. The superpositions of these degenerating modes characterized by a common propagation constant correspond to particular LP modes regardless of their \( \text{HE} \), \( \text{EH} \), \( \text{TE} \) or \( \text{TM} \) field configurations. This linear combination of degenerate modes obtained from the exact solution produces a useful simplification in the analysis of weakly guiding fibers.

The relationship between the traditional \( \text{HE} \), \( \text{EH} \), \( \text{TE} \) and \( \text{TM} \) mode designations and the LP\(_{lm}\) mode designations is shown in Table 2.1. The mode subscripts \( l \) and \( m \) are related to the electric field intensity profile for a particular LP mode (see Figure 2.15(d)). There are in general 2\( l \) field maxima around the circumference of the fiber core and \( m \) field

<table>
<thead>
<tr>
<th>Linearly polarized</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{LP}_{01} )</td>
<td>( \text{HE}_{11} )</td>
</tr>
<tr>
<td>( \text{LP}_{11} )</td>
<td>( \text{HE}<em>{21}, \text{TE}</em>{01}, \text{TM}_{01} )</td>
</tr>
<tr>
<td>( \text{LP}_{21} )</td>
<td>( \text{HE}<em>{31}, \text{EH}</em>{11} )</td>
</tr>
<tr>
<td>( \text{LP}_{02} )</td>
<td>( \text{HE}_{12} )</td>
</tr>
<tr>
<td>( \text{LP}_{31} )</td>
<td>( \text{HE}<em>{41}, \text{EH}</em>{21} )</td>
</tr>
<tr>
<td>( \text{LP}_{12} )</td>
<td>( \text{HE}<em>{22}, \text{TE}</em>{02}, \text{TM}_{02} )</td>
</tr>
<tr>
<td>( \text{LP}_{0m} )</td>
<td>( \text{HE}<em>{2m}, \text{TE}</em>{0m}, \text{TM}_{0m} )</td>
</tr>
<tr>
<td>( \text{LP}_{lm} \ (l \neq 0 \ or \ 1) )</td>
<td>( \text{HE}<em>{(l+1)m}, \text{EH}</em>{l-1,m} )</td>
</tr>
</tbody>
</table>
maxima along a radius vector. Furthermore, it may be observed from Table 2.1 that the notation for labeling the HE and EH modes has changed from that specified for the exact solution in the cylindrical waveguide mentioned previously. The subscript \( l \) in the \( LP \) notation now corresponds to HE and EH modes with labels \( l + 1 \) and \( l - 1 \) respectively.

The electric field intensity profiles for the lowest three LP modes, together with the electric field distribution of their constituent exact modes, are shown in Figure 2.15. It may be observed from the field configurations of the exact modes that the field strength in the transverse direction (\( E_x \) or \( E_y \)) is identical for the modes which belong to the same LP mode. Hence the origin of the term 'linearly polarized'.

Using Eq. (2.31) for the cylindrical homogeneous core waveguide under the weak guidance conditions outlined above, the scalar wave equation can be written in the form [Ref. 17]:

\[
\frac{d^2 \psi}{dr^2} + \frac{1}{r} \frac{d \psi}{dr} + \frac{1}{r^2} \frac{d^2 \psi}{d\phi^2} + (n_2^2k^2 - \beta^2)\psi = 0
\] (2.61)

Figure 2.15 The electric field configurations for the three lowest LP modes illustrated in terms of their constituent exact modes: (a) LP mode designations; (b) exact mode designations; (c) electric field distribution of the exact modes; (d) intensity distribution of \( E_x \) for the exact modes indicating the electric field intensity profile for the corresponding LP modes.
where $\psi$ is the field ($E$ or $H$), $n_1$ is the refractive index of the fiber core, $k$ is the propagation constant for light in a vacuum, and $r$ and $\phi$ are cylindrical coordinates. The propagation constants of the guided modes $\beta$ lie in the range:

$$n_2 k < \beta < n_1 k$$

(2.62)

where $n_2$ is the refractive index of the fiber cladding. Solutions of the wave equation for the cylindrical fiber are separable, having the form:

$$\psi = E(r) \left[ \frac{\cos l \phi}{\sin l \phi} \exp(\omega t - \beta z) \right]$$

(2.63)

where in this case $\psi$ represents the dominant transverse electric field component. The periodic dependence on $\phi$ following $\cos l \phi$ or $\sin l \phi$ gives a mode of radial order $l$. Hence the fiber supports a finite number of guided modes of the form of Eq. (2.63).

Introducing the solutions given by Eq. (2.63) into Eq. (2.61) results in a differential equation of the form:

$$\frac{d^2 E}{dr^2} + \frac{1}{r} \frac{dE}{dr} + \left[ (n_1 k^2 - \beta^2) - \frac{l^2}{r^2} \right] E = 0$$

(2.64)

For a step index fiber with a constant refractive index core, Eq. (2.64) is a Bessel differential equation and the solutions are cylinder functions. In the core region the solutions are Bessel functions denoted by $J_l$. A graph of these gradually damped oscillatory functions (with respect to $r$) is shown in Figure 2.16(a). It may be noted that the field is finite at $r = 0$ and may be represented by the zero-order Bessel function $J_0$. However, the field vanishes as $r$ goes to infinity and the solutions in the cladding are therefore modified Bessel functions denoted by $K_l$. These modified functions decay exponentially with respect to $r$, as illustrated in Figure 2.16(b). The electric field may therefore be given by:

$$E(r) = \frac{G J_l(U)}{U} \quad \text{for } R < 1 \text{ (core)}$$

$$= \frac{G J_l(W)}{K_l(W)} \quad \text{for } R > 1 \text{ (cladding)}$$

(2.65)

where $G$ is the amplitude coefficient and $R = r/a$ is the normalized radial coordinate when $a$ is the radius of the fiber core; $U$ and $W$, which are the eigenvalues in the core and cladding respectively,* are defined as [Ref. 17]:

$$U = a(n_1^2 k^2 - \beta^2)^{1/2}$$

(2.66)

$$W = a(\beta^2 - n_2^2 k^2)^{1/2}$$

(2.67)

* $U$ is also referred to as the radial phase parameter or the radial propagation constant, whereas $W$ is known as the cladding decay parameter [Ref. 19].
The sum of the squares of $U$ and $W$ defines a very useful quantity [Ref. 18] which is usually referred to as the normalized frequency $V$ where:

$$V = \frac{(U^2 + W^2)^{\frac{1}{2}}}{ka(n_1^2 - n_2^2)^{\frac{1}{2}}} \quad (2.68)$$

It may be observed that the commonly used symbol for this parameter is the same as that normally adopted for voltage. However, within this chapter there should be no confusion over this point. Furthermore, using Eqs (2.8) and (2.10) the normalized frequency may be expressed in terms of the numerical aperture NA and the relative refractive index difference $\Delta$, respectively, as:

* When used in the context of the planar waveguide, $V$ is sometimes known as the normalized film thickness as it relates to the thickness of the guide layer (see Section 10.5.1).
\[ V = \frac{2\pi}{\lambda} a(NA) \] (2.69)

\[ V = \frac{2\pi}{\lambda} an_1(2\Delta)^\frac{1}{2} \] (2.70)

The normalized frequency is a dimensionless parameter and hence is also sometimes simply called the \( V \) number or value of the fiber. It combines in a very useful manner the information about three important design variables for the fiber: namely, the core radius \( a \), the relative refractive index difference \( \Delta \) and the operating wavelength \( \lambda \).

It is also possible to define the normalized propagation constant \( b \) for a fiber in terms of the parameters of Eq. (2.68) so that:

\[ b = 1 - \frac{U^2}{V^2} = \frac{(\beta/k)^2 - n_2^2}{n_1^2 - n_2^2} \]

\[ = \frac{(\beta/k)^2 - n_2^2}{2n_1^2\Delta} \] (2.71)

Referring to the expression for the guided modes given in Eq. (2.62), the limits of \( \beta \) are \( n_2k \) and \( n_1k \), hence \( b \) must lie between 0 and 1.

In the weak guidance approximation the field matching conditions at the boundary require continuity of the transverse and tangential electric field components at the core-cladding interface (at \( r = a \)). Therefore, using the Bessel function relations outlined previously, an eigenvalue equation for the LP modes may be written in the following form [Ref. 20]:

\[ U J_\pm_2(U) K_\pm_2(W) = \pm W J_\pm_2(W) K_\pm_2(W) \] (2.72)

Solving Eq. (2.72) with Eqs (2.66) and (2.67) allows the eigenvalue \( U \) and hence \( \beta \) to be calculated as a function of the normalized frequency. In this way the propagation characteristics of the various modes, and their dependence on the optical wavelength and the fiber parameters, may be determined.

Considering the limit of mode propagation when \( \beta = n_2k \), then the mode phase velocity is equal to the velocity of light in the cladding and the mode is no longer properly guided. In this case the mode is said to be cut off and the eigenvalue \( W = 0 \) (Eq. 2.67). Unguided or radiation modes have frequencies below cutoff where \( \beta < kn_2 \), and hence \( W \) is imaginary. Nevertheless, wave propagation does not cease abruptly below cutoff. Modes exist where \( \beta < kn_2 \) but the difference is very small, such that some of the energy loss due to radiation is prevented by an angular momentum barrier [Ref. 21] formed near the core-cladding interface. Solutions of the wave equation giving these states are called leaky modes, and often behave as very lossy guided modes rather than radiation modes. Alternatively, as \( \beta \) is increased above \( n_2k \), less power is propagated in the cladding until at \( \beta = n_1k \) all the power is confined to the fiber core. As indicated previously, this range of values for \( \beta \) signifies the guided modes of the fiber.
The lower order modes obtained in a cylindrical homogeneous core waveguide are shown in Figure 2.17 [Ref. 16]. Both the LP notation and the corresponding traditional HE, EH, TE and TM mode notations are indicated. In addition, the Bessel functions $J_0$ and $J_1$ are plotted against the normalized frequency and where they cross the zero gives the cutoff point for the various modes. Hence, the cutoff point for a particular mode corresponds to a distinctive value of the normalized frequency (where $V = V_c$) for the fiber. It may be observed from Figure 2.17 that the value of $V_c$ is different for different modes. For example, the first zero crossing $J_1$ occurs when the normalized frequency is 0 and this corresponds to the cutoff for the LP$_{01}$ mode. However, the first zero crossing for $J_0$ is when the normalized frequency is 2.405, giving a cutoff value $V_c$ of 2.405 for the LP$_{11}$ mode. Similarly, the second zero of $J_1$ corresponds to a normalized frequency of 3.83, giving a cutoff value $V_c$ for the LP$_{02}$ mode of 3.83. It is therefore apparent that fibers may be produced with particular values of normalized frequency which allow only certain modes to propagate. This is further illustrated in Figure 2.18 [Ref. 16] which shows the normalized propagation constant $b$ for a number of LP modes as a function of $V$. It may be observed that the cutoff value of normalized frequency $V_c$ which occurs when $\beta = n_2k$ corresponds to $b = 0$.

The propagation of particular modes within a fiber may also be confirmed through visual analysis. The electric field distribution of different modes gives similar distributions of light intensity within the fiber core. These waveguide patterns (often called mode patterns) may give an indication of the predominant modes propagating in the fiber. The field intensity distributions for the three lower order LP modes were shown in Figure 2.15. In Figure 2.19 we illustrate the mode patterns for two higher order LP modes. However, unless the fiber is designed for the propagation of a particular mode it is likely that the superposition of many modes will result in no distinctive pattern.
2.4.2 Mode coupling

We have thus far considered the propagation aspects of perfect dielectric waveguides. However, waveguide perturbations such as deviations of the fiber axis from straightness, variations in the core diameter, irregularities at the core-cladding interface and refractive index variations may change the propagation characteristics of the fiber. These will have

Figure 2.18 The normalized propagation constant $b$ as a function of normalized frequency $V$ for a number of LP modes. Reproduced with permission from D. Gloge. *Appl. Opt.*, 10, p. 2552, 1971

Figure 2.19 Sketches of fiber cross-sections illustrating the distinctive light intensity distributions (mode patterns) generated by propagation of individual linearly polarized modes.

2.4.2 Mode coupling

We have thus far considered the propagation aspects of perfect dielectric waveguides. However, waveguide perturbations such as deviations of the fiber axis from straightness, variations in the core diameter, irregularities at the core-cladding interface and refractive index variations may change the propagation characteristics of the fiber. These will have
the effect of coupling energy traveling in one mode to another depending on the specific perturbation.

Ray theory aids the understanding of this phenomenon, as shown in Figure 2.20, which illustrates two types of perturbation. It may be observed that in both cases the ray no longer maintains the same angle with the axis. In electromagnetic wave theory this corresponds to a change in the propagating mode for the light. Thus individual modes do not normally propagate throughout the length of the fiber without large energy transfers to adjacent modes, even when the fiber is exceptionally good quality and is not strained or bent by its surroundings. This mode conversion is known as mode coupling or mixing. It is usually analyzed using coupled mode equations which can be obtained directly from Maxwell’s equations. However, the theory is beyond the scope of this text and the reader is directed to Ref. 17 for a comprehensive treatment. Mode coupling affects the transmission properties of fibers in several important ways, a major one being in relation to the dispersive properties of fibers over long distances. This is pursued further in Sections 3.8 to 3.11.

2.4.3 Step index fibers

The optical fiber considered in the preceding sections with a core of constant refractive index \( n_1 \) and a cladding of a slightly lower refractive index \( n_2 \) is known as step index fiber. This is because the refractive index profile for this type of fiber makes a step change at the core-cladding interface.
core–cladding interface, as indicated in Figure 2.21, which illustrates the two major types of step index fiber. The refractive index profile may be defined as:

\[ n(r) = \begin{cases} 
  n_1 & r < a \text{ (core)} \\
  n_2 & r \geq a \text{ (cladding)} 
\end{cases} \]  

(2.73)

in both cases.

Figure 2.21(a) shows a multimode step index fiber with a core diameter of around 50 μm or greater, which is large enough to allow the propagation of many modes within the fiber core. This is illustrated in Figure 2.21(a) by the many different possible ray paths through the fiber. Figure 2.21(b) shows a single-mode or monomode step index fiber which allows the propagation of only one transverse electromagnetic mode (typically HE_{11}), and hence the core diameter must be of the order of 2 to 10 μm. The propagation of a single mode is illustrated in Figure 2.21(b) as corresponding to a single ray path only (usually shown as the axial ray) through the fiber.

The single-mode step index fiber has the distinct advantage of low intermodal dispersion (broadening of transmitted light pulses), as only one mode is transmitted, whereas with multimode step index fiber considerable dispersion may occur due to the differing group velocities of the propagating modes (see Section 3.10). This in turn restricts the maximum bandwidth attainable with multimode step index fibers, especially when compared with single-mode fibers. However, for lower bandwidth applications multimode fibers have several advantages over single-mode fibers. These are:

(a) the use of spatially incoherent optical sources (e.g. most light-emitting diodes) which cannot be efficiently coupled to single-mode fibers;
(b) larger numerical apertures, as well as core diameters, facilitating easier coupling to optical sources;

(c) lower tolerance requirements on fiber connectors.

Multimode step index fibers allow the propagation of a finite number of guided modes along the channel. The number of guided modes is dependent upon the physical parameters (i.e. relative refractive index difference, core radius) of the fiber and the wavelengths of the transmitted light which are included in the normalized frequency $V$ for the fiber. It was indicated in Section 2.4.1 that there is a cutoff value of normalized frequency $V_c$ for guided modes below which they cannot exist. However, mode propagation does not entirely cease below cutoff. Modes may propagate as unguided or leaky modes which can travel considerable distances along the fiber. Nevertheless, it is the guided modes which are of paramount importance in optical fiber communications as these are confined to the fiber over its full length. It can be shown [Ref. 16] that the total number of guided modes or mode volume $M_s$ for a step index fiber is related to the $V$ value for the fiber by the approximate expression:

$$M_s \approx \frac{V^2}{2}$$

(2.74)

which allows an estimate of the number of guided modes propagating in a particular multimode step index fiber.

Example 2.4

A multimode step index fiber with a core diameter of 80 μm and a relative index difference of 1.5% is operating at a wavelength of 0.85 μm. If the core refractive index is 1.48, estimate: (a) the normalized frequency for the fiber; (b) the number of guided modes.

Solution: (a) The normalized frequency may be obtained from Eq. (2.70) where:

$$V = \frac{2\pi}{\lambda} \sin \left( \frac{2\Delta}{n} \right) = \frac{2\pi \times 40 \times 10^{-6} \times 1.48}{0.85 \times 10^{-6}} (2 \times 0.015) = 75.8$$

(b) The total number of guided modes is given by Eq. (2.74) as:

$$M_s = \frac{V^2}{2} = \frac{5745.6}{2} = 2873$$

Hence this fiber has a $V$ number of approximately 76, giving nearly 3000 guided modes.
Therefore, as illustrated in Example 2.4, the optical power is launched into a large number of guided modes, each having different spatial field distributions, propagation constants, etc. In an ideal multimode step index fiber with properties (i.e. relative index difference, core diameter) which are independent of distance, there is no mode coupling, and the optical power launched into a particular mode remains in that mode and travels independently of the power launched into the other guided modes. Also, the majority of these guided modes operate far from cutoff, and are well confined to the fiber core [Ref. 16]. Thus most of the optical power is carried in the core region and not in the cladding. The properties of the cladding (e.g. thickness) do not therefore significantly affect the propagation of these modes.

2.4.4 Graded index fibers

Graded index fibers do not have a constant refractive index in the core* but a decreasing core index \( n(r) \) with radial distance from a maximum value of \( n_1 \) at the axis to a constant value \( n_2 \) beyond the core radius \( a \) in the cladding. This index variation may be represented as:

\[
    n(r) = \begin{cases} 
    n_1 \left(1 - 2\Delta \frac{r}{a}\right)^\alpha & \text{if } r < a \quad \text{(core)} \\
    n_2 & \text{if } r \geq a \quad \text{(cladding)} 
    \end{cases}
\]

(2.75)

where \( \Delta \) is the relative refractive index difference and \( \alpha \) is the profile parameter which gives the characteristic refractive index profile of the fiber core. Equation (2.75) which is a convenient method of expressing the refractive index profile of the fiber core as a variation of \( \alpha \), allows representation of the step index profile when \( \alpha = \infty \), a parabolic profile when \( \alpha = 2 \) and a triangular profile when \( \alpha = 1 \). This range of refractive index profiles is illustrated in Figure 2.22.

The graded index profiles which at present produce the best results for multimode optical propagation have a near parabolic refractive index profile core with \( \alpha = 2 \). Fibers

* Graded index fibers are therefore sometimes referred to as inhomogeneous core fibers.
with such core index profiles are well established and consequently when the term 'graded index' is used without qualification it usually refers to a fiber with this profile. For this reason in this section we consider the waveguiding properties of graded index fiber with a parabolic refractive index profile core.

A multimode graded index fiber with a parabolic index profile core is illustrated in Figure 2.23. It may be observed that the meridional rays shown appear to follow curved paths through the fiber core. Using the concepts of geometric optics, the gradual decrease in refractive index from the center of the core creates many refractions of the rays as they are effectively incident on a large number or high to low index interfaces. This mechanism is illustrated in Figure 2.24 where a ray is shown to be gradually curved, with an ever-increasing angle of incidence, until the conditions for total internal reflection are met, and the ray travels back towards the core axis, again being continuously refracted.

Multimode graded index fibers exhibit far less intermodal dispersion (see Section 3.10.2) than multimode step index fibers due to their refractive index profile. Although many different modes are excited in the graded index fiber, the different group velocities of the modes tend to be normalized by the index grading. Again considering ray theory, the rays traveling close to the fiber axis have shorter paths when compared with rays which travel...
into the outer regions of the core. However, the near axial rays are transmitted through a region of higher refractive index and therefore travel with a lower velocity than the more extreme rays. This compensates for the shorter path lengths and reduces dispersion in the fiber. A similar situation exists for skew rays which follow longer helical paths, as illustrated in Figure 2.25. These travel for the most part in the lower index region at greater speeds, thus giving the same mechanism of mode transit time equalization. Hence, multimode graded index fibers with parabolic or near-parabolic index profile cores have transmission bandwidths which may be orders of magnitude greater than multimode step index fiber bandwidths. Consequently, although they are not capable of the bandwidths attainable with single-mode fibers, such multimode graded index fibers have the advantage of large core diameters (greater than 30 μm) coupled with bandwidths suitable for long-distance communication.

The parameters defined for step index fibers (i.e. $NA$, $Δ$, $V$) may be applied to graded index fibers and give a comparison between the two fiber types. However, it must be noted that for graded index fibers the situation is more complicated since the numerical aperture is a function of the radial distance from the fiber axis. Graded index fibers, therefore, accept less light than corresponding step index fibers with the same relative refractive index difference.

Electromagnetic mode theory may also be utilized with the graded profiles. Approximate field solutions of the same order as geometric optics are often obtained employing the WKB method from quantum mechanics after Wentzel, Kramers and Brillouin [Ref. 22]. Using the WKB method modal solutions of the guided wave are achieved by expressing the field in the form:

$$E_x = \frac{1}{2} \{ G_1(r) \exp[jS(r)] + G_2(r) \exp[-jS(r)] \} \left( \frac{\cos \phi}{\sin \phi} \right) \exp(jβz) \quad (2.76)$$

where $G$ and $S$ are assumed to be real functions of the radial distance $r$.

Substitution of Eq. (2.76) into the scalar wave equation of the form given by Eq. (2.61) (in which the constant refractive index of the fiber core $n_1$ is replaced by $n(r)$) and neglecting the second derivative of $G_1(r)$ with respect to $r$ provides approximate solutions for the amplitude function $G_1(r)$ and the phase function $S(r)$. It may be observed from the ray diagram shown in Figure 2.23 that a light ray propagating in a graded index fiber does not necessarily reach every point within the fiber core. The ray is contained within two cylindrical caustic surfaces and for most rays a caustic does not coincide with the core-cladding interface. Hence the caustics define the classical turning points of the light ray.
within the graded fiber core. These turning points defined by the two caustics may be designated as occurring at \( r = r_1 \) and \( r = r_2 \).

The result of the WKB approximation yields an oscillatory field in the region \( r_1 < r < r_2 \) between the caustics where:

\[
G_1(r) = G_2(r) = D / [(n_2(r)k^2 - \beta^2)r^2 - l^2]^\frac{1}{2}
\]  
(2.77)

(where \( D \) is an amplitude coefficient) and:

\[
S(r) = \int_{r_1}^{r_2} [(n_2(r)k^2 - \beta^2)r^2 - l^2]^\frac{1}{2} \frac{dr}{r} - \frac{\pi}{4}
\]

(2.78)

Outside the interval \( r_1 < r < r_2 \) the field solution must have an evanescent form. In the region inside the inner caustic defined by \( r < r_1 \) and assuming \( r_1 \) is not too close to \( r = 0 \), the field decays towards the fiber axis giving:

\[
G_1(r) = D \exp(jmx) / [(l^2 - (n_2(r)k^2 - \beta^2)r^2)]^\frac{1}{2}
\]

(2.79)

\[
G_2(r) = 0
\]

(2.80)

where the integer \( m \) is the radial mode number and:

\[
S(r) = j \int_{r}^{r_1} [(l^2 - (n_2(r)k^2 - \beta^2)r^2)]^\frac{1}{2} \frac{dr}{r}
\]

(2.81)

Also outside the outer caustic in the region \( r > r_2 \), the field decays away from the fiber axis and is described by the equations:

\[
G_1(r) = D \exp(jmx) / [(l^2 - (n_2(r)k^2 - \beta^2)r^2)]^\frac{1}{2}
\]

(2.82)

\[
G_2(r) = 0
\]

(2.83)

\[
S(r) = j \int_{r}^{r_2} [(l^2 - (n_2(r)k^2 - \beta^2)r^2)]^\frac{1}{2} \frac{dr}{r}
\]

(2.84)

The WKB method does not initially provide valid solutions of the wave equation in the vicinity of the turning points. Fortunately, this may be amended by replacing the actual refractive index profile by a linear approximation at the location of the caustics. The solutions at the turning points can then be expressed in terms of Hankel functions of the first and second kind of order \( \frac{1}{2} \) [Ref. 23]. This facilitates the joining together of the two separate solutions described previously for inside and outside the interval \( r_1 < r < r_2 \). Thus the WKB theory provides an approximate eigenvalue equation for the propagation constant \( \beta \) of the guided modes which cannot be determined using ray theory. The WKB eigenvalue equation of which \( \beta \) is a solution is given by [Ref. 23]:

\[
\int_{r_1}^{r_2} [(n_2(r)k^2 - \beta^2)r^2 - l^2]^\frac{1}{2} \frac{dr}{r} = (2m - 1) \frac{\pi}{2}
\]

(2.85)
where the radial mode number \( m = 1, 2, 3 \ldots \) and determines the number of maxima of the oscillatory field in the radial direction. This eigenvalue equation can only be solved in a closed analytical form for a few simple refractive index profiles. Hence, in most cases it must be solved approximately or with the use of numerical techniques [Refs 24, 25].

Finally the amplitude coefficient \( D \) may be expressed in terms of the total optical power \( P_G \) within the guided mode. Considering the power carried between the turning points \( r_1 \) and \( r_2 \) gives a geometric optics approximation of [Ref. 26]:

\[
D = \frac{4(\mu_0/\varepsilon_0)^{3/2}P_G^{1/2}}{n_1\pi a^2}\tag{2.86}
\]

where:

\[
I = \int_{r_1/a}^{r_2/a} x \frac{dx}{(n^2(ax)k^2 - \beta^2)a^2x^2 - l^2}^{1/2}\tag{2.87}
\]

The properties of the WKB solution may be observed from a graphical representation of the integrand given in Eq. (2.78). This is shown in Figure 2.26, together with the corresponding WKB solution. Figure 2.26 illustrates the functions \((n^2(r)k^2 - \beta^2)\) and \((l^2/r^2)\).

![Figure 2.26](image-url)

**Figure 2.26** Graphical representation of the functions \((n^2(r)k^2 - \beta^2)\) and \((l^2/r^2)\) that are important in the WKB solution and which define the turning points \( r_1 \) and \( r_2 \). Also shown is an example of the corresponding WKB solution for a guided mode where an oscillatory wave exists in the region between the turning points.
two curves intersect at the turning points \( r = r_1 \) and \( r = r_2 \). The oscillatory nature of the WKB solution between the turning points (i.e. when \( l^2/r^2 < n^2(r)k^2 - \beta^2 \)) which changes into a decaying exponential (evanescent) form outside the interval \( r_1 < r < r_2 \) (i.e. when \( l^2/r^2 > n^2(r)k^2 - \beta^2 \)) can also be clearly seen.

It may be noted that as the azimuthal mode number \( l \) increases, the curve \( l^2/r^2 \) moves higher and the region between the two turning points becomes narrower. In addition, even when \( l \) is fixed the curve \( n^2(r)k^2 - \beta^2 \) is shifted up and down with alterations in the value of the propagation constant \( \beta \). Therefore, modes far from cutoff which have large values of \( \beta \) exhibit more closely spaced turning points. As the value of \( \beta \) decreases below \( n_k \), \( n^2(r)k^2 - \beta^2 \) is no longer negative for large values of \( r \) and the guided mode situation depicted in Figure 2.26 changes to one corresponding to Figure 2.27. In this case a third turning point \( r = r_3 \) is created when at \( r = a \) the curve \( n^2(r)k^2 - \beta^2 \) becomes constant, thus allowing the curve \( l^2/r^2 \) to drop below it. Now the field displays an evanescent, exponentially decaying form in the region \( r_2 < r < r_3 \), as shown in Figure 2.27. Moreover, for \( r > r_3 \) the field resumes an oscillatory behavior and therefore carries power away from the fiber core. Unless mode cutoff occurs at \( \beta = n_k \), the guided mode is no longer fully contained within the fiber core but loses power through leakage or tunneling into the cladding. This situation corresponds to the leaky modes mentioned previously in Section 2.4.1.

The WKB method may be used to calculate the propagation constants for the modes in a parabolic refractive index profile core fiber where, following Eq. (2.75):

\[ n^2(r)k^2 - \beta^2 \]

![Figure 2.27](image-url)  
Figure 2.27 Similar graphical representation as that illustrated in Figure 2.26. Here the curve \( n^2(r)k^2 - \beta^2 \) no longer goes negative and a third turning point \( r_3 \) occurs. This corresponds to leaky mode solutions in the WKB method.
Substitution of Eq. (2.88) into Eq. (2.85) gives:

\[
\int_{r_i}^{r_f} \left[ n_1^2 k^2 - \beta^2 - 2 n_1^2 k^2 \left( \frac{r}{a} \right)^2 \Delta - \frac{\Delta^2}{r^2} \right] dr = \left( m + \frac{1}{2} \right) \pi
\]  

(2.89)

The integral shown in Eq. (2.89) can be evaluated using a change of variable from \( r \) to \( u = r^2 \). The integral obtained may be found in a standard table of indefinite integrals [Ref. 27]. As the square root term in the resulting expression goes to zero at the turning points (i.e. \( r = r_1 \) and \( r = r_2 \)), then we can write:

\[
\left[ \frac{a(n_1 k^2 - \beta^2)}{4 n_1 k \sqrt{2 \Delta^2}} - \frac{1}{2} \right] \pi = \left( m + \frac{1}{2} \right) \pi
\]  

(2.90)

Solving Eq. (2.90) for \( \beta^2 \) gives:

\[
\beta^2 = n_1^2 k^2 \left[ \frac{1 - 2 \sqrt{2 \Delta^2}}{n_1 k a} \left( 2m + l + 1 \right) \right]
\]  

(2.91)

It is interesting to note that the solution for the propagation constant for the various modes in a parabolic refractive index core fiber given in Eq. (2.91) is exact even though it was derived from the approximate WKB eigenvalue equation (Eq. (2.85)). However, although Eq. (2.91) is an exact solution of the scalar wave equation for an infinitely extended parabolic profile medium, the wave equation is only an approximate representation of Maxwell’s equation. Furthermore, practical parabolic refractive index profile core fibers exhibit a truncated parabolic distribution which merges into a constant refractive index at the cladding. Hence Eq. (2.91) is not exact for real fibers.

Equation (2.91) does, however, allow us to consider the mode number plane spanned by the radial and azimuthal mode numbers \( m \) and \( l \). This plane is displayed in Figure 2.28,
where each mode of the fiber described by a pair of mode numbers is represented as a point in the plane. The mode number plane contains guided, leaky and radiation modes. The mode boundary which separates the guided modes from the leaky and radiation modes is indicated by the solid line in Figure 2.28. It depicts a constant value of $\beta$ following Eq. (2.91) and occurs when $\beta = n_2k$. Therefore, all the points in the mode number plane lying below the line $\beta = n_2k$ are associated with guided modes, whereas the region above the line is occupied by leaky and radiation modes. The concept of the mode plane allows us to count the total number of guided modes within the fiber. For each pair of mode numbers $m$ and $l$ the corresponding mode field can have azimuthal mode dependence $\cos l\phi$ or $\sin l\phi$ and can exist in two possible polarizations (see Section 3.13). Hence the modes are said to be fourfold degenerate.* If we define the mode boundary as the function $m = f(l)$, then the total number of guided modes $M$ is given by:

$$M = 4 \int_0^{l_{\text{max}}} f(l) \, dl$$  \hspace{1cm} (2.92)

as each representation point corresponding to four modes occupies an element of unit area in the mode plane. Equation (2.92) allows the derivation of the total number of guided modes or mode volume $M_g$ supported by the graded index fiber. It can be shown [Ref. 23] that:

$$M_g = \left( \frac{\alpha}{\alpha + 2} \right) (n_1ka)^2 \Delta$$  \hspace{1cm} (2.93)

Furthermore, utilizing Eq. (2.70), the normalized frequency $V$ for the fiber when $\Delta \ll 1$ is approximately given by:

$$V = n_1ka(2\Delta)^{1/2}$$  \hspace{1cm} (2.94)

Substituting Eq. (2.94) into Eq. (2.93), we have:

$$M_g \approx \left( \frac{\alpha}{\alpha + 2} \right) \left( \frac{V^2}{2} \right)$$  \hspace{1cm} (2.95)

Hence for a parabolic refractive index profile core fiber ($\alpha = 2$), $M_g = V^2/4$, which is half the number supported by a step index fiber ($\alpha = \infty$) with the same $V$ value.

* An exception to this are the modes that occur when $l = 0$ which are only doubly degenerate as $\cos l\phi$ becomes unity and $\sin l\phi$ vanishes. However, these modes represent only a small minority and therefore may be neglected.
2.5 Single-mode fibers

The advantage of the propagation of a single mode within an optical fiber is that the signal dispersion caused by the delay differences between different modes in a multimode fiber may be avoided (see Section 3.10). Multimode step index fibers do not lend themselves to the propagation of a single mode due to the difficulties of maintaining single-mode operation within the fiber when mode conversion (i.e., coupling) to other guided modes takes place at both input mismatches and fiber imperfections. Hence, for the transmission of a single mode the fiber must be designed to allow propagation of only one mode, while all other modes are attenuated by leakage or absorption [Refs 28–34].

Following the preceding discussion of multimode fibers, this may be achieved through choice of a suitable normalized frequency for the fiber. For single-mode operation, only the fundamental LP_{01} mode can exist. Hence the limit of single-mode operation depends on the lower limit of guided propagation for the LP_{11} mode. The cutoff normalized frequency for the LP_{11} mode in step index fibers occurs at $V_c = 2.405$ (see Section 2.4.1). Thus, single-mode propagation of the LP_{01} mode in step index fibers is possible over the range:

$$0 \leq V < 2.405 \quad (2.96)$$

as there is no cutoff for the fundamental mode. It must be noted that there are in fact two modes with orthogonal polarization over this range, and the term single-mode applies to propagation of light of a particular polarization. Also, it is apparent that the normalized frequency for the fiber may be adjusted to within the range given in Eq. (2.96) by reduction.

Example 2.5

A graded index fiber has a core with a parabolic refractive index profile which has a diameter of 50 μm. The fiber has a numerical aperture of 0.2. Estimate the total number of guided modes propagating in the fiber when it is operating at a wavelength of 1 μm.

Solution: Using Eq. (2.69), the normalized frequency for the fiber is:

$$V = \frac{2\pi}{\lambda} a(NA) = \frac{2\pi \times 25 \times 10^{-6} \times 0.2}{1 \times 10^{-6}} = 31.4$$

The mode volume may be obtained from Eq. (2.95) where for a parabolic profile:

$$M_g = \frac{V^2}{4} = \frac{986}{4} = 247$$

Hence the fiber supports approximately 247 guided modes.
of the core radius, and possibly the relative refractive index difference following Eq. (2.70), which, for single-mode fibers, is usually less than 1%.

Example 2.6

Estimate the maximum core diameter for an optical fiber with the same relative refractive index difference (1.5%) and core refractive index (1.48) as the fiber given in Example 2.4 in order that it may be suitable for single-mode operation. It may be assumed that the fiber is operating at the same wavelength (0.85 μm). Further, estimate the new maximum core diameter for single-mode operation when the relative refractive index difference is reduced by a factor of 10.

Solution: Considering the relationship given in Eq. (2.96), the maximum V value for a fiber which gives single-mode operation is 2.4. Hence, from Eq. (2.70) the core radius a is:

\[
a = \frac{V \lambda}{2 \pi n_1 (2 \Delta)^{\frac{3}{2}}} = \frac{2.4 \times 0.85 \times 10^{-6}}{2 \pi \times 1.48 \times (0.03)^{\frac{3}{2}}}
\]

\[
= 1.3 \mu m
\]

Therefore the maximum core diameter for single-mode operation is approximately 2.6 μm.

Reducing the relative refractive index difference by a factor of 10 and again using Eq. (2.70) gives:

\[
a = \frac{2.4 \times 0.85 \times 10^{-6}}{2 \pi \times 1.48 \times (0.003)^{\frac{3}{2}}} = 4.0 \mu m
\]

Hence the maximum core diameter for single-mode operation is now approximately 8 μm.

It is clear from Example 2.6 that in order to obtain single-mode operation with a maximum V number of 2.4, the single-mode fiber must have a much smaller core diameter than the equivalent multimode step index fiber (in this case by a factor of 32). However, it is possible to achieve single-mode operation with a slightly larger core diameter, albeit still much less than the diameter of multimode step index fiber, by reducing the relative refractive index difference of the fiber.* Both these factors create difficulties with single-mode fibers. The small core diameters pose problems with launching light into the fiber and with field jointing, and the reduced relative refractive index difference presents difficulties in the fiber fabrication process.

* Practical values for single-mode step index fiber designed for operation at a wavelength of 1.3 μm are Δ = 0.3%, giving 2a = 8.5 μm.
Graded index fibers may also be designed for single-mode operation and some specialist fiber designs do adopt such non step index profiles (see Section 3.12). However, it may be shown [Ref. 35] that the cutoff value of normalized frequency \( V_c \) to support a single mode in a graded index fiber is given by:

\[
V_c = 2.405\left(1 + \frac{2}{\alpha}\right)^{1/2}
\]  

(2.97)

Therefore, as in the step index case, it is possible to determine the fiber parameters which give single-mode operation.

Example 2.7

A graded index fiber with a parabolic refractive index profile core has a refractive index at the core axis of 1.5 and a relative index difference of 1%. Estimate the maximum possible core diameter which allows single-mode operation at a wavelength of 1.3 \( \mu \)m.

Solution: Using Eq. (2.97) the maximum value of normalized frequency for single-mode operation is:

\[
V = 2.4\left(1 + \frac{2}{\alpha}\right)^{1/2} = 2.4\left(1 + \frac{2}{2}\right)^{1/2} = 2.4\sqrt{2}
\]

The maximum core radius may be obtained from Eq. (2.70) where:

\[
a = \frac{V\lambda}{2\pi n_1(2\Delta)^{1/2}} = \frac{2.4\sqrt{2 \times 1.3 \times 10^{-6}}}{2\pi \times 1.5 \times (0.02)^{1/2}} = 3.3 \mu m
\]

Hence the maximum core diameter which allows single-mode operation is approximately 6.6 \( \mu \)m.

It may be noted that the critical value of normalized frequency for the parabolic profile graded index fiber is increased by a factor of \( \sqrt{2} \) on the step index case. This gives a core diameter increased by a similar factor for the graded index fiber over a step index fiber with the equivalent core refractive index (equivalent to the core axis index) and the same relative refractive index difference.

The maximum \( V \) number which permits single-mode operation can be increased still further when a graded index fiber with a triangular profile is employed. It is apparent from Eq. (2.97) that the increase in this case is by a factor of \( \sqrt{3} \) over a comparable step index fiber. Hence, significantly larger core diameter single-mode fibers may be produced utilizing this index profile. Such advanced refractive index profiles, which came under serious investigation in the early 1980s [Ref. 36], have now been adopted, particularly in the area of dispersion modified fiber design (see Section 3.12).
A further problem with single-mode fibers with low relative refractive index differences and low $V$ values is that the electromagnetic field associated with the LP$_{10}$ mode extends appreciably into the cladding. For instance, with $V$ values less than 1.4, over half the modal power propagates in the cladding [Ref. 21]. Thus the exponentially decaying evanescent field may extend significant distances into the cladding. It is therefore essential that the cladding is of a suitable thickness, and has low absorption and scattering losses in order to reduce attenuation of the mode. Estimates [Ref. 37] show that the necessary cladding thickness is of the order of 50 $\mu$m to avoid prohibitive losses (greater than 1 dB km$^{-1}$) in single-mode fibers, especially when additional losses resulting from micro-bending (see Section 4.7.1) are taken into account. Therefore, the total fiber cross-section for single-mode fibers is of a comparable size to multimode fibers [Ref. 38].

Another approach to single-mode fiber design which allows the $V$ value to be increased above 2.405 is the W fiber [Ref. 39]. The refractive index profile for this fiber is illustrated in Figure 2.29 where two cladding regions may be observed. Use of such two-step cladding allows the loss threshold between the desirable and undesirable modes to be substantially increased. The fundamental mode will be fully supported with small cladding loss when its propagation constant lies in the range $k_n 3 < \beta < k_n 1$. If the undesirable higher order modes are excited or converted to have values of propagation constant $\beta < k_n 3$, they will leak through the barrier layer between $a_1$ and $a_2$ (Figure 2.29) into the outer cladding region $n_3$. Consequently these modes will lose power by radiation into the lossy surroundings. This design can provide single-mode fibers with larger core diameters than can the conventional single-cladding approach which proves useful for easing jointing difficulties; W fibers also tend to give reduced losses at bends in comparison with conventional single-mode fibers.

Following the emergence of single-mode fibers as a viable communication medium in 1983, they quickly became the dominant and the most widely used fiber type within telecommunications.* Major reasons for this situation are as follows:

* Multimode fibers are still finding significant use within more localized communications (e.g. for short data links and on-board automobile/aircraft applications).
1. They exhibit the greatest transmission bandwidths and the lowest losses of the fiber transmission media (see Chapter 3).

2. They have a superior transmission quality over other fiber types because of the absence of modal noise (see Section 3.10.3).

3. They offer a substantial upgrade capability (i.e. future proofing) for future wide-bandwidth services using either faster optical transmitters and receivers or advanced transmission techniques (e.g. coherent technology, see Section 13.9.2).

4. They are compatible with the developing integrated optics technology (see Chapter 11).

5. The above reasons 1 to 4 provide confidence that the installation of single-mode fiber will provide a transmission medium which will have adequate performance such that it will not require replacement over its anticipated lifetime of more than 20 years.

Widely deployed single-mode fibers employ a step index (or near step index) profile design and are dispersion optimized (referred to as standard single-mode fibers, see Section 3.11.2) for operation in the 1.3 μm wavelength region. These fibers are either of a matched-cladding (MC) or a depressed-cladding (DC) design, as illustrated in Figure 2.30. In the conventional MC fibers, the region external to the core has a constant uniform refractive index which is slightly lower than the core region, typically consisting of pure silica.
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**Figure 2.30** Single-mode fiber step index profiles optimized for operation at a wavelength of 1.3 μm: (a) conventional matched-cladding design; (b) segmented core matched-cladding design; (c) depressed-cladding design; (d) profile specifications of a depressed-cladding fiber [Ref. 42]
Alternatively, when the core region comprises pure silica then the lower index cladding is obtained through fluorine doping. A mode-field diameter (MFD) (see Section 2.5.2) of 10 μm is typical for MC fibers with relative refractive index differences of around 0.3%. However, improved bend loss performance (see Section 3.6) has been achieved in the 1.55 μm wavelength region with reduced MFDs of about 9.5 μm and relative refractive index differences of 0.37% [Ref. 40].

An alternative MC fiber design employs a segmented core as shown in Figure 2.30(b) [Ref. 41]. Such a structure provides standard single-mode dispersion-optimized performance at wavelengths around 1.3 μm but is multimoded with a few modes (two or three) in the shorter wavelength region around 0.8 μm. The multimode operating region is intended to help relax both the tight tolerances involved when coupling LEDs to such single-mode fibers (see Section 7.3.7) and their connectorization. Thus segmented core fiber of this type provides for applications which require an inexpensive initial solution but upgradeability to standard single-mode fiber performance at the 1.3 μm wavelength in the future.

In the DC fibers shown in Figure 2.30 the cladding region immediately adjacent to the core is of a lower refractive index than that of an outer cladding region. A typical MFD (see Section 2.5.2) of a DC fiber is 9 μm with positive and negative relative refractive index differences of 0.25% and 0.12% (see Figure 2.30(d)) [Ref. 42].

### 2.5.1 Cutoff wavelength

It may be noted by rearrangement of Eq. (2.70) that single-mode operation only occurs above a theoretical cutoff wavelength λc given by:

\[
\lambda_c = \frac{2 \pi n_1}{V_c} (2\Delta)^{1/2}
\]  

(2.98)

where \(V_c\) is the cutoff normalized frequency. Hence \(\lambda_c\) is the wavelength above which a particular fiber becomes single-moded. Dividing Eq. (2.98) by Eq. (2.70) for the same fiber we obtain the inverse relationship:

\[
\frac{\lambda_c}{\lambda} = \frac{V}{V_c}
\]  

(2.99)

Thus for step index fiber where \(V_c = 2.405\), the cutoff wavelength is given by [Ref. 43]:

\[
\lambda_c = \frac{V\lambda}{2.405}
\]  

(2.100)

An effective cutoff wavelength has been defined by the ITU-T [Ref. 44] which is obtained from a 2 m length of fiber containing a single 14 cm radius loop. This definition was produced because the first higher order LP11 mode is strongly affected by fiber length and curvature near cutoff. Recommended cutoff wavelength values for primary coated fiber range from 1.1 to 1.28 μm for single-mode fiber designed for operation in the 1.3 μm wavelength region in order to avoid modal noise and dispersion problems. Moreover,
practical transmission systems are generally operated close to the effective cutoff wavelength in order to enhance the fundamental mode confinement, but sufficiently distant from cutoff so that no power is transmitted in the second-order $LP_{11}$ mode.

### Example 2.8

Determine the cutoff wavelength for a step index fiber to exhibit single-mode operation when the core refractive index and radius are 1.46 and 4.5 $\mu$m, respectively, with the relative index difference being 0.25%.

**Solution:** Using Eq. (2.98) with $V_c = 2.405$ gives:

$$
\lambda_c = \frac{2\pi n_1 (2\Delta)^{1/2}}{2.405} = \frac{2\pi \times 1.46 \times 0.005^{1/2}}{2.405} \mu m
$$

$$
= 1.214 \mu m
$$

$$
= 1214 \text{ nm}
$$

Hence the fiber is single-moded to a wavelength of 1214 nm.

#### 2.5.2 Mode-field diameter and spot size

Many properties of the fundamental mode are determined by the radial extent of its electromagnetic field including losses at launching and jointing, microbend losses, waveguide dispersion and the width of the radiation pattern. Therefore, the MFD is an important parameter for characterizing single-mode fiber properties which takes into account the wavelength-dependent field penetration into the fiber cladding. In this context it is a better measure of the functional properties of single-mode fiber than the core diameter. For step index and graded (near parabolic profile) single-mode fibers operating near the cutoff wavelength $\lambda_c$, the field is well approximated by a Gaussian distribution (see Section 2.5.5). In this case the MFD is generally taken as the distance between the opposite 1/e = 0.37 field amplitude points and the power 1/e$^2$ = 0.135 points in relation to the corresponding values on the fiber axis, as shown in Figure 2.31.

Another parameter which is directly related to the MFD of a single-mode fiber is the spot size (or mode-field radius) $\omega_0$. Hence $MFD = 2\omega_0$, where $\omega_0$ is the nominal half width of the input excitation (see Figure 2.31). The MFD can therefore be regarded as the single-mode analog of the fiber core diameter in multimode fibers [Ref. 45]. However, for many refractive index profiles and at typical operating wavelengths the MFD is slightly larger than the single-mode fiber core diameter.

Often, for real fibers and those with arbitrary refractive index profiles, the radial field distribution is not strictly Gaussian and hence alternative techniques have been proposed. However, the problem of defining the MFD and spot size for non-Gaussian field distributions is a difficult one and at least eight definitions exist [Ref. 19]. Nevertheless, a more general definition based on the second moment of the far field and known as the
Petermann II definition [Ref. 46] is recommended by the ITU-T. Moreover, good agreement has been obtained using this definition for the MFD using different measurement techniques on arbitrary index fibers [Ref. 47].

2.5.3 Effective refractive index

The rate of change of phase of the fundamental LP$_{01}$ mode propagating along a straight fiber is determined by the phase propagation constant $\beta$ (see Section 2.3.2). It is directly related to the wavelength of the LP$_{01}$ mode $\lambda_{01}$ by the factor $2\pi$, since $\beta$ gives the increase in phase angle per unit length. Hence:

$$\beta \lambda_{01} = 2\pi \quad \text{or} \quad \lambda_{01} = \frac{2\pi}{\beta} \quad (2.101)$$

Moreover, it is convenient to define an effective refractive index for single-mode fiber, sometimes referred to as a phase index or normalized phase change coefficient [Ref. 48] $n_{\text{eff}}$, by the ratio of the propagation constant of the fundamental mode to that of the vacuum propagation constant:

$$n_{\text{eff}} = \frac{\beta}{k} \quad (2.102)$$

Hence, the wavelength of the fundamental mode $\lambda_{01}$ is smaller than the vacuum wavelength $\lambda$ by the factor $1/n_{\text{eff}}$, where:

$$\lambda_{01} = \frac{\lambda}{n_{\text{eff}}} \quad (2.103)$$

**Figure 2.31** Field amplitude distribution $E(r)$ of the fundamental mode in a single-mode fiber illustrating the mode-field diameter (MFD) and spot size ($\omega_0$).
It should be noted that the fundamental mode propagates in a medium with a refractive index \( n(r) \) which is dependent on the distance \( r \) from the fiber axis. The effective refractive index can therefore be considered as an average over the refractive index of this medium [Ref. 19].

Within a normally clad fiber, not depressed-cladded fibers (see Section 2.5), at long wavelengths (i.e. small \( V \) values) the MFD is large compared to the core diameter and hence the electric field extends far into the cladding region. In this case the propagation constant \( \beta \) will be approximately equal to \( n_k \) (i.e. the cladding wave number) and the effective index will be similar to the refractive index of the cladding \( n_2 \). Physically, most of the power is transmitted in the cladding material. At short wavelengths, however, the field is concentrated in the core region and the propagation constant \( \beta \) approximates to the maximum wave number \( n_k l \). Following this discussion, and as indicated previously in Eq. (2.62), then the propagation constant in single-mode fiber varies over the interval \( n_k < \beta < n_{1k} \). Hence, the effective refractive index will vary over the range \( n_2 < n_{\text{eff}} < n_1 \).

In addition, a relationship between the effective refractive index and the normalized propagation constant \( b \) defined in Eq. (2.71) as:

\[
b = \frac{(\beta k)^2 - n_2^2}{n_1^2 - n_2^2} = \frac{\beta^2 - n_2^2 k^2}{n_1^2 k^2 - n_2^2 k^2} \tag{2.104}
\]

may be obtained. Making use of the mathematical relation \( A^2 - B^2 = (A + B)(A - B) \), Eq. (2.104) can be written in the form:

\[
b = \frac{(\beta + n_k k)(n_k - n_2 k)}{(n_1 k + n_k k)(n_k k - n_2 k)} \tag{2.105}
\]

However, taking regard of the fact that \( \beta \approx n_k k \), then Eq. (2.105) becomes:

\[
b = \frac{\beta - n_2 k}{n_k k - n_2 k} = \frac{\beta k - n_2}{n_1 - n_2} \tag{2.106}
\]

Finally, in Eq. (2.102) \( n_{\text{eff}} \) is equal to \( \beta k \), therefore:

\[
b = \frac{n_{\text{eff}} - n_2}{n_1 - n_2} \tag{2.107}
\]

The dimensionless parameter \( b \) which varies between 0 and 1 is particularly useful in the theory of single-mode fibers because the relative refractive index difference is very small, giving only a small range for \( \beta \). Moreover, it allows a simple graphical representation of results to be presented as illustrated by the characteristic shown in Figure 2.32 of the normalized phase constant of \( \beta \) as a function of normalized frequency \( V \) in a step index fiber.* It should also be noted that \( b(V) \) is a universal function which does not depend explicitly on other fiber parameters [Ref. 49].

* For step index fibers the eigenvalue \( U \), which determines the radial field distribution in the core, can be obtained from the plot of \( b \) against \( V \) because, from Eq. (2.71), \( U^2 = V^2(1 - b) \).
Example 2.9

Given that a useful approximation for the eigenvalue of the single-mode step index fiber cladding $W$ is [Ref. 43]:

$$W(V) = 1.1428V - 0.9960$$

deduce an approximation for the normalized propagation constant $b(V)$.

Solution: Substituting from Eq. (2.68) into Eq. (2.71), the normalized propagation constant is given by:

$$b(V) = 1 - \frac{(V^2 - W^2)}{V^2} = \frac{W^2}{V^2}$$

Then substitution of the approximation above gives:

$$b(V) = \left( \frac{1.1428V - 0.9960}{V} \right)^2$$

The relative error on this approximation for $b(V)$ is less than 0.2% for $1.5 \leq V \leq 2.5$ and less than 2% for $1 \leq V \leq 3$ [Ref. 43].
2.5.4 Group delay and mode delay factor

The transit time or group delay $\tau_g$ for a light pulse propagating along a unit length of fiber is the inverse of the group velocity $\nu_g$ (see Section 2.3.3). Hence:

$$\tau_g = \frac{1}{\nu_g} = \frac{d\beta}{d\omega} = \frac{1}{c} \frac{d\beta}{dk} \quad (2.107)$$

The group index of a uniform plane wave propagating in a homogeneous medium has been determined following Eq. (2.40) as:

$$N_g = \frac{c}{\nu_g}$$

However, for a single-mode fiber, it is usual to define an effective group index* $N_{ge}$ [Ref. 48] by:

$$N_{ge} = \frac{c}{\nu_g} \quad (2.108)$$

where $\nu_g$ is considered to be the group velocity of the fundamental fiber mode. Hence, the specific group delay of the fundamental fiber mode becomes:

$$\tau_g = \frac{N_{ge}}{c} \quad (2.109)$$

Moreover, the effective group index may be written in terms of the effective refractive index $n_{eff}$ defined in Eq. (2.102) as:

$$N_{ge} = n_{eff} - \lambda \frac{dn_{eff}}{d\lambda} \quad (2.110)$$

It may be noted that Eq. (2.110) is of the same form as the denominator of Eq. (2.40) which gives the relationship between the group index and the refractive index in a transparent medium (planar guide).

Rearranging Eq. (2.71), $\beta$ may be expressed in terms of the relative index difference $\Delta$ and the normalized propagation constant $b$ by the following approximate expression:

$$\beta = k[(n_1^2 - n_2^2)b + n_2^2] \approx k n_2[1 + b \Delta] \quad (2.111)$$

Furthermore, approximating the relative refractive index difference as $(n_1 - n_2)/n_2$, for a weakly guiding fiber where $\Delta \ll 1$, we can use the approximation [Ref. 16]:

$$\frac{n_1 - n_2}{n_2} \approx \frac{N_{g1} - N_{g2}}{N_{g2}} \quad (2.112)$$

* $N_{ge}$ may also be referred to as the group index of the single-mode waveguide.
where $N_{g1}$ and $N_{g2}$ are the group indices for the fiber core and cladding regions respectively. Substituting Eq. (2.111) for $\beta$ into Eq. (2.107) and using the approximate expression given in Eq. (2.112), we obtain the group delay per unit distance as:

$$\tau_g = N_{g2} + (N_{g1} - N_{g2}) (2.113)$$

The dispersive properties of the fiber core and the cladding are often about the same and therefore the wavelength dependence of $\Delta$ can be ignored [Ref. 19]. Hence the group delay can be written as:

$$\tau_g = \frac{1}{c} N_{g2} + \left( N_{g1} - N_{g2} \right) \frac{d(Vb)}{dV}$$  \hspace{1cm} (2.114)

The initial term in Eq. (2.114) gives the dependence of the group delay on wavelength caused when a uniform plane wave is propagating in an infinitely extended medium with a refractive index which is equivalent to that of the fiber cladding. However, the second term results from the waveguiding properties of the fiber only and is determined by the mode delay factor $d(Vb)/dV$, which describes the change in group delay caused by the changes in power distribution between the fiber core and cladding. The mode delay factor [Ref. 50] is a further universal parameter which plays a major part in the theory of single-mode fibers. Its variation with normalized frequency for the fundamental mode in a step index fiber is shown in Figure 2.33.

**2.5.5 The Gaussian approximation**

The field shape of the fundamental guided mode within a single-mode step index fiber for two values of normalized frequency is displayed in Figure 2.34. As may be expected,
However, it should be noted that $K_0(r)$ decays as $\exp(-r)$ which is much slower than a true Gaussian.

† Eq. (2.115) is also known as the Helmholtz equation.

considering the discussion in Section 2.4.1, it has the form of a Bessel function ($J_0(r)$) in the core region matched to a modified Bessel function ($K_0(r)$) in the cladding. Depending on the value of the normalized frequency, a significant proportion of the modal power is propagated in the cladding region, as mentioned earlier. Hence, even at the cutoff value (i.e. $V_c$) only about 80% of the power propagates within the fiber core.

It may be observed from Figure 2.34 that the shape of the fundamental LP 01 mode is similar to a Gaussian shape, which allows an approximation of the exact field distribution by a Gaussian function.* The approximation may be investigated by writing the scalar wave equation Eq. (2.27) in the form:

$$\nabla^2 \psi + n^2 k^2 \psi = 0 \quad (2.115)$$

where $k$ is the propagation vector defined in Eq. (2.33) and $n(x, y)$ is the refractive index of the fiber, which does not generally depend on $z$, the coordinate along the fiber axis. It should be noted that the time dependence $\exp(j \omega t)$ has been omitted from the scalar wave equation to give the reduced wave equation† in Eq. (2.115) [Ref. 23]. This representation is valid since the guided modes of a fiber with a small refractive index difference (i.e. $\Delta \ll 1$) have one predominant transverse field component, for example $E_y$. By contrast $E_x$ and the longitudinal component are very much smaller [Ref. 23].

The field of the fundamental guided mode may therefore be considered as a scalar quantity and need not be described by the full set of Maxwell’s equations. Hence Eq. (2.115) may be written as:

$$\nabla^2 \phi + n^2 k^2 \phi = 0 \quad (2.116)$$

where $\phi$ represents the dominant transverse electric field component.

* However, it should be noted that $K_0(r)$ decays as $\exp(-r)$ which is much slower than a true Gaussian.

† Eq. (2.115) is also known as the Helmholtz equation.
The near-Gaussian shape of the predominant transverse field component of the fundamental mode has been demonstrated [Ref. 51] for fibers with a wide range of refractive index distributions. This proves to be the case not only for the LP₀₁ mode of the step index fiber, but also for the modes with fibers displaying arbitrary graded refractive index distributions. Therefore, the predominant electric field component of the single guided mode may be written as the Gaussian function [Ref. 23]:

\begin{equation}
\phi = \left( \frac{2}{\pi} \right)^{\frac{1}{4}} \frac{1}{\omega_0} \exp\left( -\frac{r^2}{\omega_0^2} \right) \exp(-j\beta z) \tag{2.117}
\end{equation}

where the radius parameter \( r^2 = x^2 + y^2 \), \( \omega_0 \) is a width parameter which is often called the spot size or radius of the fundamental mode (see Section 2.5.2) and \( \beta \) is the propagation constant of the guided mode field.

The factor preceding the exponential function is arbitrary and is chosen for normalization purposes. If it is accepted that Eq. (2.117) is to a good approximation the correct shape [Ref. 26], then the parameters \( \beta \) and \( \omega_0 \) may be obtained either by substitution [Ref. 52] or by using a variational principle [Ref. 26]. Using the latter technique, solutions of the wave equation, Eq. (2.116), are claimed to be functions of the minimum integral:

\begin{equation}
J = \int \left[ (\nabla \phi) \cdot (\nabla \phi^*) - n^2 k^2 \phi \phi^* \right] dV = \text{min} \tag{2.118}
\end{equation}

where the asterisk indicates complex conjugation. The integration range in Eq. (2.118) extends over a large cylinder with the fiber at its axis. Moreover, the length of the cylinder \( L \) is arbitrary and its radius is assumed to tend towards infinity.

Use of variational calculus [Ref. 53] indicates that the wave equation Eq. (2.116) is the Euler equation of the variational expression given in Eq. (2.118). Hence, the functions that minimize \( J \) satisfy the wave equation. Firstly, it can be shown [Ref. 23] that the minimum value of \( J \) is zero if \( \phi \) is a legitimate guided mode field. We do this by performing a partial integration of Eq. (2.118) which can be written as:

\begin{equation}
J = \int_s \phi^*(\nabla \phi) ds - \int_v [\nabla^2 \phi + n^2 k^2 \phi] \phi^* dV \tag{2.119}
\end{equation}

where the surface element \( ds \) represents a vector in a direction normal to the outside of the cylinder. However, the function \( \phi \) for a guided mode disappears on the curved cylindrical surface with infinite radius. In this case the guided mode field may be expressed as:

\begin{equation}
\phi = \hat{\phi}(x, y) \exp(-j\beta z) \tag{2.120}
\end{equation}

It may be observed from Eq. (2.120) that the \( z \) dependence is limited to the exponential function and therefore the integrand of the surface integral in Eq. (2.119) is independent of \( z \). This indicates that the contributions to the surface integral from the two end faces of the cylinder are equal in value, opposite in sign and independent of the cylinder length. Thus the entire surface integral goes to zero. Moreover, when the function \( \phi \) is a solution of the wave equation, the volume integral in Eq. (2.119) is zero and hence \( J \) is also equal to zero.
The variational expression given in Eq. (2.118) can now be altered by substituting Eq. (2.120). In this case the volume integral becomes an integral over the infinite cross-section of the cylinder (i.e. the fiber) which may be integrated over the length coordinate \( z \). Integration over \( z \) effectively multiplies the remaining integral over the cross-section by the cylinder length \( L \) because the integrand is independent of \( z \). Hence dividing by \( L \) we can write:

\[
\frac{1}{L} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left\{ \left( \nabla_t \phi \right) \cdot \left( \nabla_t \phi^* \right) - \left[ n^2 (x, y) k^2 - \beta^2 \right] \phi \phi^* \right\} \, dx \, dy
\]  

(2.121)

where the operator \( \nabla_t \) indicates the transverse part (i.e. the \( x \) and \( y \) derivatives) of \( \nabla \).

We have now obtained in Eq. (2.121) the required variational expression that will facilitate the determination of spot size and propagation constant for the guided mode field. The latter parameter may be obtained by solving Eq. (2.121) for \( \beta^2 \) with \( J = 0 \), as has been proven to be the case for solutions of the wave equation. Thus:

\[
\beta^2 = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ n^2 k^2 \phi \phi^* - (\nabla_t \phi) \cdot (\nabla_t \phi^*) \right] \, dx \, dy}{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi \phi^* \, dx \, dy}
\]  

(2.122)

Equation (2.122) allows calculation of the propagation constant of the fundamental mode if the function \( \phi \) is known. However, the integral expression in Eq. (2.122) exhibits a stationary value such that it remains unchanged to the first order when the exact mode function \( \phi \) is substituted by a slightly perturbed function. Hence a good approximation to the propagation constant can be obtained using a function that only reasonably approximates to the exact function. The Gaussian approximation given in Eq. (2.117) can therefore be substituted into Eq. (2.122) to obtain:

\[
\beta^2 = \left[ \frac{4k^2}{\omega_0^2} \int_0^\infty r n^2(r) \exp(-2r^2/\omega_0^2) \, dr \right] - \frac{2}{\omega_0^2}
\]  

(2.123)

Two points should be noted in relation to Eq. (2.123). Firstly, following Marcuse [Ref. 23] the normalization was picked to bring the denominator of Eq. (2.122) to unity. Secondly, the stationary expression of Eq. (2.123) was obtained from Eq. (2.122) by assuming that the refractive index was dependent only upon the radial coordinate \( r \). This condition is, however, satisfied by most common optical fiber types.

Finally, to derive an expression for the spot size \( \omega_0 \) we again make use of the stationary property of Eqs (2.122) and (2.123). Hence, if the Gaussian function of Eq. (2.117) is the correct mode function to give a value for \( \omega_0 \), then \( \beta^2 \) will not alter if \( \omega_0 \) is changed slightly. This indicates that the derivative of \( \beta^2 \) with respect to \( \omega_0 \) becomes zero (i.e. \( d\beta^2/d\omega_0 = 0 \)). Therefore, differentiation of Eq. (2.123) and setting the result to zero yields:

\[
1 + 2k^2 \int_0^\infty r \left( \frac{2r^2}{\omega_0^2} - 1 \right) n^2(r) \exp(-2r^2/\omega_0^2) \, dr = 0
\]  

(2.124)
Equation (2.124) allows the Gaussian approximation for the fundamental mode within single-mode fiber to be obtained by providing a value for the spot size $\omega_0$. This value may be utilized in Eq. (2.123) to determine the propagation constant $\beta$.

For step index profiles it can be shown [Ref. 52] that an optimum value of the spot size $\omega_0$ divided by the core radius is only a function of the normalized frequency $V$. The optimum values of $\omega_0/a$ can be approximated to better than 1% accuracy by the empirical formula [Ref. 52]:

$$\frac{\omega_0}{a} = 0.65 + 1.619 V^{-\frac{3}{2}} + 2.879 V^{-6}$$

$$= 0.65 + 1.619 \left( \frac{\lambda}{\lambda_c} \right)^{-\frac{3}{2}} + 2.879 \left( \frac{\lambda}{\lambda_c} \right)^{-6}$$

$$\omega_0 = a \left[ 0.65 + 0.434 \left( \frac{\lambda}{\lambda_c} \right)^{\frac{1}{2}} + 0.0149 \left( \frac{\lambda}{\lambda_c} \right)^{6} \right]$$

(2.126)

The approximate expression for spot size given in Eq. (2.126) is frequently used to determine the parameter for step index fibers over the usual range of $\lambda/\lambda_c$ (i.e. 0.8 to 1.9) [Ref. 43].

**Example 2.10**

Estimate the fiber core diameter for a single-mode step index fiber which has an MFD of 11.6 $\mu$m when the normalized frequency is 2.2.

**Solution:** Using the Gaussian approximation, from Eq. (2.125) the fiber core radius is:

$$a = \frac{\omega_0}{0.65 + 1.619(V)^{-\frac{3}{2}} + 2.879(V)^{-6}}$$

$$= \frac{5.8 \times 10^{-6}}{0.65 + 1.619(2.2)^{-\frac{3}{2}} + 2.879(2.2)^{-6}}$$

$$= 4.95 \mu m$$

Hence the fiber core diameter is 9.9 $\mu m$.

The accuracy of the Gaussian approximation has also been demonstrated for graded index fibers [Ref. 54], having a refractive index profile given by Eq. (2.76) (i.e. power-law profiles in the core region). When the near-parabolic refractive index profile is considered (i.e. $\alpha = 2$) and the square-law medium is assumed to extend to infinity rather than to the cladding where $n(r) = n_2$, for $r \geq a$ (Eq. (2.76)), then the Gaussian spot size given in Eq. (2.124) reduces to:

$$\omega_0^2 = \frac{a}{n_1 k} \left( \frac{\lambda}{\Delta} \right)$$

(2.127)
Furthermore, the propagation constant becomes:

$$\beta^2 = n_1^2 k^2 \left[ 1 - \frac{2(2\Delta)^{1/2}}{n_1 k a} \right]$$

(2.128)

It is interesting to note that the above relationships for $\omega_0$ and $\beta$ in this case are identical to the solutions obtained from exact analysis of the square-law medium [Ref. 26].

Numerical solutions of Eqs (2.123) and (2.124) are shown in Figure 2.35 (dashed lines) for values of $\alpha$ of 6 and $\infty$ for profiles with constant refractive indices in the cladding region [Ref. 51]. In this case Eqs (2.123) and (2.124) cannot be solved analytically and computer solutions must be obtained. The solid lines in Figure 2.35 show the corresponding solutions of the wave equation, also obtained by a direct numerical technique. These results for the spot size and propagation constant are provided for comparison as they are not influenced by the prior assumption of Gaussian shape.

**Figure 2.35** Comparison of $\omega_0/a$ approximation obtained from Eqs (2.123) and (2.124) (dashed lines) with values obtained from numerical integration of the wave equation and subsequent optimization of its width (solid lines). Reproduced with permission from D. Marcuse, 'Gaussian approximation of the fundamental modes of graded-index fibers', *J. Opt. Soc. Am.*, 68, p. 103, 1978
The Gaussian approximation for the transverse field distribution is very much simpler than the exact solution and is very useful for calculations involving both launching efficiency at the single-mode fiber input as well as coupling losses at splices or connectors. In this context it describes very well the field inside the fiber core and provides good approximate values for the guided mode propagation constant. It is a particularly good approximation for fibers operated near the cutoff wavelength of the second-order mode [Ref. 26] but when the wavelength increases, the approximation becomes less accurate. In addition, for single-mode fibers with homogeneous cladding, the true field distribution is never exactly Gaussian since the evanescent field in the cladding tends to a more exponential function for which the Gaussian provides an underestimate. However, for the calculations involving cladding absorption, bend losses, crosstalk between fibers and the properties of directional couplers, then the Gaussian approximation should not be utilized [Ref. 26]. Better approximations for the field profile in these cases can, however, be employed, such as the exponential function [Ref. 55], or the modified Hankel function of zero order [Ref. 56], giving the Gaussian-exponential and the Gaussian-Hankel approximations respectively. Unfortunately, these approximations lose the major simplicity of the Gaussian approximation, in which essentially one parameter (the spot size) defines the radial amplitude distribution, because they necessitate two parameters to characterize the same distribution.

2.5.6 Equivalent step index methods

Another strategy to obtain approximate values for the cutoff wavelength and spot size in graded index single-mode fibers (or arbitrary refractive index profile fibers) is to define an equivalent step index (ESI) fiber on which to model the fiber to be investigated. Various methods have been proposed in the literature [e.g. Refs 57–62] which commence from the observation that the fields in the core regions of graded index fibers often appear similar to the fields within step index fibers. Hence, as step index fiber characteristics are well known, it is convenient to replace the exact methods for graded index single-mode fibers [Refs 63, 64] by approximate techniques based on step index fibers. In addition, such ESI methods allow the propagation characteristics of single-mode fibers to be represented by a few parameters.

Several different suggestions have been advanced for the choice of the core radius $a_{ESI}$, and the relative index difference $\Delta_{ESI}$, of the ESI fiber which lead to good approximations for the spot size (and hence joint and bend losses) for the actual graded index fiber. They are all conceptually related to the Gaussian approximation (see Section 2.5.5) in that they utilize the close resemblance of the field distribution of the LP$_{01}$ mode to the Gaussian distribution within single-mode fiber. An early proposal for the ESI method [Ref. 58] involved transformation of the basic fiber parameters following:

\[ a_s = X a \quad \nu_s = Y \nu \quad NA_s = (Y/X)NA \]

(2.129)

where the subscript s is for the ESI fiber and $X$, $Y$ are constants which must be determined. However, these ESI fiber representations are only valid for a particular value of normalized frequency $\nu$ and hence there is a different $X$, $Y$ pair for each wavelength. The transformation can be carried out on the basis of either compared radii or relative refractive index...
differences. Figure 2.36 compares the refractive index profiles and the electric field distributions $E(r)$ for graded index fibers and their ESI fibers for: (a) $\alpha = 2, V = 3.5$; (b) $\alpha = 4, V = 3.0$. The field distributions for the graded index and corresponding ESI profiles are shown by solid circles and open triangles respectively. Reproduced with permission from H. Matsumura and T. Suganuma, Appl. Opt., 19, p. 3151, 1980

An alternative ESI technique is to normalize the spot size $\omega_0$ with respect to an optimum effective fiber core radius $a_{\text{eff}}$ [Ref. 61]. This latter quantity is obtained from the experimental measurement of the first minimum (angle $\theta_{\text{min}}$) in the diffraction pattern using transverse illumination of the fiber immersed in an index-matching fluid. Hence:

$$a_{\text{eff}} = 3.832/k \sin \theta_{\text{min}}$$  (2.130)
where \( k = \frac{2\pi}{\lambda} \). In order to obtain the full comparison with single-mode step index fiber, the results may be expressed in terms of an effective normalized frequency \( V_{\text{eff}} \) which relates the cutoff frequencies/wavelengths for the two fibers:

\[
V_{\text{eff}} = 2.405\left(\frac{V}{V_c}\right) = 2.405\left(\frac{\lambda_c}{\lambda}\right)
\]  

(2.131)

The technique provides a dependence of \( \omega_0 / a_{\text{eff}} \) on \( V_{\text{eff}} \) which is almost identical for a reasonably wide range of profiles which are of interest for minimizing dispersion (i.e. \( 1.5 < V_{\text{eff}} < 2.4 \)).

A good analytical approximation for this dependence is given by [Ref. 61]:

\[
\frac{\omega_0}{a_{\text{eff}}} = 0.6043 + 1.755V_{\text{eff}}^{-1} + 2.78V_{\text{eff}}^{-6}
\]  

(2.132)

Refractive index profile-dependent deviations from the relationship shown in Eq. (2.132) are within ±2% for general power-law graded index profiles.

Example 2.11

A parabolic profile graded index single-mode fiber designed for operation at a wavelength of 1.30 \( \mu \)m has a cutoff wavelength of 1.08 \( \mu \)m. From experimental measurement it is established that the first minimum in the diffraction pattern occurs at an angle of 12°. Using an ESI technique, determine the spot size at the operating wavelength.

Solution: Using Eq. (2.130), the effective core radius is:

\[
a_{\text{eff}} = \frac{3.832\lambda}{2\pi \sin \theta_{\min}} = \frac{3.832 \times 1.30 \times 10^{-6}}{2\pi \sin 12^\circ} = 3.81 \mu \text{m}
\]

The effective normalized frequency can be obtained from Eq. (2.131) as:

\[
V_{\text{eff}} = 2.405\left(\frac{\lambda_c}{\lambda}\right) = 2.405\left(\frac{1.08}{1.30}\right) = 2.00
\]

Hence the spot size is given by Eq. (2.132) as:

\[
\omega_0 = 3.81 \times 10^{-6}[0.6043 + 1.755(2.00)^{-1} + 2.78(2.00)^{-6}]
\]

\[= 4.83 \mu \text{m}\]

Other ESI methods involve the determination of the equivalent parameters from experimental curves of spot size against wavelength [Ref. 62]. All require an empirical formula, relating spot size to the normalized frequency for a step index fiber, to be fitted by some means to the data. The usual empirical formula employed is that derived by Marcuse for
the Gaussian approximation and given in Eq. (2.125). An alternative formula which is close to Eq. (2.125) is provided by Snyder [Ref. 65] as:

\[
\omega_0 = a (\ln V)^{-\frac{3}{2}}
\]  \hspace{1cm} (2.133)

However, it is suggested [Ref. 62] that the expression given in Eq. (2.133) is probably less accurate than that provided by Eq. (2.125).

A cutoff method can also be utilized to obtain the ESI parameters [Ref. 66]. In this case the cutoff wavelength \( \lambda_c \) and spot size \( \omega_0 \) are known. Therefore, substituting \( V = 2.405 \) into Eq. (2.125) gives:

\[
\omega_0 = 1.099 a_{ESI} \quad \text{or} \quad 2a_{ESI} = 1.820 \omega_0
\]  \hspace{1cm} (2.134)

Then using Eq. (2.70) the ESI relative index difference is:

\[
\Delta_{ESI} = \left( \frac{0.293}{n_1^2} \right) \left( \frac{\lambda_c}{2a_{ESI}} \right)^2
\]  \hspace{1cm} (2.135)

where \( n_1 \) is the maximum refractive index of the fiber core.

**Example 2.12**

Obtain the ESI relative refractive index difference for a graded index fiber which has a cutoff wavelength and spot size of 1.190 \( \mu \)m and 5.2 \( \mu \)m respectively. The maximum refractive index of the fiber core is 1.485.

Solution: The ESI core radius may be obtained from Eq. (2.134) where:

\[
2a_{ESI} = 1.820 \times 5.2 \times 10^{-6} = 9.464 \, \mu \text{m}
\]

Using Eq. (2.135), the ESI relative index difference is given by:

\[
\Delta_{ESI} = \left( \frac{0.293}{1.485^2} \right) \left( \frac{1.190}{9.464} \right)^2
\]

\[
= 2.101 \times 10^{-3} \text{ or } 0.21\%
\]

Alternatively, performing a least squares fit on Eq. (2.125) provides ‘best values’ for the ESI diameter \( 2a_{ESI} \) and relative index difference \( \Delta_{ESI} \) [Ref. 62]. It must be noted, however, that these best values are dependent on the application and the least squares method appears most useful in estimating losses at fiber joints [Ref. 67]. In addition, some work [Ref. 68] has attempted to provide a more consistent relationship between the ESI parameters and the fiber MFD. Overall, the concept of the ESI fiber has been relatively useful in the specification of standard M C and DC fibers by their equivalent \( a_{ESI} \) and \( \Delta_{ESI} \) values. Unfortunately, ESI methods are unable accurately to predict MFDs and waveguide dispersion in dispersion-shifted and dispersion-flattened (see Section 3.12) fibers [Ref. 19].
2.6 Photonic crystal fibers

The previous discussion in this chapter has concentrated on optical fibers comprising solid silica core and cladding regions in which the light is guided by a small increase in refractive index in the core facilitated through doping the silicon with germanium. More recently, however, a new class of microstructured optical fiber containing a fine array of air holes running longitudinally down the fiber cladding [Ref. 69] has been developed. Since the microstructure within the fiber is often highly periodic due to the fabrication process, these fibers are usually referred to as photonic crystal fibers (PCFs), or sometimes just as holey fibers [Ref. 70]. Whereas in conventional optical fibers electromagnetic modes are guided by total internal reflection in the core region, which has a slightly raised refractive index, in PCFs two distinct guidance mechanisms arise.

Although the guided modes can be trapped in a fiber core which exhibits a higher average index than the cladding containing the air holes by an effect similar to total internal reflection, alternatively they may be trapped in a core of either higher, or indeed lower, average index by a photonic bandgap effect. In the former case the effect is often termed modified total internal reflection and the fibers are referred to as index guided, while in the latter they are called photonic bandgap fibers. Furthermore, the existence of two different guidance mechanisms makes PCFs versatile in their range of potential applications. For example, PCFs have been used to realize various optical components and devices including long period gratings [Ref. 71], multimode interference power splitters [Ref. 72], tunable coupled cavity fiber lasers [Ref. 73], fiber amplifiers [Ref. 74], multichannel add/drop filters [Ref. 75], wavelength converters [Ref. 76] and wavelength demultiplexers [Ref. 77]. As with conventional optical fibers, however, a crucial issue with PCFs has been the reduction in overall transmission losses which were initially several hundred decibels per kilometer even with the most straightforward designs. Increased control over the homogeneity of the fiber structures together with the use of highly purified silicon as the base material has now lowered these losses to a level of a very few decibels per kilometer for most PCF types, with a loss of just 0.3 dB km\(^{-1}\) at 1.55 \(\mu\)m for a 100 km span being recently reported [Ref. 78].

2.6.1 Index-guided microstructures

Although the principles of guidance and the characteristics of index-guided PCFs are similar to those of conventional fiber, there is greater index contrast since the cladding contains air holes with a refractive index of 1 in comparison with the normal silica cladding index of 1.457 which is close to the germanium-doped core index of 1.462. A fundamental physical difference, however, between index-guided PCFs and conventional fibers arises from the manner in which the guided mode interacts with the cladding region. Whereas in a conventional fiber this interaction is largely first order and independent of wavelength, the large index contrast combined with the small structure dimensions cause the effective cladding index to be a strong function of wavelength. For short wavelengths the effective cladding index is only slightly lower than the core index and hence they remain tightly confined to the core. At longer wavelengths, however, the mode samples more of the cladding and the effective index contrast is larger. This wavelength dependence results in
a large number of unusual optical properties which can be tailored. For example, the high index contrast enables the PCF core to be reduced from around 8 μm in conventional fiber to less than 1 μm, which increases the intensity of the light in the core and enhances the nonlinear effects.

Two common index-guided PCF designs are shown diagrammatically in Figure 2.37. In both cases a solid-core region is surrounded by a cladding region containing air holes. The cladding region in Figure 2.37(a) comprises a hexagonal array of air holes while in Figure 2.37(b) the cladding air holes are not uniform in size and do not extend too far from the core. It should be noted that the hole diameter $d$ and hole to hole spacing or pitch $\Lambda$ are critical design parameters used to specify the structure of the PCF. For example, in a silica PCF with the structure depicted in Figure 2.37(a) when the air fill fraction is low (i.e. $d/\Lambda < 0.4$), then the fiber can be single-moded at all wavelengths [Ref. 79]. This property, which cannot be attained in conventional fibers, is particularly significant for broadband applications such as wavelength division multiplexed transmission [Ref. 80].

As PCFs have a wider range of optical properties in comparison with standard optical fibers, they provide for the possibility of new and technologically important fiber devices. When the holey region covers more than 20% of the fiber cross-section, for instance, index-guided PCFs display an interesting range of dispersive properties which could find application as dispersion-compensating or dispersion-controlling fiber components [Ref. 81]. In such fibers it is possible to produce very high optical nonlinearity per unit length in which modest light intensities can induce substantial nonlinear effects. For example, while several kilometers of conventional fiber are normally required to achieve 2R data regeneration (see Section 10.6), it was obtained with just 3.3 m of large air-filling fraction PCF [Ref. 82]. In addition, filling the cladding holes with polymers or liquid crystals allows external fields to be used to dynamically vary the fiber properties. The temperature sensitivity of a polymer within the cladding holes may be employed to tune a Bragg grating written into the core [Ref. 83]. By contrast, index-guided PCFs with small holes and large hole spacings provide very large mode area (and hence low optical nonlinearities) and have potential applications in high-power delivery (e.g. laser welding and machining) as well as high-power fiber lasers and amplifiers [Ref. 74]. Furthermore, the large index contrast between silica and air enables production of such PCFs with large multimoded cores which also have very high numerical aperture values (greater than 0.7). Hence these fibers are useful for the collection and transmission of high optical powers in situations where signal distortion is not an issue. Finally, it is apparent that PCFs can be readily
spliced to conventional fibers, thus enabling their integration with existing components and subsystems.

### 2.6.2 Photonic bandgap fibers

Photonic bandgap (PBG) fibers are a class of microstructured fiber in which a periodic arrangement of air holes is required to ensure guidance. This periodic arrangement of cladding air holes provides for the formation of a photonic bandgap in the transverse plane of the fiber. As a PBG fiber exhibits a two-dimensional bandgap, then wavelengths within this bandgap cannot propagate perpendicular to the fiber axis (i.e. in the cladding) and they can therefore be confined to propagate within a region in which the refractive index is lower than the surrounding material. Hence utilizing the photonic bandgap effect light can, for example, be guided within a low-index, air-filled core region creating fiber properties quite different from those obtained without the bandgap. Although, as with index-guided PCFs, PBG fibers can also guide light in regions with higher refractive index, it is the lower index region guidance feature which is of particular interest. In addition, a further distinctive feature is that while index-guiding fibers usually have a guided mode at all wavelengths, PBG fibers only guide in certain wavelength bands, and furthermore it is possible to have wavelengths at which higher order modes are guided while the fundamental mode is not.

Two important PBG fiber structures are displayed in Figure 2.38. The honeycomb fiber design shown in Figure 2.38(a) was the first PBG fiber to be experimentally realized in 1998 [Ref. 84] and adaptations of this structure continue to be pursued [Ref. 85]. A triangular array of air holes of sufficient size as displayed in Figure 2.38(b), however, provides for the possibility, unique to PBG fibers, of guiding electromagnetic modes in air. In this case a large hollow core has been defined by removing the silica around seven air holes in the center of the structure. These fibers, which are termed air-guiding or hollow-core PBG fibers, enable more than 98% of the guided mode field energy to propagate in the air regions [Ref. 81]. Such air-guiding fibers have attracted attention because they potentially provide an environment in which optical propagation can take place with little attenuation as the localization of light in the air core removes the limitations caused by material absorption losses. The fabrication of hollow-core fiber with low propagation losses, however, has proved to be quite difficult, with losses of the order of 13 dB km$^{-1}$ [Ref. 86]. Moreover, the fibers tend to be highly dispersive with narrow transmission windows and

![Figure 2.38](image_url)
while single-mode operation is possible, it is not as straightforward to achieve in comparison with index-guiding PCFs.

More recently, the fabrication and characterization of a new type of solid silica-based photonic crystal fiber which guides light using the PBG mechanism has been reported [Refs 87, 88]. This fiber employed a two-dimensional periodic array of germanium-doped rods in the core region. It was therefore referred to as a nanostructure core fiber and exhibited a minimum attenuation of 2.6 dB km$^{-1}$ at a wavelength of 1.59 μm [Ref. 87]. Furthermore, the fiber displayed greater bending sensitivity than conventional single-mode fiber as a result of the much smaller index difference between the core and the leaky modes which could provide for potential applications in the optical sensing of curvature and stress. In addition, it is indicated that the all-solid silica structure would facilitate fiber fabrication using existing technology (see Sections 4.2 to 4.4), and birefringence (see Section 3.13.1) of the order of $10^{-4}$ is easily achievable with a large mode field diameter up to 10 μm, thus enabling its use within fiber lasers (see Section 6.10.3) and gyroscope applications [Ref. 88].

**Problems**

2.1 Using simple ray theory, describe the mechanism for the transmission of light within an optical fiber. Briefly discuss with the aid of a suitable diagram what is meant by the acceptance angle for an optical fiber. Show how this is related to the fiber numerical aperture and the refractive indices for the fiber core and cladding.

An optical fiber has a numerical aperture of 0.20 and a cladding refractive index of 1.59. Determine:

(a) the acceptance angle for the fiber in water which has a refractive index of 1.33;
(b) the critical angle at the core-cladding interface.

Comment on any assumptions made about the fiber.

2.2 The velocity of light in the core of a step index fiber is $2.01 \times 10^8$ m s$^{-1}$, and the critical angle at the core-cladding interface is $80^\circ$. Determine the numerical aperture and the acceptance angle for the fiber in air, assuming it has a core diameter suitable for consideration by ray analysis. The velocity of light in a vacuum is $2.998 \times 10^8$ m s$^{-1}$.

2.3 Define the relative refractive index difference for an optical fiber and show how it may be related to the numerical aperture.

A step index fiber with a large core diameter compared with the wavelength of the transmitted light has an acceptance angle in air of $22^\circ$ and a relative refractive index difference of 3%. Estimate the numerical aperture and the critical angle at the core-cladding interface for the fiber.

2.4 A step index fiber has a solid acceptance angle in air of 0.115 radians and a relative refractive index difference of 0.9%. Estimate the speed of light in the fiber core.

2.5 Briefly indicate with the aid of suitable diagrams the difference between meridional and skew ray paths in step index fibers.
Derive an expression for the acceptance angle for a skew ray which changes direction by an angle $2\gamma$ at each reflection in a step index fiber in terms of the fiber NA and $\gamma$. It may be assumed that ray theory holds for the fiber.

A step index fiber with a suitably large core diameter for ray theory considerations has core and cladding refractive indices of 1.44 and 1.42 respectively. Calculate the acceptance angle in air for skew rays which change direction by $150^\circ$ at each reflection.

2.6 Skew rays are accepted into a large core diameter (compared with the wavelength of the transmitted light) step index fiber in air at a maximum axial angle of $42^\circ$. Within the fiber they change direction by $90^\circ$ at each reflection. Determine the acceptance angle for meridional rays for the fiber in air.

2.7 Explain the concept of electromagnetic modes in relation to a planar optical waveguide. Discuss the modifications that may be made to electromagnetic mode theory in a planar waveguide in order to describe optical propagation in a cylindrical fiber.

2.8 Briefly discuss, with the aid of suitable diagrams, the following concepts in optical fiber transmission:
   (a) the evanescent field;
   (b) Goos–Haenchen shift;
   (c) mode coupling.
Describe the effects of these phenomena on the propagation of light in optical fibers.

2.9 Define the normalized frequency for an optical fiber and explain its use in the determination of the number of guided modes propagating within a step index fiber.

A step index fiber in air has a numerical aperture of 0.16, a core refractive index of 1.45 and a core diameter of 60 $\mu$m. Determine the normalized frequency for the fiber when light at a wavelength of 0.9 $\mu$m is transmitted. Further, estimate the number of guided modes propagating in the fiber.

2.10 Describe with the aid of simple ray diagrams:
   (a) the multimode step index fiber;
   (b) the single-mode step index fiber.
Compare the advantages and disadvantages of these two types of fiber for use as an optical channel.

2.11 A multimode step index fiber has a relative refractive index difference of 1% and a core refractive index of 1.5. The number of modes propagating at a wavelength of 1.3 $\mu$m is 1100. Estimate the diameter of the fiber core.

2.12 Explain what is meant by a graded index optical fiber, giving an expression for the possible refractive index profile. Using simple ray theory concepts, discuss the transmission of light through the fiber. Indicate the major advantage of this type of fiber with regard to multimode propagation.

2.13 The relative refractive index difference between the core axis and the cladding of a graded index fiber is 0.7% when the refractive index at the core axis is 1.45. Estimate values for the numerical aperture of the fiber when:
(a) the index profile is not taken into account; and
(b) the index profile is assumed to be triangular. Comment on the results.

2.14 A multimode graded index fiber has an acceptance angle in air of $8^\circ$. Estimate the relative refractive index difference between the core axis and the cladding when the refractive index at the core axis is 1.52.

2.15 The WKB value for the propagation constant $\beta$ given in Eq. (2.91) in a parabolic refractive index core fiber assumes an infinitely extended parabolic profile medium. When in a practical fiber the parabolic index profile is truncated, show that the mode numbers $m$ and $l$ are limited by the following condition:

$$2(2m + l + 1) \leq k_0(n_1^2 - n_2^2)^{1/2}$$

2.16 A graded index fiber with a parabolic index profile supports the propagation of 742 guided modes. The fiber has a numerical aperture in air of 0.3 and a core diameter of 70 $\mu$m. Determine the wavelength of the light propagating in the fiber. Further estimate the maximum diameter of the fiber which gives single-mode operation at the same wavelength.

2.17 A graded index fiber with a core axis refractive index of 1.5 has a characteristic index profile ($\alpha$) of 1.90, a relative refractive index difference of 1.3% and a core diameter of 40 $\mu$m. Estimate the number of guided modes propagating in the fiber when the transmitted light has a wavelength of 1.55 $\mu$m, and determine the cutoff value of the normalized frequency for single-mode transmission in the fiber.

2.18 A single-mode step index fiber has a core diameter of 7 $\mu$m and a core refractive index of 1.49. Estimate the shortest wavelength of light which allows single-mode operation when the relative refractive index difference for the fiber is 1%.

2.19 In Problem 2.18, it is required to increase the fiber core diameter to 10 $\mu$m while maintaining single-mode operation at the same wavelength. Estimate the maximum possible relative refractive index difference for the fiber.

2.20 Show that the maximum value of $a/\lambda$ is approximately 1.4 times larger for a parabolic refractive index profile single-mode fiber than for a single-mode step index fiber. Hence, sketch the relationship between the maximum core diameter and the propagating optical wavelength which will facilitate single-mode transmission in the parabolic profile fiber.

2.21 A single-mode step index fiber which is designed for operation at a wavelength of 1.3 $\mu$m has core and cladding refractive indices of 1.447 and 1.442 respectively. When the core diameter is 7.2 $\mu$m, confirm that the fiber will permit single-mode transmission and estimate the range of wavelengths over which this will occur.

2.22 A single-mode step index fiber has core and cladding refractive indices of 1.498 and 1.495 respectively. Determine the core diameter required for the fiber to permit its operation over the wavelength range 1.48 to 1.60 $\mu$m. Calculate the new fiber core diameter to enable single-mode transmission at a wavelength of 1.30 $\mu$m.
2.23 A single-mode fiber has a core refractive index of 1.47. Sketch a design characteristic of relative refractive index difference $\Delta$ against core radius for the fiber to operate at a wavelength of 1.30 $\mu$m. Determine whether the fiber remains single-mode at a transmission wavelength of 0.85 $\mu$m when its core radius is 4.5 $\mu$m.

2.24 Convert the approximation for the normalized propagation constant of a single-mode step index fiber given in Example 2.9 into a relationship involving the normalized wavelength $\lambda/\lambda_c$ in place of the normalized frequency. Hence, determine the range of values of this parameter over which the relative error in the approximation is between 0.2% and 2%.

2.25 Given that the Gaussian function for the electric field distribution of the fundamental mode in a single-mode fiber of Eq. (2.117) takes the form:

$$E(r) = E_0 \exp(-r^2/\omega_0^2)$$

where $E(r)$ and $E_0$ are shown in Figure 2.31, use the approximation of Eq. (2.125) to evaluate and sketch $E(r)/E_0$ against $r/a$ over the range 0 to 3 for values of normalized frequency $V = 1.0, 1.5, 2.0, 2.5, 3.0$.

2.26 The approximate expression provided in Eq. (2.125) is valid over the range of normalized frequency $1.2 < V < 2.4$. Sketch $\omega_0/a$ against $V$ over this range for the fundamental mode in a step index fiber. Comment on the magnitude of $\omega_0/a$ as the normalized frequency is reduced significantly below 2.4 and suggest what this indicates about the distribution of the light within the fiber.

2.27 The spot size in a parabolic profile graded index single-mode fiber is 11.0 $\mu$m at a transmission wavelength of 1.55 $\mu$m. In addition, the cutoff wavelength for the fiber is 1.22 $\mu$m. Using an ESI technique, determine the fiber effective core radius and hence estimate the angle at which the first minimum in the diffraction pattern from the fiber would occur.

2.28 The cutoff method is employed to obtain the ESI parameters for a graded index single-mode fiber. If the ESI relative index difference was found to be 0.30% when the spot size and cutoff wavelength were 4.6 $\mu$m and 1.29 $\mu$m, respectively, calculate the maximum refractive index of the fiber core.

2.29 Describe what is implied by the term photonic crystal fiber (PCF) and explain the guidance mechanisms for electromagnetic modes in such optical fibers.

2.30 Compare and contrast the performance attributes, potential drawbacks and possible applications of index-guided PCFs and photonic bandgap fibers.

Answers to numerical problems

21 (a) 8.6°; (b) 83.6°
22 0.263, 15.2°
23 0.375, 75.9°
24 $2.11 \times 10^3$ m s$^{-1}$
25 34.6°
26 28.2°
29 33.5, 561
211 92 $\mu$m
213 (a) 0.172; (b) 0.171
214 0.42%
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3.1 Introduction

The basic transmission mechanisms of the various types of optical fiber waveguide have been discussed in Chapter 2. However, the factors which affect the performance of optical fibers as a transmission medium were not dealt with in detail. These transmission characteristics are of utmost importance when the suitability of optical fibers for communication purposes is investigated. The transmission characteristics of most interest are those of attenuation (or loss) and bandwidth.

The huge potential bandwidth of optical communications helped stimulate the birth of the idea that a dielectric waveguide made of glass could be used to carry wideband telecommunication signals. This occurred, as indicated in Section 2.1 in the celebrated papers by Kao and Hockham, and Werts, in 1966. However, at the time the idea may have seemed somewhat ludicrous as a typical block of glass could support optical transmission for at best a few tens of meters before it was attenuated to an unacceptable level. Nevertheless, careful investigation of the attenuation showed that it was largely due to absorption in the glass, caused by impurities such as iron, copper, manganese and other transition metals which occur in the third row of the periodic table. Hence, research was stimulated towards a new generation of ‘pure’ glasses for use in optical fiber communications.

A major breakthrough came in 1970 when the first fiber with an attenuation below 20 dB km$^{-1}$ was reported [Ref. 1]. This level of attenuation was seen as the absolute minimum that had to be achieved before an optical fiber system could in any way compete economically with existing communication systems. Since 1970 tremendous improvements have been made, leading to silica-based glass fibers with losses of less than 0.2 dB km$^{-1}$ in the laboratory by the late 1980s [Ref. 2]. Hence, comparatively low-loss fibers have been incorporated into optical communication systems throughout the world. Although the fundamental lower limits for attenuation in silicate glass fibers were largely achieved by 1990, continuing significant progress has been made in relation to the removal of the water impurity peak within the operational wavelength range [Ref. 3]. The investigation of other material systems which can exhibit substantially lower losses when operated at longer wavelengths [Ref. 2] has, however, slowed down in relation to telecommunication transmission due to difficulties in the production of fiber with both optical and mechanical properties that will compete with silica. In particular, such mid-infrared (and possibly far-infrared) transmitting fibers continue to exhibit both relatively high losses and low strength [Ref. 4].

The other characteristic of primary importance is the bandwidth of the fiber. This is limited by the signal dispersion within the fiber, which determines the number of bits of information transmitted in a given time period. Therefore, once the attenuation was reduced to acceptable levels, attention was directed towards the dispersive properties of fibers again, this has led to substantial improvements, giving wideband fiber bandwidths of many tens of gigahertz over a number of kilometers.

In order to appreciate these advances and possible future developments, the optical transmission characteristics of fibers must be considered in greater depth. Therefore, in this chapter we discuss the mechanisms within optical fibers which give rise to the major transmission characteristics mentioned previously (attenuation and dispersion), while also considering other, perhaps less obvious, effects when light is propagating down an optical fiber (modal noise, polarization and nonlinear phenomena).
We begin the discussion of attenuation in Section 3.2 with calculation of the total losses incurred in optical fibers. The various attenuation mechanisms (material absorption, linear scattering, nonlinear scattering, fiber bends) are then considered in detail in Sections 3.3 to 3.6. The primary focus within these sections is on silica-based glass fibers. However, in Section 3.7 consideration is given to other material systems which are employed for mid-infrared and far-infrared optical transmission. Dispersion in optical fibers is described in Section 3.8, together with the associated limitations on fiber bandwidth. Sections 3.9 and 3.10 deal with chromatic (intramodal) and intermodal dispersion mechanisms and included in the latter section is a discussion of the modal noise phenomenon associated with intermodal dispersion. Overall signal dispersion in both multimode and single-mode fibers is then considered in Section 3.11. This is followed in Section 3.12 by a review of the modification of the dispersion characteristics within single-mode fibers in order to obtain dispersion-shifted, dispersion-flattened and nonzero-dispersion-shifted fibers. Section 3.13 presents an account of the polarization within single-mode fibers which includes discussion of both polarization mode dispersion and the salient features of polarization-maintaining fibers. Nonlinear optical effects, which can occur at relatively high optical power levels within single-mode fibers, are then dealt with in Section 3.14 prior to a final Section 3.15 describing the special case of nonlinear pulse propagation referred to as soliton propagation.

### 3.2 Attenuation

The attenuation or transmission loss of optical fibers has proved to be one of the most important factors in bringing about their wide acceptance in telecommunications. As channel attenuation largely determined the maximum transmission distance prior to signal restoration, optical fiber communications became especially attractive when the transmission losses of fibers were reduced below those of the competing metallic conductors (less than 5 dB km$^{-1}$).

Signal attenuation within optical fibers, as with metallic conductors, is usually expressed in the logarithmic unit of the decibel. The decibel, which is used for comparing two power levels, may be defined for a particular optical wavelength as the ratio of the input (transmitted) optical power $P_i$ into a fiber to the output (received) optical power $P_o$ from the fiber as:

$$\text{Number of decibels (dB)} = 10 \log_{10} \frac{P_i}{P_o} \quad (3.1)$$

This logarithmic unit has the advantage that the operations of multiplication and division reduce to addition and subtraction, while powers and roots reduce to multiplication and division. However, addition and subtraction require a conversion to numerical values which may be obtained using the relationship:

$$\frac{P_i}{P_o} = 10^{(\text{dB}/10)} \quad (3.2)$$
In optical fiber communications the attenuation is usually expressed in decibels per unit length (i.e. dB km$^{-1}$) following:

$$\alpha_{dB}L = 10 \log_{10} \frac{P_i}{P_o}$$  \hspace{1cm} (3.3)

where $\alpha_{dB}$ is the signal attenuation per unit length in decibels which is also referred to as the fiber loss parameter and $L$ is the fiber length.

Example 3.1

When the mean optical power launched into an 8 km length of fiber is 120 $\mu$W, the mean optical power at the fiber output is 3 $\mu$W.

Determine:

(a) the overall signal attenuation or loss in decibels through the fiber assuming there are no connectors or splices;

(b) the signal attenuation per kilometer for the fiber.

(c) the overall signal attenuation for a 10 km optical link using the same fiber with splices at 1 km intervals, each giving an attenuation of 1 dB;

(d) the numerical input/output power ratio in (c).

Solution: (a) Using Eq. (3.1), the overall signal attenuation in decibels through the fiber is:

$$\text{Signal attenuation} = 10 \log_{10} \frac{P_i}{P_o} = 10 \log_{10} \frac{120 \times 10^{-6}}{3 \times 10^{-6}}$$

$$= 10 \log_{10} 40 = 16.0 \text{ dB}$$

(b) The signal attenuation per kilometer for the fiber may be simply obtained by dividing the result in (a) by the fiber length which corresponds to it using Eq. (3.3) where:

$$\alpha_{dB}L = 16.0 \text{ dB}$$

hence:

$$\alpha_{dB} = \frac{16.0}{8}$$

$$= 2.0 \text{ dB km}^{-1}$$
A number of mechanisms are responsible for the signal attenuation within optical fibers. These mechanisms are influenced by the material composition, the preparation and purification technique, and the waveguide structure. They may be categorized within several major areas which include material absorption, material scattering (linear and non-linear scattering), curve and microbending losses, mode coupling radiation losses and losses due to leaky modes. There are also losses at connectors and splices, as illustrated in Example 3.1. However, in this chapter we are interested solely in the characteristics of the fiber; connector and splice losses are dealt with in Section 5.2. It is instructive to consider in some detail the loss mechanisms within optical fibers in order to obtain an understanding of the problems associated with the design and fabrication of low-loss waveguides.

### 3.3 Material absorption losses in silica glass fibers

Material absorption is a loss mechanism related to the material composition and the fabrication process for the fiber, which results in the dissipation of some of the transmitted optical power as heat in the waveguide. The absorption of the light may be intrinsic (caused by the interaction with one or more of the major components of the glass) or extrinsic (caused by impurities within the glass).

#### 3.3.1 Intrinsic absorption

An absolutely pure silicate glass has little intrinsic absorption due to its basic material structure in the near-infrared region. However, it does have two major intrinsic absorption
mechanisms at optical wavelengths which leave a low intrinsic absorption window over the 0.8 to 1.7 μm wavelength range, as illustrated in Figure 3.1, which shows a possible optical attenuation against wavelength characteristic for absolutely pure glass [Ref. 5]. It may be observed that there is a fundamental absorption edge, the peaks of which are centered in the ultraviolet wavelength region. This is due to the stimulation of electron transitions within the glass by higher energy excitations. The tail of this peak may extend into the window region at the shorter wavelengths, as illustrated in Figure 3.1. Also in the infrared and far infrared, normally at wavelengths above 7 μm, fundamentals of absorption bands from the interaction of photons with molecular vibrations within the glass occur. These give absorption peaks which again extend into the window region. The strong absorption bands occur due to oscillations of structural units such as Si–O (9.2 μm), P–O (8.1 μm), B–O (7.2 μm) and Ge–O (11.0 μm) within the glass. Hence, above 1.5 μm the tails of these largely far-infrared absorption peaks tend to cause most of the pure glass losses.

However, the effects of both these processes may be minimized by suitable choice of both core and cladding compositions. For instance, in some nonoxide glasses such as fluorides and chlorides, the infrared absorption peaks occur at much longer wavelengths which are well into the far infrared (up to 50 μm), giving less attenuation to longer wavelength transmission compared with oxide glasses.

3.3.2 Extrinsic absorption

In practical optical fibers prepared by conventional melting techniques (see Section 4.3), a major source of signal attenuation is extrinsic absorption from transition metal element impurities. Some of the more common metallic impurities found in glasses are shown in
Table 3.1 Absorption losses caused by some of the more common metallic ion impurities in glasses, together with the absorption peak wavelength

<table>
<thead>
<tr>
<th>Peak wavelength (nm)</th>
<th>One part in 10⁹ (dB km⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr³⁺</td>
<td>625</td>
</tr>
<tr>
<td>C⁴⁺</td>
<td>685</td>
</tr>
<tr>
<td>Cu²⁺</td>
<td>850</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>1100</td>
</tr>
<tr>
<td>Fe³⁺</td>
<td>400</td>
</tr>
<tr>
<td>Ni²⁺</td>
<td>650</td>
</tr>
<tr>
<td>Mn³⁺</td>
<td>460</td>
</tr>
<tr>
<td>V⁴⁺</td>
<td>725</td>
</tr>
</tbody>
</table>

The Table 3.1, together with the absorption losses caused by one part in 10⁹ [Ref. 6]. It may be noted that certain of these impurities, namely chromium and copper, in their worst valence state can cause attenuation in excess of 1 dB km⁻¹ in the near-infrared region. Transition element contamination may be reduced to acceptable levels (i.e., one part in 10¹⁰) by glass refining techniques such as vapor-phase oxidation [Ref. 7] (see Section 4.4), which largely eliminates the effects of these metallic impurities.

However, another major extrinsic loss mechanism is caused by absorption due to water (as the hydroxyl or OH ion) dissolved in the glass. These hydroxyl groups are bonded into the glass structure and have fundamental stretching vibrations which occur at wavelengths between 2.7 and 4.2 μm depending on group position in the glass network. The fundamental vibrations give rise to overtones appearing almost harmonically at 1.38, 0.95 and 0.72 μm, as illustrated in Figure 3.2. This shows the absorption spectrum for the hydroxyl group.

group in silica. Furthermore, combinations between the overtones and the fundamental SiO$_2$ vibration occur at 1.24, 1.13 and 0.88 μm, completing the absorption spectrum shown in Figure 3.2.

It may also be observed in Figure 3.2 that the only significant absorption band in the region below a wavelength of 1 μm is the second overtone at 0.95 μm which causes attenuation of about 1 dB km$^{-1}$ for one part per million (ppm) of hydroxyl. At longer wavelengths the first overtone at 1.383 μm and its sideband at 1.24 μm are strong absorbers giving attenuation of about 2 dB km$^{-1}$ ppm and 4 dB km$^{-1}$ ppm respectively. Since most resonances are sharply peaked, narrow windows exist in the longer wavelength region around 1.31 and 1.55 μm which are essentially unaffected by OH absorption once the impurity level has been reduced below one part in 10$^7$. This situation is illustrated in Figure 3.3, which shows the attenuation spectrum of a low-loss single-mode fiber produced in 1979 [Ref. 5]. It may be observed that the lowest attenuation for this fiber occurs at a wavelength of 1.55 μm and is 0.2 dB km$^{-1}$. Despite this value approaching the minimum possible attenuation of around 0.18 dB km$^{-1}$ at the 1.55 μm wavelength [Ref. 8], it should be noted that the transmission loss of an ultra-low-loss pure silica core fiber was more recently measured as 0.1484 dB km$^{-1}$ at the slightly longer wavelength of 1.57 μm [Ref. 9].

Although in standard, modern single-mode fibers the loss caused by the primary OH peak at 1.383 μm has been reduced below 1 dB km$^{-1}$, it still limits operation over significant distances to the lower loss windows at 1.31 and 1.55 μm. A more recent major advance, however, has enabled the production of a revolutionary fiber type* in which the

* An example is the Alcatel-Lucent AllWave fiber which has typical losses of 0.32, 0.28 and 0.19 dB at wavelengths of 1.310, 1.383 and 1.550 μm, respectively. This fiber is referred to as exhibiting a zero water peak (ZWP) in the Alcatel-Lucent specification literature.
1.383 μm water peak has been permanently reduced to such levels that it is virtually eliminated [Ref. 10]. The attenuation spectrum for this low-water-peak fiber (LWPF), or dry fiber, is shown in Figure 3.4 where it is compared with standard single-mode fiber (SSMF) [Ref. 3].

The LWPF permits the transmission of optical signals over the full 1.260 to 1.675 μm wavelength range with losses less than 0.4 dB km⁻¹ and therefore better facilitates wavelength division multiplexing (see Section 12.9.3). It may also be seen that the optical transmission wavelength band designations are also identified on the wavelength axis of Figure 3.4. These International Telecommunications Union (ITU) spectral band designations for both intermediate-range and long-distance optical fiber communications are indicated by the letters O, E, S, C, L and U, which are defined in Table 3.2 and are in common use in the field. It should be noted that long-haul transmission first took place in the O- and C-bands, subsequently followed by the L-band region. In addition, it is apparent that LWPF has enabled the use of the 1.460 to 1.530 μm window or S-band which is affected by the water peak in SSMF.

Table 3.2  ITU spectral band definitions

<table>
<thead>
<tr>
<th>Name</th>
<th>ITU band</th>
<th>Wavelength range (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original band</td>
<td>O-band</td>
<td>1.260 to 1.360</td>
</tr>
<tr>
<td>Extended band</td>
<td>E-band</td>
<td>1.360 to 1.460</td>
</tr>
<tr>
<td>Short band</td>
<td>S-band</td>
<td>1.460 to 1.530</td>
</tr>
<tr>
<td>Conventional band</td>
<td>C-band</td>
<td>1.530 to 1.565</td>
</tr>
<tr>
<td>Long band</td>
<td>L-band</td>
<td>1.565 to 1.625</td>
</tr>
<tr>
<td>Ultralong band</td>
<td>U-band</td>
<td>1.625 to 1.675</td>
</tr>
</tbody>
</table>
3.4 Linear scattering losses

Linear scattering mechanisms cause the transfer of some or all of the optical power contained within one propagating mode to be transferred linearly (proportionally to the mode power) into a different mode. This process tends to result in attenuation of the transmitted light as the transfer may be to a leaky or radiation mode which does not continue to propagate within the fiber core, but is radiated from the fiber. It must be noted that as with all linear processes, there is no change of frequency on scattering.

Linear scattering may be categorized into two major types: Rayleigh and Mie scattering. Both result from the nonideal physical properties of the manufactured fiber which are difficult and, in certain cases, impossible to eradicate at present.

3.4.1 Rayleigh scattering

Rayleigh scattering is the dominant intrinsic loss mechanism in the low-absorption window between the ultraviolet and infrared absorption tails. It results from inhomogeneities of a random nature occurring on a small scale compared with the wavelength of the light. These inhomogeneities manifest themselves as refractive index fluctuations and arise from density and compositional variations which are frozen into the glass lattice on cooling. The compositional variations may be reduced by improved fabrication, but the index fluctuations caused by the freezing-in of density inhomogeneities are fundamental and cannot be avoided. The subsequent scattering due to the density fluctuations, which is in almost all directions, produces an attenuation proportional to $1/\lambda^4$ following the Rayleigh scattering formula [Ref. 11]. For a single-component glass this is given by:

$$\gamma_R = \frac{8\pi^3}{3\lambda^4} n^6 p^2 \beta c K T_F$$  \hspace{1cm} (3.4)

where $\gamma_R$ is the Rayleigh scattering coefficient, $\lambda$ is the optical wavelength, $n$ is the refractive index of the medium, $p$ is the average photoelastic coefficient, $\beta_c$ is the isothermal compressibility at a fictive temperature $T_F$, and $K$ is Boltzmann’s constant. The fictive temperature is defined as the temperature at which the glass can reach a state of thermal equilibrium and is closely related to the anneal temperature. Furthermore, the Rayleigh scattering coefficient is related to the transmission loss factor (transmissivity) of the fiber $L$ following the relation [Ref. 12]:

$$L = \exp(-\gamma_R L)$$  \hspace{1cm} (3.5)

where $L$ is the length of the fiber. It is apparent from Eq. (3.4) that the fundamental component of Rayleigh scattering is strongly reduced by operating at the longest possible wavelength. This point is illustrated in Example 3.2.
Example 3.2

Silica has an estimated fictive temperature of 1400 K with an isothermal compressibility of $7 \times 10^{-11} \text{ m}^2 \text{ N}^{-1}$ [Ref. 13]. The refractive index and the photoelastic coefficient for silica are 1.46 and 0.286 respectively [Ref. 13]. Determine the theoretical attenuation in decibels per kilometer due to the fundamental Rayleigh scattering in silica at optical wavelengths of 0.63, 1.00 and 1.30 μm. Boltzmann’s constant is $1.381 \times 10^{-21} \text{ J K}^{-1}$.

Solution: The Rayleigh scattering coefficient may be obtained from Eq. (3.4) for each wavelength. However, the only variable in each case is the wavelength, and therefore the constant of proportionality of Eq. (3.4) applies in all cases. Hence:

\[
\gamma_R = \frac{8\pi^2 n^2 p^2 \beta K T_f}{3\lambda^4}
\]

At a wavelength of 0.63 μm:

\[
\gamma_R = \frac{8\pi^2 (1.46)^2 (0.286) \beta (1.381 \times 10^{-23} \times 1400)}{3 \times (0.63)^4} = 1.199 \times 10^{-3} \text{ m}^{-1}
\]

The transmission loss factor for 1 kilometer of fiber may be obtained using Eq. (3.5):

\[
S_{km} = \exp(-\gamma_R L) = \exp(-1.199 \times 10^{-3} \times 10^3)
\]

= 0.301

The attenuation due to Rayleigh scattering in decibels per kilometer may be obtained from Eq. (3.1) where:

\[
\text{Attenuation} = 10 \log_{10}(1/S_{km}) = 10 \log_{10} 3.322 = 5.2 \text{ dB km}^{-1}
\]

At a wavelength of 1.0 μm:

\[
\gamma_R = \frac{1.895 \times 10^{-28} \lambda^4}{10^{-24}} = 1.895 \times 10^{-4} \text{ m}^{-1}
\]

Using Eq. (3.5):

\[
S_{km} = \exp(-1.895 \times 10^{-4} \times 10^3) = \exp(-0.1895)
\]

= 0.827
The theoretical attenuation due to Rayleigh scattering in silica at wavelengths of 0.63, 1.00 and 1.30 μm, from Example 3.2, is 5.2, 0.8 and 0.3 dB km⁻¹ respectively. These theoretical results are in reasonable agreement with experimental work. For instance, a low reported value for Rayleigh scattering in silica at a wavelength of 0.6328 μm is 3.9 dB km⁻¹ [Ref. 13]. However, values of 4.8 dB km⁻¹ [Ref. 14] and 5.4 dB km⁻¹ [Ref. 15] have also been reported. The predicted attenuation due to Rayleigh scattering against wavelength is indicated by a dashed line on the attenuation characteristics shown in Figures 3.1 and 3.3.

### 3.4.2 Mie scattering

Linear scattering may also occur at inhomogeneities which are comparable in size with the guided wavelength. These result from the nonperfect cylindrical structure of the waveguide and may be caused by fiber imperfections such as irregularities in the core-cladding interface, core-cladding refractive index differences along the fiber length, diameter fluctuations, strains and bubbles. When the scattering inhomogeneity size is greater than λ/10, the scattered intensity which has an angular dependence can be very large.

The scattering created by such inhomogeneities is mainly in the forward direction and is called Mie scattering. Depending upon the fiber material, design and manufacture, Mie scattering can cause significant losses. The inhomogeneities may be reduced by:

(a) removing imperfections due to the glass manufacturing process;
(b) carefully controlled extrusion and coating of the fiber;
(c) increasing the fiber guidance by increasing the relative refractive index difference.

By these means it is possible to reduce Mie scattering to insignificant levels.
3.5 Nonlinear scattering losses

Optical waveguides do not always behave as completely linear channels whose increase in output optical power is directly proportional to the input optical power. Several nonlinear effects occur, which in the case of scattering cause disproportionate attenuation, usually at high optical power levels. This nonlinear scattering causes the optical power from one mode to be transferred in either the forward or backward direction to the same, or other modes, at a different frequency. It depends critically upon the optical power density within the fiber and hence only becomes significant above threshold power levels.

The most important types of nonlinear scattering within optical fibers are stimulated Brillouin and Raman scattering, both of which are usually only observed at high optical power densities in long single-mode fibers. These scattering mechanisms in fact give optical gain but with a shift in frequency, thus contributing to attenuation for light transmission at a specific wavelength. However, it may be noted that such nonlinear phenomena can also be used to give optical amplification in the context of integrated optical techniques (see Section 11.7). In addition, these nonlinear processes are explored in further detail both following and in Section 3.14.

3.5.1 Stimulated Brillouin scattering

Stimulated Brillouin scattering (SBS) may be regarded as the modulation of light through thermal molecular vibrations within the fiber. The scattered light appears as upper and lower sidebands which are separated from the incident light by the modulation frequency. The incident photon in this scattering process produces a phonon\(^*\) of acoustic frequency as well as a scattered photon. This produces an optical frequency shift which varies with the scattering angle because the frequency of the sound wave varies with acoustic wavelength. The frequency shift is a maximum in the backward direction, reducing to zero in the forward direction, making SBS a mainly backward process.

As indicated previously, Brillouin scattering is only significant above a threshold power density. Assuming that the polarization state of the transmitted light is not maintained (see Section 3.12), it may be shown \[\text{Ref. 16}\] that the threshold power \(P_B\) is given by:

\[
P_B = 4.4 \times 10^{-3}d^2\lambda^2\alpha_{dB} \nu \text{ watts} \tag{3.6}
\]

where \(d\) and \(\lambda\) are the fiber core diameter and the operating wavelength, respectively, both measured in micrometers, \(\alpha_{dB}\) is the fiber attenuation in decibels per kilometer and \(\nu\) is the source bandwidth (i.e. injection laser) in gigahertz. The expression given in Eq. (3.6) allows the determination of the threshold optical power which must be launched into a single-mode optical fiber before SBS occurs (see Example 3.3).

\* The phonon is a quantum of an elastic wave in a crystal lattice. When the elastic wave has a frequency \(f\), the quantized unit of the phonon has energy \(hf\) joules, where \(h\) is Planck's constant.
3.5.2 Stimulated Raman scattering

Stimulated Raman scattering (SRS) is similar to SBS except that a high-frequency optical phonon rather than an acoustic phonon is generated in the scattering process. Also, SRS can occur in both the forward and backward directions in an optical fiber, and may have an optical power threshold of up to three orders of magnitude higher than the Brillouin threshold in a particular fiber.

Using the same criteria as those specified for the Brillouin scattering threshold given in Eq. (3.6), it may be shown [Ref. 16] that the threshold optical power for SRS \( P_R \) in a long single-mode fiber is given by:

\[
P_R = 5.9 \times 10^{-2} d^2 \lambda \alpha_{\text{dB}} \text{ watts (3.7)}
\]

where \( d \), \( \lambda \) and \( \alpha_{\text{dB}} \) are as specified for Eq. (3.6).

Example 3.3

A long single-mode optical fiber has an attenuation of 0.5 dB km\(^{-1} \) when operating at a wavelength of 1.3 \( \mu \)m. The fiber core diameter is 6 \( \mu \)m and the laser source bandwidth is 600 MHz. Compare the threshold optical powers for stimulated Brillouin and Raman scattering within the fiber at the wavelength specified.

Solution: The threshold optical power for SBS is given by Eq. (3.6) as:

\[
P_B = 4.4 \times 10^{-3} d^2 \lambda^2 \alpha_{\text{dB}} \nu
\]

\[
= 4.4 \times 10^{-3} \times 6^2 \times 1.3^2 \times 0.5 \times 0.6
\]

\[
= 80.3 \text{ mW (3.6)}
\]

The threshold optical power for SRS may be obtained from Eq. (3.7), where:

\[
P_R = 5.9 \times 10^{-2} d^2 \lambda \alpha_{\text{dB}}
\]

\[
= 5.9 \times 10^{-2} \times 6^2 \times 1.3 \times 0.5
\]

\[
= 1.38 \text{ W (3.7)}
\]

In Example 3.3, the Brillouin threshold occurs at an optical power level of around 80 mW while the Raman threshold is approximately 17 times larger. It is therefore apparent that the losses introduced by nonlinear scattering may be avoided by use of a suitable optical signal level (i.e. working below the threshold optical powers). However, it must be noted that the Brillouin threshold has been reported [Ref. 17] as occurring at optical powers as low as 10 mW in single-mode fibers. Nevertheless, this is still a high power level for optical communications and may be easily avoided. SBS and SRS are not usually observed in multimode fibers because their relatively large core diameters make the threshold optical power levels extremely high. Moreover, it should be noted that the threshold optical powers for both these scattering mechanisms may be increased by suitable adjustment of the other parameters in Eqs (3.6) and (3.7). In this context, operation at the longest possible wavelength is advantageous although this may be offset by the reduced fiber attenuation (from Rayleigh scattering and material absorption) normally obtained.
3.6 Fiber bend loss

Optical fibers suffer radiation losses at bends or curves on their paths. This is due to the energy in the evanescent field at the bend exceeding the velocity of light in the cladding and hence the guidance mechanism is inhibited, which causes light energy to be radiated from the fiber. An illustration of this situation is shown in Figure 3.5. The part of the mode which is on the outside of the bend is required to travel faster than that on the inside so that a wavefront perpendicular to the direction of propagation is maintained. Hence, part of the mode in the cladding needs to travel faster than the velocity of light in that medium. As this is not possible, the energy associated with this part of the mode is lost through radiation. The loss can generally be represented by a radiation attenuation coefficient which has the form [Ref. 18]:

$$\alpha_r = c_1 \exp(-c_2 R)$$

where $R$ is the radius of curvature of the fiber bend and $c_1$, $c_2$ are constants which are independent of $R$. Furthermore, large bending losses tend to occur in multimode fibers at a critical radius of curvature $R_c$ which may be estimated from [Ref. 19]:

$$R_c \approx \frac{3n_1^2\lambda}{4\pi(n_1^2 - n_2^2)^2}$$  \hspace{1cm} (3.8)

It may be observed from the expression given in Eq. (3.8) that potential macrobending losses may be reduced by:

(a) designing fibers with large relative refractive index differences;
(b) operating at the shortest wavelength possible.

![Figure 3.5](image-url) An illustration of the radiation loss at a fiber bend. The part of the mode in the cladding outside the dashed arrowed line may be required to travel faster than the velocity of light in order to maintain a plane wavefront. Since it cannot do this, the energy contained in this part of the mode is radiated away.
The above criteria for the reduction of bend losses also apply to single-mode fibers. One theory [Ref. 20], based on the concept of a single quasi-guided mode, provides an expression from which the critical radius of curvature for a single-mode fiber $R_{cs}$ can be estimated as:

$$R_{cs} = \frac{20\lambda}{(n_1 - n_2)^2 \left(2.748 - 0.996 \frac{\lambda}{\lambda_c}\right)^3}$$  \hspace{1cm} (3.9)$$

where $\lambda_c$ is the cutoff wavelength for the single-mode fiber. Hence again, for a specific single-mode fiber (i.e. a fixed relative index difference and cutoff wavelength), the critical wavelength of the radiated light becomes progressively shorter as the bend radius is decreased. The effect of this factor and that of the relative refractive index difference on the critical bending radius is demonstrated in the following example.

**Example 3.4**

Two step index fibers exhibit the following parameters:

(a) a multimode fiber with a core refractive index of 1.500, a relative refractive index difference of 3% and an operating wavelength of $0.82 \ \mu m$;

(b) an $8 \ \mu m$ core diameter single-mode fiber with a core refractive index the same as (a), a relative refractive index difference of 0.3% and an operating wavelength of $1.55 \ \mu m$.

Estimate the critical radius of curvature at which large bending losses occur in both cases.

**Solution:** (a) The relative refractive index difference is given by Eq. (2.9) as:

$$\Delta = \frac{n_2^2 - n_1^2}{2n_1^2}$$

Hence:

$$n_2^2 = n_1^2 - 2\Delta n_1^2 = 2.250 - 0.06 \times 2.250 = 2.115$$

Using Eq. (3.8) for the multimode fiber critical radius of curvature:

$$R_c = \frac{3n_2^2\lambda}{4\pi(n_1^2 - n_2^2)^{3/2}} = \frac{3 \times 2.250 \times 0.82 \times 10^{-6}}{4\pi \times (0.135)^{3/2}} = 9 \ \mu m$$

(b) Again, from Eq. (2.9):
Example 3.4 shows that the critical radius of curvature for guided modes can be made extremely small (e.g. 9 μm), although this may be in conflict with the preferred design and operational characteristics. Nevertheless, for most practical purposes, the critical radius of curvature is relatively small (even when considering the case of a long-wavelength single-mode fiber, it was found to be around 34 mm) to avoid severe attenuation of the guided mode(s) at fiber bends. However, modes propagating close to cutoff, which are no longer fully guided within the fiber core, may radiate at substantially larger radii of curvature. Thus it is essential that sharp bends, with a radius of curvature approaching the critical radius, are avoided when optical fiber cables are installed. Finally, it is important that microscopic bends with radii of curvature approximating to the fiber radius are not produced in the fiber cabling process. These so-called microbends, which can cause significant losses from cabled fiber, are discussed further in Section 4.7.1.

### 3.7 Mid-infrared and far-infrared transmission

In the near-infrared region of the optical spectrum, fundamental silica fiber attenuation is dominated by Rayleigh scattering and multiphonon absorption from the infrared absorption edge (see Figure 3.2). Therefore, the total loss decreases as the operational transmission wavelength increases until a crossover point is reached around a wavelength of 1.55 μm where the total fiber loss again increases because at longer wavelengths the loss is dominated by the phonon absorption edge. Since the near fundamental attenuation limits for near-infrared silicate class fibers have been achieved, more recently researchers have turned their attention to the mid-infrared (2 to 5 μm) and the far-infrared (8 to 12 μm) optical wavelengths.

\[ n_2^2 = n_1^2 - 2\Delta n_1^2 = 2.250 - (0.006 \times 2.250) = 2.237 \]

The cutoff wavelength for the single-mode fiber is given by Eq. (2.98) as:

\[ \lambda_c = \frac{2\pi n_1 (2\Delta)^{\frac{1}{2}}}{2.405} \]

\[ = \frac{2\pi \times 4 \times 10^{-6} \times 1.500 (0.06)^{\frac{1}{2}}}{2.405} \]

\[ = 1.214 \text{ μm} \]

Substituting into Eq. (3.9) for the critical radius of curvature for the single-mode fiber gives:

\[ R_{cs} = \frac{20 \times 1.55 \times 10^{-6}}{(0.043)^{\frac{1}{2}}} \left( 2.748 - \frac{0.996 \times 1.55 \times 10^{-6}}{1.214 \times 10^{-6}} \right)^{-3} \]

\[ = 34 \text{ mm} \]
In order to obtain lower loss fibers it is necessary to produce glasses exhibiting longer infrared cutoff wavelengths. Potentially, much lower losses can be achieved if the transmission window of the material can be extended further into the infrared by utilizing constituent atoms of higher atomic mass and if it can be drawn into fiber exhibiting suitable strength and chemical durability. The reason for this possible loss reduction is due to Rayleigh scattering which displays a \( \lambda^{-4} \) dependence and hence becomes much reduced as the wavelength is increased. For example, the scattering loss is reduced by a factor of 16 when the optical wavelength is doubled. Thus it may be possible to obtain losses of the order of 0.01 dB km\(^{-1}\) at a wavelength of 2.55 \( \mu \)m, with even lower losses at wavelengths of between 3 and 5 \( \mu \)m [Ref. 21].

Candidate glass-forming systems for mid-infrared transmission are fluoride, fluoride–chloride, chalcogenide and oxide. In particular, oxide glasses such as Al\(_2\)O\(_3\) (i.e. sapphire) offer a near equivalent transmittance range to many of the fluoride glasses and have benefits of high melting points, chemical inertness, and the ability to be readily melted and grown in air. Chalcogenide glasses, which generally comprise one or more elements Ge, Si, As and Sb, are capable of optical transmission in both the mid-infrared and far-infrared regions. A typical chalcogenide fiber glass is therefore arsenide trisulfide (As\(_5\)S\(_3\)). However, research activities into far-infrared transmission using chalcogenide glasses, halide glasses, polycrystalline halide fibers (e.g. silver and thallium) and hollow glass waveguides are primarily concerned with radiometry, infrared imaging, optical wireless, optical sensing and optical power transmission rather than telecommunications [Refs 22, 23].

Research activities into ultra-low-loss fibers for long-haul repeaterless communications in the 1980s and early 1990s centered on the fluorozirconates, with zirconium fluoride (ZrF\(_4\)) as the major constituent, and fluorides of barium, lanthanum, aluminum, gadolinium, sodium, lithium and occasionally lead added as modifiers and stabilizers [Ref. 24]. Such alkali additives improve the glass stability and working characteristics. Moreover, the two most popular heavy metal fluoride glasses for fabrication into fiber are fluorozirconate and fluoroaluminate glasses [Ref. 4]. Extensive work has been undertaken on a common fluorozirconate system comprising ZrF\(_4\)-BaF\(_2\)-LaF\(_3\)-AlF\(_3\)-NaF which forms ZBLAN, while an important fluoroaluminate comprises AlF\(_3\)-ZrF\(_4\)-BaF\(_2\)-CaF\(_3\)-YF\(_3\). Although ZBLAN can theoretically provide for the lowest transmission losses over the mid-infrared wavelength region, it has a significantly lower glass transition (melting) temperature than the fluoroaluminate glass and is therefore less durable when subject to both thermal and mechanical perturbations.

The fabrication of low-loss, long-length fluoride fibers presents a basic problem with reducing the extrinsic losses which remains to be resolved [Refs 4, 25]. In practice, however, the most critical and difficult problems are associated with the minimization of the scattering losses resulting from extrinsic factors such as defects, waveguide imperfections and radiation caused by mechanical deformation. The estimated losses of around 0.01 dB km\(^{-1}\) at a wavelength of 2.55 \( \mu \)m for ZrF\(_4\)-based fibers are derived from an extrapolation of the intrinsic losses due to ultraviolet and infrared absorptions together with Rayleigh scattering [Ref. 21]. Moreover, refinements of scattering loss have increased this loss value slightly to 0.024 dB km\(^{-1}\) which is still around eight times lower than that of a silica fiber [Ref. 26]. Nevertheless, practical fiber losses remain much higher, as may be observed from the attenuation spectra for the common mid- and far-infrared fibers shown in Figure 3.6 in which the fluoride fiber (ZBLAN) is exhibiting a loss of several decibels per kilometer [Ref. 4].
The loss spectrum for a single-crystal sapphire fiber which also transmits in the mid-infrared is also shown in Figure 3.6. Although they have robust physical properties, including a Young’s modulus six times greater as well as a thermal expansion some ten times higher than that of silica, these fibers lend themselves to optical power delivery applications [Ref. 27], not specifically optical communications. Chalcogenide glasses which have their lowest losses over both the mid- and far-infrared ranges are very stable, durable and insensitive to moisture. Arsenic trisulfide fiber, being one of the simplest, has a spectral range from 0.7 to around 6 μm. Hence it has a cut off at long wavelength significantly before the chalcogenide fibers containing heavier elements such as Te, Ge and Se, an attenuation spectrum for the latter being incorporated in Figure 3.6. In general, chalcogenide glass fibers have proved to be useful in areas such as optical sensing, infrared imaging and for the production of fiber infrared lasers and amplifiers.

The loss spectrum for the polycrystalline fiber AgBrCl is also displayed in Figure 3.6. Although these fibers are transmissive over the entire far-infrared wavelength region and they were initially considered to hold significant potential as ultra-low-loss fibers because their intrinsic losses were estimated to be around $10^{-3}$ dB m$^{-1}$ [Ref. 4], they are mechanically weak in comparison with silica fibers. In addition, the estimated low losses are far from being achieved, with experimental loss values being not even close to the predicted minimum as can be observed in Figure 3.6. Furthermore, polycrystalline fibers plastically deform resulting in increased transmission loss well before they fracture.

Finally, a hollow glass waveguide spectral characteristic is also shown in Figure 3.6. This hollow glass tube with a 530 μm bore was designed for optimum response at a transmission wavelength of 10 μm [Ref. 4]. Such hollow glass waveguides have been successfully employed for infrared laser power delivery at both 2.94 μm (Er:YAG laser) and 10.6 μm (CO$_2$ laser) [Ref. 28]. In summary, the remaining limitations of high loss (in comparison with theory) and low strength have inhibited the prospect of long-distance
mid- or far-infrared transmission for communications for even the most promising fluoride fibers, while a range of alternative nontelecommunications applications for the various fiber and waveguide types have been developed.

### 3.8 Dispersion

Dispersion of the transmitted optical signal causes distortion for both digital and analog transmission along optical fibers. When considering the major implementation of optical fiber transmission which involves some form of digital modulation, then dispersion mechanisms within the fiber cause broadening of the transmitted light pulses as they travel along the channel. The phenomenon is illustrated in Figure 3.7, where it may be observed that each pulse broadens and overlaps with its neighbors, eventually becoming indistinguishable at the receiver input. The effect is known as intersymbol interference (ISI). Thus an increasing number of errors may be encountered on the digital optical channel as the ISI becomes more pronounced. The error rate is also a function of the signal attenuation on the link and the subsequent signal-to-noise ratio (SNR) at the receiver. This factor is not pursued further here but is considered in detail in Section 12.6.3. However, signal dispersion alone limits the maximum possible bandwidth attainable with a particular optical fiber to the point where individual symbols can no longer be distinguished.

For no overlapping of light pulses down on an optical fiber link the digital bit rate $B_T$ must be less than the reciprocal of the broadened (through dispersion) pulse duration ($2\tau$). Hence:

$$B_T \leq \frac{1}{2\tau} \quad \text{(3.10)}$$

This assumes that the pulse broadening due to dispersion on the channel is $\tau$ which dictates the input pulse duration which is also $\tau$. Hence Eq. (3.10) gives a conservative estimate of the maximum bit rate that may be obtained on an optical fiber link as $1/2\tau$.

Another more accurate estimate of the maximum bit rate for an optical channel with dispersion may be obtained by considering the light pulses at the output to have a Gaussian shape with an rms width of $\sigma$. Unlike the relationship given in Eq. (3.10), this analysis allows for the existence of a certain amount of signal overlap on the channel, while avoiding any SNR penalty which occurs when ISI becomes pronounced. The maximum bit rate is given approximately by (see Appendix B):

$$B_T(\max) = \frac{0.2}{\sigma} \text{ bit s}^{-1} \quad \text{(3.11)}$$

It must be noted that certain sources [Refs 29, 30] give the constant term in the numerator of Eq. (3.11) as 0.25. However, we take the slightly more conservative estimate given, following Olshansky [Ref. 11] and Gambling et al. [Ref. 31]. Equation (3.11) gives a reasonably good approximation for other pulse shapes which may occur on the channel resulting from the various dispersive mechanisms within the fiber. Also, $\sigma$ may be
The conversion of bit rate to bandwidth in hertz depends on the digital coding format used. For metallic conductors when a nonreturn-to-zero code is employed, the binary 1 level is held for the whole bit period $\tau$. In this case there are two bit periods in one wavelength (i.e. 2 bits per second per hertz), as illustrated in Figure 3.8(a). Hence the maximum bandwidth $B$ is one-half the maximum data rate or:

$$B_{T(max)} = 2B$$

(3.12)

However, when a return-to-zero code is considered, as shown in Figure 3.8(b), the binary 1 level is held for only part (usually half) of the bit period. For this signaling scheme the
The data rate is equal to the bandwidth in hertz (i.e. 1 bit per second per hertz) and thus $B_T = B$. The bandwidth $B$ for metallic conductors is also usually defined by the electrical 3 dB points (i.e. the frequencies at which the electric power has dropped to one-half of its constant maximum value). However, when the 3 dB optical bandwidth of a fiber is considered it is significantly larger than the corresponding 3 dB electrical bandwidth for the reasons discussed in Section 7.4.3. Hence, when the limitations in the bandwidth of a fiber due to dispersion are stated (i.e. optical bandwidth $B_{opt}$), it is usually with regard to a return to zero code where the bandwidth in hertz is considered equal to the digital bit rate. Within the context of dispersion the bandwidths expressed in this chapter will follow this general criterion unless otherwise stated. However, as is made clear in Section 7.4.3, when electro-optic devices and optical fiber systems are considered it is more usual to state the electrical 3 dB bandwidth, this being the more useful measurement when interfacing an optical fiber link to electrical terminal equipment. Unfortunately, the terms of bandwidth measurement are not always made clear and the reader must be warned that this omission may lead to some confusion when specifying components and materials for optical fiber communication systems.

Figure 3.8 shows the three common optical fiber structures, namely multimode step index, multimode graded index and single-mode step index, while diagrammatically illustrating the respective pulse broadening associated with each fiber type. It may be observed that the multimode step index fiber exhibits the greatest dispersion of a transmitted light pulse and the multimode graded index fiber gives a considerably improved performance. Finally, the single-mode fiber gives the minimum pulse broadening and thus is capable of the greatest transmission bandwidths which are currently in the gigahertz range, whereas transmission via multimode step index fiber is usually limited to bandwidths of a few tens of megahertz. However, the amount of pulse broadening is dependent upon the distance the pulse travels within the fiber, and hence for a given optical fiber link the restriction on usable bandwidth is dictated by the distance between regenerative repeaters (i.e. the
distance the light pulse travels before it is reconstituted). Thus the measurement of the dispersive properties of a particular fiber is usually stated as the pulse broadening in time over a unit length of the fiber (i.e. ns km⁻¹).

Hence, the number of optical signal pulses which may be transmitted in a given period, and therefore the information-carrying capacity of the fiber, is restricted by the amount of pulse dispersion per unit length. In the absence of mode coupling or filtering, the pulse broadening increases linearly with fiber length and thus the bandwidth is inversely proportional to distance. This leads to the adoption of a more useful parameter for the information-carrying capacity of an optical fiber which is known as the bandwidth–length product (i.e. \( B \times L \)). The typical best bandwidth–length products for the three fibers shown in Figure 3.9 are 20 MHz km, 1 GHz km and 100 GHz km for multimode step index, multimode graded index and single-mode step index fibers respectively.

In order to appreciate the reasons for the different amounts of pulse broadening within the various types of optical fiber, it is necessary to consider the dispersive mechanisms involved. These include material dispersion, waveguide dispersion, intermodal dispersion and profile dispersion which are considered in the following sections.

Figure 3.9 Schematic diagram showing a multimode step index fiber, multimode graded index fiber and single-mode step index fiber, and illustrating the pulse broadening due to intermodal dispersion in each fiber type
Example 3.5
A multimode graded index fiber exhibits total pulse broadening of 0.1 μs over a distance of 15 km. Estimate:

(a) the maximum possible bandwidth on the link assuming no intersymbol interference;
(b) the pulse dispersion per unit length;
(c) the bandwidth–length product for the fiber.

Solution: (a) The maximum possible optical bandwidth which is equivalent to the maximum possible bit rate (for return to zero pulses) assuming no ISI may be obtained from Eq. (3.10), where:

\[ B_{\text{opt}} = B_T = \frac{1}{2\tau} = \frac{1}{0.2 \times 10^{-6}} = 5 \text{ MHz} \]

(b) The dispersion per unit length may be acquired simply by dividing the total dispersion by the total length of the fiber:

\[ \text{Dispersion} = \frac{0.1 \times 10^{-6}}{15} = 6.67 \text{ ns km}^{-1} \]

(c) The bandwidth–length product may be obtained in two ways. Firstly by simply multiplying the maximum bandwidth for the fiber link by its length. Hence:

\[ B_{\text{opt}}L = 5 \text{ MHz} \times 15 \text{ km} = 75 \text{ MHz km} \]

Alternatively, it may be obtained from the dispersion per unit length using Eq. (3.10) where:

\[ B_{\text{opt}}L = \frac{1}{2 \times 6.67 \times 10^{-6}} = 75 \text{ MHz km} \]

3.9 Chromatic dispersion
Chromatic or intramodal dispersion may occur in all types of optical fiber and results from the finite spectral linewidth of the optical source. Since optical sources do not emit just a single frequency but a band of frequencies (in the case of the injection laser corresponding to only a fraction of a percent of the center frequency, whereas for the LED it is likely to be a significant percentage), then there may be propagation delay differences between the
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different spectral components of the transmitted signal. This causes broadening of each transmitted mode and hence intramodal dispersion. The delay differences may be caused by the dispersive properties of the waveguide material (material dispersion) and also guidance effects within the fiber structure (waveguide dispersion).

3.9.1 Material dispersion

Pulse broadening due to material dispersion results from the different group velocities of the various spectral components launched into the fiber from the optical source. It occurs when the phase velocity of a plane wave propagating in the dielectric medium varies nonlinearly with wavelength, and a material is said to exhibit material dispersion when the second differential of the refractive index with respect to wavelength is not zero (i.e. \( \frac{d^2n}{d\lambda^2} \neq 0 \)). The pulse spread due to material dispersion may be obtained by considering the group delay \( \tau_g \) in the optical fiber which is the reciprocal of the group velocity \( \nu_g \) defined by Eqs (2.37) and (2.40). Hence the group delay is given by:

\[
\tau_g = \frac{d\beta}{d\omega} = \frac{1}{c} \left( n_1 - \lambda \frac{dn_1}{d\lambda} \right) \tag{3.13}
\]

where \( n_1 \) is the refractive index of the core material. The pulse delay \( \tau_m \) due to material dispersion in a fiber of length \( L \) is therefore:

\[
\tau_m = \frac{L}{c} \left( n_1 - \lambda \frac{dn_1}{d\lambda} \right) \tag{3.14}
\]

For a source with rms spectral width \( \sigma_\lambda \) and a mean wavelength \( \lambda \), the rms pulse broadening due to material dispersion \( \sigma_m \) may be obtained from the expansion of Eq. (3.14) in a Taylor series about \( \lambda \) where:

\[
\sigma_m = \sigma_\lambda \frac{d\tau_m}{d\lambda} + \sigma_\lambda \frac{2d^2\tau_m}{d\lambda^2} + \ldots \tag{3.15}
\]

As the first term in Eq. (3.15) usually dominates, especially for sources operating over the 0.8 to 0.9 \( \mu \text{m} \) wavelength range, then:

\[
\sigma_m \approx \sigma_\lambda \frac{d\tau_m}{d\lambda} \tag{3.16}
\]

Hence the pulse spread may be evaluated by considering the dependence of \( \tau_m \) on \( \lambda \), where from Eq. (3.14):

\[
\frac{d\tau_m}{d\lambda} = \frac{L\lambda}{c} \left[ \frac{dn_1}{d\lambda} - \frac{d^2n_1}{d\lambda^2} \frac{d\lambda}{d\lambda} \right] = \frac{-L\lambda}{c} \frac{d^2n_1}{d\lambda^2} \tag{3.17}
\]
Chromatic dispersion

Therefore, substituting the expression obtained in Eq. (3.17) into Eq. (3.16), the rms pulse broadening due to material dispersion is given by:

\[ \sigma_m \approx \frac{\sigma_i L}{c} \left| \frac{\lambda}{c} \frac{d^2 n_1}{d\lambda^2} \right| \quad (3.18) \]

The material dispersion for optical fibers is sometimes quoted as a value for \( |\lambda^2(d^2n_1/d\lambda^2)| \) or simply \( |d^2n_1/d\lambda^2| \).

However, it may be given in terms of a material dispersion parameter \( M \) which is defined as:

\[ M = \frac{1}{L} \frac{d\tau_m}{d\lambda} = \frac{\lambda}{c} \left| \frac{d^2 n_1}{d\lambda^2} \right| \quad (3.19) \]

and which is often expressed in units of ps nm\(^{-1}\) km\(^{-1}\).

**Example 3.6**

A glass fiber exhibits material dispersion given by \( |\lambda^2(d^2n_1/d\lambda^2)| \) of 0.025. Determine the material dispersion parameter at a wavelength of 0.85 \( \mu \)m, and estimate the rms pulse broadening per kilometer for a good LED source with an rms spectral width of 20 nm at this wavelength.

**Solution:** The material dispersion parameter may be obtained from Eq. (3.19):

\[ M = \frac{\lambda}{c} \left| \frac{d^2 n_1}{d\lambda^2} \right| \]

\[ = \frac{0.025}{2.998 \times 10^8 \times 850} \text{ s nm}^{-1} \text{ km}^{-1} \]
\[ = 98.1 \text{ ps nm}^{-1} \text{ km}^{-1} \]

The rms pulse broadening is given by Eq. (3.18) as:

\[ \sigma_m \approx \frac{\sigma_i L}{c} \left| \frac{\lambda}{c} \frac{d^2 n_1}{d\lambda^2} \right| \]

Therefore in terms of the material dispersion parameter \( M \) defined by Eq. (3.19):

\[ \sigma_m \approx \sigma_i L M \]

Hence, the rms pulse broadening per kilometer due to material dispersion:

\[ \sigma_m(1 \text{ km}) = 20 \times 1 \times 98.1 \times 10^{-12} = 1.96 \text{ ns km}^{-1} \]
Figure 3.10 shows the variation of the material dispersion parameter $M$ with wavelength for pure silica [Ref. 32]. It may be observed that the material dispersion tends to zero in the longer wavelength region around 1.3 $\mu$m (for pure silica). This provides an additional incentive (other than low attenuation) for operation at longer wavelengths where the material dispersion may be minimized. Also, the use of an injection laser with a narrow spectral width rather than an LED as the optical source leads to a substantial reduction in the pulse broadening due to material dispersion, even in the shorter wavelength region.

**Example 3.7**

Estimate the rms pulse broadening per kilometer for the fiber in Example 3.6 when the optical source used is an injection laser with a relative spectral width $\sigma_\lambda/\lambda$ of 0.0012 at a wavelength of 0.85 $\mu$m.

Solution: The rms spectral width may be obtained from the relative spectral width by:

$$\sigma_\lambda = 0.0012\lambda = 0.0012 \times 0.85 \times 10^{-6}$$

$$= 1.02 \text{ nm}$$

The rms pulse broadening in terms of the material dispersion parameter following Example 3.6 is given by:

$$\sigma_m = \sigma_\lambda L M$$
3.9.2 Waveguide dispersion

The waveguiding of the fiber may also create chromatic dispersion. This results from the variation in group velocity with wavelength for a particular mode. Considering the ray theory approach, it is equivalent to the angle between the ray and the fiber axis varying with wavelength which subsequently leads to a variation in the transmission times for the rays, and hence dispersion. For a single mode whose propagation constant is $\beta$, the fiber exhibits waveguide dispersion when $\frac{d^2\beta}{d\lambda^2} \neq 0$. Multimode fibers, where the majority of modes propagate far from cutoff, are almost free of waveguide dispersion and it is generally negligible compared with material dispersion ($\approx 0.1$ to $0.2$ ns km$^{-1}$) [Ref. 32]. However, with single-mode fibers where the effects of the different dispersion mechanisms are not easy to separate, waveguide dispersion may be significant (see Section 3.11.2).

3.10 Intermodal dispersion

Pulse broadening due to intermodal dispersion (sometimes referred to simply as modal or mode dispersion) results from the propagation delay differences between modes within a multimode fiber. As the different modes which constitute a pulse in a multimode fiber travel along the channel at different group velocities, the pulse width at the output is dependent upon the transmission times of the slowest and fastest modes. This dispersion mechanism creates the fundamental difference in the overall dispersion for the three types of fiber shown in Figure 3.9. Thus multimode step index fibers exhibit a large amount of intermodal dispersion which gives the greatest pulse broadening. However, intermodal dispersion in multimode fibers may be reduced by adoption of an optimum refractive index profile which is provided by the near-parabolic profile of most graded index fibers. Hence, the overall pulse broadening in multimode graded index fibers is far less than that obtained in multimode step index fibers (typically by a factor of 100). Thus graded index fibers used with a multimode source give a tremendous bandwidth advantage over multimode step index fibers.

Under purely single-mode operation there is no intermodal dispersion and therefore pulse broadening is solely due to the intramodal dispersion mechanisms. In theory, this is the case with single-mode step index fibers where only a single mode is allowed to propagate. Hence they exhibit the least pulse broadening and have the greatest possible bandwidths, but in general are only usefully operated with single-mode sources.
In order to obtain a simple comparison for intermodal pulse broadening between multimode step index and multimode graded index fibers, it is useful to consider the geometric optics picture for the two types of fiber.

### 3.10.1 Multimode step index fiber

Using the ray theory model, the fastest and slowest modes propagating in the step index fiber may be represented by the axial ray and the extreme meridional ray (which is incident at the core–cladding interface at the critical angle \( \phi_c \)) respectively. The paths taken by these two rays in a perfectly structured step index fiber are shown in Figure 3.11. The delay difference between these two rays when traveling in the fiber core allows estimation of the pulse broadening resulting from intermodal dispersion within the fiber. As both rays are traveling at the same velocity within the constant refractive index fiber core, then the delay difference is directly related to their respective path lengths within the fiber. Hence the time taken for the axial ray to travel along a fiber of length \( L \) gives the minimum delay time \( T_{\text{Min}} \) and:

\[
T_{\text{Min}} = \frac{\text{distance}}{\text{velocity}} = \frac{L}{(c/n_1)} = \frac{L n_1}{c} \tag{3.20}
\]

where \( n_1 \) is the refractive index of the core and \( c \) is the velocity of light in a vacuum.

The extreme meridional ray exhibits the maximum delay time \( T_{\text{Max}} \) where:

\[
T_{\text{Max}} = \frac{L/cos \theta}{c/n_1} = \frac{L n_1}{c \cos \theta} \tag{3.21}
\]

Using Snell’s law of refraction at the core–cladding interface following Eq. (2.2):

\[
\sin \phi_c = \frac{n_2}{n_1} = \cos \theta \tag{3.22}
\]

![Figure 3.11](image-url) The paths taken by the axial and an extreme meridional ray in a perfect multimode step index fiber
where $n_2$ is the refractive index of the cladding. Furthermore, substituting into Eq. (3.21) for $\cos \theta$ gives:

$$T_{\text{Max}} = \frac{L n_1^2}{c n_2}$$  \hspace{1cm} (3.23)

The delay difference $\delta T_s$ between the extreme meridional ray and the axial ray may be obtained by subtracting Eq. (3.20) from Eq. (3.23). Hence:

$$\delta T_s = T_{\text{Max}} - T_{\text{Min}} = \frac{L n_1^2}{c n_2} - \frac{L n_1}{c}$$  \hspace{1cm} (3.24)

$$= \frac{L n_1^2}{c n_2} \left( \frac{n_1 - n_2}{n_1} \right)$$

$$= \frac{L n_1^2 \Delta}{c n_2} \quad \text{when } \Delta \ll 1$$  \hspace{1cm} (3.25)

where $\Delta$ is the relative refractive index difference. However, when $\Delta \ll 1$, then from the definition given by Eq. (2.9), the relative refractive index difference may also be given approximately by:

$$\Delta = \frac{n_1 - n_2}{n_2}$$  \hspace{1cm} (3.26)

Hence rearranging Eq. (3.24):

$$\delta T_s = \frac{L n_1}{c} \left( \frac{n_1 - n_2}{n_2} \right) = \frac{L n_1 \Delta}{c}$$  \hspace{1cm} (3.27)

Also substituting for $\Delta$ from Eq. (2.10) gives:

$$\delta T_s = \frac{L (NA)^2}{2 n_1 c}$$  \hspace{1cm} (3.28)

where $NA$ is the numerical aperture for the fiber. The approximate expressions for the delay difference given in Eqs (3.27) and (3.28) are usually employed to estimate the maximum pulse broadening in time due to intermodal dispersion in multimode step index fibers. It must be noted that this simple analysis only considers pulse broadening due to meridional rays and totally ignores skew rays with acceptance angles $\theta_{sk} > \theta_s$ (see Section 2.2.4).

Again considering the perfect step index fiber, another useful quantity with regard to intermodal dispersion on an optical fiber link is the rms pulse broadening resulting from this dispersion mechanism along the fiber. When the optical input to the fiber is a pulse $p_i(t)$ of unit area, as illustrated in Figure 3.12, then [Ref. 33]:

$$\int_{-\infty}^{\infty} p_i(t) \, dt = 1$$  \hspace{1cm} (3.29)
It may be noted that $p_i(t)$ has a constant amplitude of $1/\delta T_s$ over the range:

$$-\frac{\delta T_s}{2} \leq p(t) \leq \frac{\delta T_s}{2}$$

The rms pulse broadening at the fiber output due to intermodal dispersion for the multimode step index fiber $\sigma_s$ (i.e. the standard deviation) may be given in terms of the variance $\sigma_s^2$ as (see Appendix C):

$$\sigma_s^2 = M_2 - M_1^2$$  \hspace{1cm} (3.30)

where $M_1$ is the first temporal moment which is equivalent to the mean value of the pulse and $M_2$, the second temporal moment, is equivalent to the mean square value of the pulse. Hence:

$$M_1 = \int_{-\infty}^{\infty} t p_i(t) \, dt$$  \hspace{1cm} (3.31)

and:

$$M_2 = \int_{-\infty}^{\infty} t^2 p_i(t) \, dt$$  \hspace{1cm} (3.32)

The mean value $M_1$ for the unit input pulse of Figure 3.12 is zero, and assuming this is maintained for the output pulse, then from Eqs (3.30) and (3.32):

$$\sigma_s^2 = M_2 = \int_{-\infty}^{\infty} t^2 p_i(t) \, dt$$  \hspace{1cm} (3.33)
Integrating over the limits of the input pulse (Figure 3.12) and substituting for $p_i(t)$ in Eq. (3.33) over this range gives:

$$\sigma_s^2 = \int_{-\delta T_s/2}^{\delta T_s/2} \frac{1}{\delta T_s} t^2 \, dt$$

$$= \frac{1}{\delta T_s} \left[ \frac{t^3}{3} \right]_{-\delta T_s/2}^{\delta T_s/2} = \frac{1}{3} \left( \frac{\delta T_s}{2} \right)^2$$

(3.34)

Hence substituting from Eq. (3.27) for $\delta T_s$ gives:

$$\sigma_s = \frac{\ln \Delta}{2\sqrt{3}c} \approx \frac{L(NA)^2}{4\sqrt{3}n_1c}$$

(3.35)

Equation (3.35) allows estimation of the rms impulse response of a multimode step index fiber if it is assumed that intermodal dispersion dominates and there is a uniform distribution of light rays over the range $0 \leq \theta \leq \theta_a$. The pulse broadening is directly proportional to the relative refractive index difference $\Delta$ and the length of the fiber $L$. The latter emphasizes the bandwidth-length trade-off that exists, especially with multimode step index fibers, and which inhibits their use for wideband long-haul (between repeaters) systems. Furthermore, the pulse broadening is reduced by reduction of the relative refractive index difference $\Delta$ for the fiber. This suggests that weakly guiding fibers (see Section 2.4.1) with small $\Delta$ are best for low-dispersion transmission. However, as may be seen from Eq. (3.35) this is also subject to a trade-off as a reduction in $\Delta$ reduces the acceptance angle $\theta_a$ and the NA, thus worsening the launch conditions.

**Example 3.8**

A 6 km optical link consists of multimode step index fiber with a core refractive index of 1.5 and a relative refractive index difference of 1%. Estimate:

(a) the delay difference between the slowest and fastest modes at the fiber output;
(b) the rms pulse broadening due to intermodal dispersion on the link;
(c) the maximum bit rate that may be obtained without substantial errors on the link assuming only intermodal dispersion;
(d) the bandwidth–length product corresponding to (c).

Solution: (a) The delay difference is given by Eq. (3.27) as:

$$\delta T_s = \frac{\ln \Delta}{c} = \frac{6 \times 10^3 \times 1.5 \times 0.01}{2.998 \times 10^8}$$

$$= 300 \text{ ns}$$
Intermodal dispersion may be reduced by propagation mechanisms within practical fibers. For instance, there is differential attenuation of the various modes in a step index fiber. This is due to the greater field penetration of the higher order modes into the cladding of the waveguide. These slower modes therefore exhibit larger losses at any core-cladding irregularities, which tends to concentrate the transmitted optical power into the faster lower order modes. Thus the differential attenuation of modes reduces intermodal pulse broadening on a multimode optical link.

Another mechanism which reduces intermodal pulse broadening in nonperfect (i.e. practical) multimode fibers is the mode coupling or mixing discussed in Section 2.4.2. The coupling between guided modes transfers optical power from the slower to the faster modes, and vice versa. Hence, with strong coupling the optical power tends to be transmitted at an average speed, which is the mean of the various propagating modes. This reduces the intermodal dispersion on the link and makes it advantageous to encourage mode coupling within multimode fibers.

(b) The rms pulse broadening due to intermodal dispersion may be obtained from Eq. (3.35) where:

$$\sigma_s = \frac{\ln(\Delta)}{2 \sqrt{3} c} = \frac{6 \times 10^3 \times 1.5 \times 0.01}{2 \sqrt{3} \times 2.998 \times 10^8} = 86.7 \text{ ns}$$

(c) The maximum bit rate may be estimated in two ways. Firstly, to get an idea of the maximum bit rate when assuming no pulse overlap, Eq. (3.10) may be used where:

$$B_T(\text{max}) = \frac{1}{2\tau} = \frac{1}{2\delta T_s} = \frac{1}{600 \times 10^{-9}} = 1.7 \text{ Mbit s}^{-1}$$

Alternatively an improved estimate may be obtained using the calculated rms pulse broadening in Eq. (3.11) where:

$$B_T(\text{max}) = \frac{0.2}{\sigma_s} = \frac{0.2}{86.7 \times 10^{-9}} = 2.3 \text{ Mbit s}^{-1}$$

(d) Using the most accurate estimate of the maximum bit rate from (c), and assuming return to zero pulses, the bandwidth-length product is:

$$B_{\text{opt}} \times L = 2.3 \text{ MHz} \times 6 \text{ km} = 13.8 \text{ MHz km}$$
The expression for delay difference given in Eq. (3.27) for a perfect step index fiber may be modified for the fiber with mode coupling among all guided modes to [Ref. 34]:

$$\delta T_{sc} = \frac{n_1\Delta}{c} (L L_c)^{\frac{1}{2}}$$ (3.36)

where $L_c$ is a characteristic length for the fiber which is inversely proportional to the coupling strength. Hence, the delay difference increases at a slower rate proportional to $(L L_c)^{\frac{1}{2}}$ instead of the direct proportionality to $L$ given in Eq. (3.27). However, the most successful technique for reducing intermodal dispersion in multimode fibers is by grading the core refractive index to follow a near-parabolic profile. This has the effect of equalizing the transmission times of the various modes as discussed in the following section.

### 3.10.2 Multimode graded index fiber

Intermodal dispersion in multimode fibers is minimized with the use of graded index fibers. Hence, multimode graded index fibers show substantial bandwidth improvement over multimode step index fibers. The reason for the improved performance of graded index fibers may be observed by considering the ray diagram for a graded index fiber shown in Figure 3.13. The fiber shown has a parabolic index profile with a maximum at the core axis, as illustrated in Figure 3.13(a). Analytically, the index profile is given by Eq. (2.75) with $\alpha = 2$ as:

$$n(r) = n_1[1 - 2\Delta(r/a)^2]^{\frac{1}{2}} \quad r < a \text{ (core)}$$

$$= n_1(1 - 2\Delta)^{\frac{1}{2}} = n_2 \quad r \geq a \text{ (cladding)}$$

(3.37)

Figure 3.13(b) shows several meridional ray paths within the fiber core. It may be observed that apart from the axial ray, the meridional rays follow sinusoidal trajectories of different path lengths which result from the index grading, as was discussed in Section 2.4.4. However, following Eq. (2.40) the local group velocity is inversely proportional to

![Figure 3.13 A multimode graded index fiber: (a) parabolic refractive index profile; (b) meridional ray paths within the fiber core](image-url)
the local refractive index and therefore the longer sinusoidal paths are compensated for by higher speeds in the lower index medium away from the axis. Hence there is an equalization of the transmission times of the various trajectories towards the transmission time of the axial ray which travels exclusively in the high-index region at the core axis, and at the slowest speed. As these various ray paths may be considered to represent the different modes propagating in the fiber, then the graded profile reduces the disparity in the mode transit times.

The dramatic improvement in multimode fiber bandwidth achieved with a parabolic or near-parabolic refractive index profile is highlighted by consideration of the reduced delay difference between the fastest and slowest modes for this graded index fiber $\delta T_g$. Using a ray theory approach the delay difference is given by [Ref. 35]:

$$\delta T_g = \frac{L n_i \Delta^2}{2c} = \frac{(NA)^4}{8n_i^2 c}$$

(3.38)

As in the step index case, Eq. (2.10) is used for conversion between the two expressions shown.

However, a more rigorous analysis using electromagnetic mode theory gives an absolute temporal width at the fiber output of [Ref. 36, 37]:

$$\delta T_g = \frac{L n_i \Delta^2}{8c}$$

(3.39)

which corresponds to an increase in transmission time for the slowest mode of $\Delta^2/8$ over the fastest mode. The expression given in Eq. (3.39) does not restrict the bandwidth to pulses with time slots corresponding to $\delta T_g$ as 70% of the optical power is concentrated in the first half of the interval. Hence the rms pulse broadening is a useful parameter for assessment of intermodal dispersion in multimode graded index fibers. It may be shown [Ref. 37] that the rms pulse broadening of a near-parabolic index profile graded index fiber $\sigma_g$ is reduced compared with similar broadening for the corresponding step index fiber $\sigma_s$ (i.e. with the same relative refractive index difference) following:

$$\sigma_g = \frac{\Delta}{D} \sigma_s$$

(3.40)

where $D$ is a constant between 4 and 10 depending on the precise evaluation and the exact optimum profile chosen.

The best minimum theoretical intermodal rms pulse broadening for a graded index fiber with an optimum characteristic refractive index profile for the core $\alpha_{opt}$ of [Refs 37, 38]:

$$\alpha_{opt} = 2 - \frac{12\Delta}{5}$$

(3.41)

is given by combining Eqs (3.27) and (3.40) as [Refs 31, 38]:

$$\sigma_g = \frac{L n_i \Delta^2}{20\sqrt{3}c}$$

(3.42)
Example 3.9

Compare the rms pulse broadening per kilometer due to intermodal dispersion for the multimode step index fiber of Example 3.8 with the corresponding rms pulse broadening for an optimum near-parabolic profile graded index fiber with the same core axis refractive index and relative refractive index difference.

Solution: In Example 3.8, $\sigma_s$ over 6 km of fiber is 86.7 ns. Hence the rms pulse broadening per kilometer for the multimode step index fiber is:

$$\frac{\sigma_s(1 \text{ km})}{L} = \frac{86.7}{6} = 14.4 \text{ ns km}^{-1}$$

Using Eq. (3.42), the rms pulse broadening per kilometer for the corresponding graded index fiber is:

$$\sigma_g(1 \text{ km}) = \frac{L \eta_0 \Delta^2}{20\sqrt{3}c} = \frac{10^3 \times 1.5 \times (0.01)^2}{20\sqrt{3} \times 2.998 \times 10^8}$$

$$= 14.4 \text{ ps km}^{-1}$$

Hence, from Example 3.9, the theoretical improvement factor of the graded index fiber in relation to intermodal rms pulse broadening is 1000. However, this level of improvement is not usually achieved in practice due to difficulties in controlling the refractive index profile radially over long lengths of fiber. Any deviation in the refractive index profile from the optimum results in increased intermodal pulse broadening. This may be observed from the curve shown in Figure 3.14, which gives the variation in intermodal pulse broadening ($\delta T_g$) as a function of the characteristic refractive index profile $\alpha$ for typical graded fibers.

![Figure 3.14](image-url)

Figure 3.14  The intermodal pulse broadening $\delta T_g$ for graded index fibers having $\Delta = 1\%$, against the characteristic refractive index profile $\alpha$.
index fibers (where $\Delta = 1\%$). The curve displays a sharp minimum at a characteristic refractive index profile slightly less than 2 ($\alpha = 1.98$). This corresponds to the optimum value of $\alpha$ in order to minimize intermodal dispersion. Furthermore, the extreme sensitivity of the intermodal pulse broadening to slight variations in $\alpha$ from this optimum value is evident. Thus at present improvement factors for practical graded index fibers over corresponding step index fibers with regard to intermodal dispersion are around 100 [Ref. 36].

Another important factor in the determination of the optimum refractive index profile for a graded index fiber is the dispersion incurred due to the difference in refractive index between the fiber core and cladding. It results from a variation in the refractive index profile with optical wavelength in the graded fiber and is often given by a profile dispersion parameter $d\Delta/d\lambda$. Thus the optimized profile at a given wavelength is not necessarily optimized at another wavelength. As all optical fiber sources (e.g. injection lasers and LEDs) have a finite spectral width, the profile shape must be altered to compensate for this dispersion mechanism. Moreover, the minimum overall dispersion for graded index fiber is also limited by the other intramodal dispersion mechanisms (i.e. material and waveguide dispersion). These give temporal pulse broadening of around 0.08 and 1 ns km$^{-1}$ with injection lasers and LEDs respectively. Therefore, practical pulse broadening values for graded index fibers lie in the range 0.2 to 1 ns km$^{-1}$. This gives bandwidth–length products of between 0.5 and 2.5 GHz km when using lasers and optimum profile fiber.

3.10.3 Modal noise

The intermodal dispersion properties of multimode optical fibers (see Sections 3.10.1 and 3.10.2) create another phenomenon which affects the transmitted signals on the optical channel. It is exhibited within the speckle patterns observed in multimode fiber as fluctuations which have characteristic times longer than the resolution time of the detector, and is known as modal or speckle noise. The speckle patterns are formed by the interference of the modes from a coherent source when the coherence time of the source is greater than the intermodal dispersion time $\delta T$ within the fiber. The coherence time for a source with uncorrelated source frequency width $\delta f$ is simply $1/\delta f$. Hence, modal noise occurs when:

$$\delta f \gg \frac{1}{\delta T}$$

(3.43)

Disturbances along the fiber such as vibrations, discontinuities, connectors, splices and source/detector coupling may cause fluctuations in the speckle patterns and hence modal noise. It is generated when the correlation between two or more modes which gives the original interference is differentially delayed by these disturbances. The conditions which give rise to modal noise are therefore specified as:

(a) a coherent source with a narrow spectral width and long coherence length (propagation velocity multiplied by the coherence time);
(b) disturbances along the fiber which give differential mode delay or modal and spatial filtering;
(c) phase correlation between the modes.
Measurements [Ref. 39] of rms signal to modal noise ratio using good narrow-linewidth injection lasers show large signal-to-noise ratio penalties under the previously mentioned conditions. The measurements were carried out by misaligning connectors to create disturbances. They gave carrier to noise ratios reduced by around 10 dB when the attenuation at each connector was 20 dB due to substantial axial misalignment.

Modal noise may be avoided by removing one of the conditions (they must all be present) which give rise to this degradation. Hence modal-noise-free transmission may be obtained by the following:

1. The use of a broad spectrum source in order to eliminate the modal interference effects. This may be achieved by either (a) increasing the width of the single longitudinal mode and hence decreasing its coherence time or (b) by increasing the number of longitudinal modes and averaging out of the interference patterns [Ref. 40].

2. In conjunction with 1(b) it is found that fibers with large numerical apertures support the transmission of a large number of modes giving a greater number of speckles, and hence reduce the modal noise generating effect of individual speckles [Ref. 41].

3. The use of single-mode fiber which does not support the transmission of different modes and thus there is no intermodal interference.

4. The removal of disturbances along the fiber. This has been investigated with regard to connector design [Ref. 42] in order to reduce the shift in speckle pattern induced by mechanical vibration and fiber misalignment.

Hence, modal noise may be prevented on an optical fiber link through suitable choice of the system components. However, this may not always be possible and then certain levels of modal noise must be tolerated. This tends to be the case on high-quality analog optical fiber links where multimode injection lasers are frequently used. Analog transmission is also more susceptible to modal noise due to the higher optical power levels required at the receiver when quantum noise effects are considered (see Section 10.2.5). Therefore, it is important that modal noise is taken into account within the design considerations for these systems.

Modal noise, however, can be present in single-mode fiber links when propagation of the two fundamental modes with orthogonal polarization is allowed or, alternatively, when the second-order modes* are not sufficiently attenuated. The former modal noise type, which is known as polarization modal noise, is outlined in Section 3.13.1. For the latter type, it is apparent that at shorter wavelengths, a nominally single-mode fiber can also guide four second-order LP modes (see Section 2.4.1). Modal noise can therefore be introduced into single-mode fiber systems by time-varying interference between the LP01 and the LP11 modes when the fiber is operated at a wavelength which is smaller than the cutoff wavelength of the second-order modes. The effect has been observed in overmoded single-mode fibers [Ref. 43] and may be caused by a number of conditions. In particular

* In addition to the two orthogonal LP01 modes, at shorter wavelengths 'single-mode' fiber can propagate four LP11 modes.
the insertion of a short jumper cable or repair section, with a lateral offset, in a long single-mode fiber can excite the second-order $LP_{11}$ mode [Ref. 44]. Moreover, such a repair section can also attenuate the fundamental $LP_{01}$ mode if its operating wavelength is near the cutoff wavelength for this mode. Hence, to reduce modal noise, repair sections should use special fibers with a lower value of cutoff wavelength than that in the long single-mode fiber link; also offsets at joints should be minimized.

### 3.11 Overall fiber dispersion

#### 3.11.1 Multimode fibers

The overall dispersion in multimode fibers comprises both chromatic and intermodal terms. The total rms pulse broadening $\sigma_t$ is given (see Appendix D) by:

$$\sigma_t = (\sigma_c^2 + \sigma_n^2)^{1/2}$$  \hspace{1cm} (3.44)

where $\sigma_c$ is the intramodal or chromatic broadening and $\sigma_n$ is the intermodal broadening caused by delay differences between the modes (i.e. $\sigma_c$ for multimode step index fiber and $\sigma_n$ for multimode graded index fiber). The chromatic term $\sigma_c$ consists of pulse broadening due to both material and waveguide dispersion. However, since waveguide dispersion is generally negligible compared with material dispersion in multimode fibers, then $\sigma_c \approx \sigma_m$.

**Example 3.10**

A multimode step index fiber has a numerical aperture of 0.3 and a core refractive index of 1.45. The material dispersion parameter for the fiber is 250 ps nm$^{-1}$ km$^{-1}$ which makes material dispersion the totally dominating chromatic dispersion mechanism. Estimate (a) the total rms pulse broadening per kilometer when the fiber is used with an LED source of rms spectral width 50 nm and (b) the corresponding bandwidth-length product for the fiber.

**Solution:** (a) The rms pulse broadening per kilometer due to material dispersion may be obtained from Eq. (3.18), where:

$$\sigma_m(1 \text{ km}) = \frac{\sigma_L \lambda}{c} \left| \frac{d^2n_2}{d\lambda^2} \right| = \sigma_L M = 50 \times 1 \times 250 \text{ ps km}^{-1}$$

$$= 12.5 \text{ ns km}^{-1}$$

The rms pulse broadening per kilometer due to intermodal dispersion for the step index fiber is given by Eq. (3.35) as:
3.1.12 Single-mode fibers

The pulse broadening in single-mode fibers results almost entirely from chromatic or intramodal dispersion as only a single-mode is allowed to propagate. Hence the bandwidth is limited by the finite spectral width of the source. Unlike the situation in multimode fibers, the mechanisms giving chromatic dispersion in single-mode fibers tend to be interrelated in a complex manner. The transit time or specific group delay \( \tau_g \) for a light pulse propagating along a unit length of single-mode fiber may be given, following Eq. (2.107), as:

\[
\tau_g = \frac{1}{c} \frac{d\beta}{dk}
\]

where \( c \) is the velocity of light in a vacuum, \( \beta \) is the propagation constant for a mode within the fiber core of refractive index \( n_1 \), and \( k \) is the propagation constant for the mode in a vacuum.

The total first-order dispersion parameter or the chromatic dispersion of a single-mode fiber, \( D_T \), is given by the derivative of the specific group delay with respect to the vacuum wavelength \( \lambda \) as:

\[
D_T = \frac{d\tau_g}{d\lambda}
\]

(b) The bandwidth-length product may be estimated from the relationship given in Eq. (3.11) where:

\[
B_{\text{opt}} \times L = \frac{0.2}{\sigma_T} = \frac{0.2}{32.4 \times 10^{-9}} = 6.2 \text{ MHz km}
\]

The total rms pulse broadening per kilometer may be obtained using Eq. (3.43), where \( \sigma_c = \sigma_m \) as the waveguide dispersion is negligible and \( \sigma_s = \sigma_t \) for the multimode step index fiber. Hence:

\[
\sigma_T = (\sigma_m^2 + \sigma_s^2)^{\frac{1}{2}} = (12.5^2 + 29.9^2)^{\frac{1}{2}} = 32.4 \text{ ns km}^{-1}
\]

Overall fiber dispersion

\[
\sigma(1 \text{ km}) = \frac{L (NA)^2}{4\sqrt{3} n_1 c} = \frac{10^3 \times 0.09}{4\sqrt{3} \times 1.45 \times 2.998 \times 10^8} = 29.9 \text{ ns km}^{-1}
\]

* Polarization mode dispersion can, however, occur in single-mode fibers (see Section 3.13.2).
In common with the material dispersion parameter it is usually expressed in units of ps nm$^{-1}$ km$^{-1}$. When the variable $\lambda$ is replaced by $\omega$, then the total dispersion parameter becomes:

$$D_T = -\frac{\omega}{\lambda} \frac{d^2\tau}{d\omega^2} = -\frac{\omega}{\lambda} \frac{d^2\beta}{d\omega^2} \tag{3.47}$$

The fiber exhibits intramodal dispersion when $\beta$ varies nonlinearly with wavelength. From Eq. (2.71) $\beta$ may be expressed in terms of the relative refractive index difference $\Delta$ and the normalized propagation constant $b$ as:

$$\beta = kn_1 [1 - 2\Delta(1 - b)]^{1/2} \tag{3.48}$$

The rms pulse broadening caused by chromatic dispersion down a fiber of length $L$ is given by the derivative of the group delay with respect to wavelength as [Ref. 45]:

$$\text{Total rms pulse broadening} = \sigma_\lambda L \left| \frac{d\tau_g}{d\lambda} \right| = \frac{\sigma_\lambda L 2\pi d^2\beta}{c^2 b^2} \tag{3.49}$$

where $\sigma_\lambda$ is the source rms spectral linewidth centered at a wavelength $\lambda$.

When Eq. (3.44) is substituted into Eq. (3.45), detailed calculation of the first and second derivatives with respect to $k$ gives the dependence of the pulse broadening on the fiber material’s properties and the normalized propagation constant $b$. This gives rise to three interrelated effects which involve complicated cross-product terms. However, the final expression may be separated into three composite dispersion components in such a way that one of the effects dominates each term [Ref. 46]. The dominating effects are as follows:

1. The material dispersion parameter $D_M$ defined by $\frac{\lambda}{c} | \frac{d^2n}{d\lambda^2} |$ where $n = n_1$ or $n_2$ for the core or cladding respectively.

2. The waveguide dispersion parameter $D_W$, which may be obtained from Eq. (3.47) by substitution from Eq. (2.114) for $\tau_g$ is defined as:

$$D_W = -\left(\frac{n_1 - n_2}{\lambda c} \right) V \frac{d^2(Vb)}{dV^2} \tag{3.50}$$

where $V$ is the normalized frequency for the fiber. Since the normalized propagation constant $b$ for a specific fiber is only dependent on $V$, then the normalized

* Equation (3.50) does not provide the composite waveguide dispersion term (i.e. taking into account both the fiber core and the cladding) from which it differs by a factor near unity which contains $dn_1/d\lambda$ [Ref. 47].
waveguide dispersion coefficient \( Vd^2(Vb)/dV^2 \) also depends on \( V \). This latter function is another universal parameter which plays a central role in the theory of single-mode fibers.

3. A profile dispersion parameter \( D_p \) which is proportional to \( d\Delta/d\lambda \).

This situation is different from multimode fibers where the majority of modes propagate far from cutoff and hence most of the power is transmitted in the fiber core. In the multimode case the composite dispersion components may be simplified and separated into two chromatic terms which depend on either material or waveguide dispersion, as was discussed in Section 3.9. Also, especially when considering step index multimode fibers, the effect of profile dispersion is negligible. Although material and waveguide dispersion tend to be dominant in single-mode fibers, the composite profile should not be ignored. However, the profile dispersion parameter \( D_p \) can be quite small (e.g. less than 0.5 ps nm\(^{-1}\) km\(^{-1}\)), especially at long wavelengths, and hence is often neglected in rough estimates of total dispersion within single-mode fibers.

Strictly speaking, in single-mode fiber with a power-law refractive index profile the composite dispersion terms should be employed [Ref. 47]. Nevertheless, it is useful to consider the total first-order dispersion \( D_T \) in a practical single-mode fiber as comprising:

\[
D_T = D_M + D_W + D_P \quad (\text{ps nm}^{-1} \text{ km}^{-1})
\]  

which is simply the addition of the material dispersion \( D_M \), the waveguide dispersion \( D_W \) and the profile dispersion \( D_P \) components. However, in standard single-mode fibers the total dispersion tends to be dominated by the material dispersion of fused silica. This parameter is shown plotted against wavelength in Figure 3.10. It may be observed that the characteristic goes through zero at a wavelength of 1.27 \( \mu \)m. This zero material dispersion (ZMD) point can be shifted anywhere in the wavelength range 1.2 to 1.4 \( \mu \)m by the addition of suitable dopants. For instance, the ZMD point shifts from 1.27 \( \mu \)m to approximately 1.37 \( \mu \)m as the GeO\(_2\) dopant concentration is increased from 0 to 15%. However, the ZMD point alone does not represent a point of zero pulse broadening since the pulse dispersion is influenced by both waveguide and profile dispersion.

With ZMD the pulse spreading is dictated by the waveguide dispersion coefficient \( Vd^2(Vb)/dV^2 \), which is illustrated in Figure 3.15 as a function of normalized frequency for the LP\(_{01}\) mode. It may be seen that in the single-mode region where the normalized frequency is less than 2.405 (see Section 2.5) the waveguide dispersion is always positive and has a maximum at \( V = 1.15 \). In this case the waveguide dispersion goes to zero outside the true single-mode region at \( V = 3.0 \). However, a change in the fiber parameters (such as core radius) or in the operating wavelength alters the normalized frequency and therefore the waveguide dispersion.

The total fiber dispersion, which depends on both the fiber material composition and dimensions, may be minimized by trading off material and waveguide dispersion while limiting the profile dispersion (i.e. restricting the variation in refractive index with wavelength). For wavelengths longer than the ZMD point, the material dispersion parameter is positive whereas the waveguide dispersion parameter is negative, as shown in Figure 3.16. However, the total dispersion \( D_T \) is approximately equal to the sum of the material dispersion \( D_M \) and the waveguide dispersion \( D_W \) following Eq. (3.50). Hence for a particular
wavelength, designated $\lambda_0$, which is slightly larger than the ZMD point wavelength, the waveguide dispersion compensates for the material dispersion and the total first-order dispersion parameter $D_T$ becomes zero (see Figure 3.16). The wavelength at which the first-order dispersion is zero, $\lambda_0$, may be selected in the range 1.3 to 2 $\mu$m by careful control of the fiber core diameter and profile [Ref. 46]. This point is illustrated in Figure 3.17 where the total first-order dispersion as a function of wavelength is shown for three single-mode fibers with core diameters of 4, 5 and 6 $\mu$m.

The effect of the interaction of material and waveguide dispersion on $\lambda_0$ is also demonstrated in the dispersion against wavelength characteristics for a single-mode silica core fiber shown in Figure 3.18. It may be noted that the ZMD point occurs at a wavelength of
Overall fiber dispersion

1.276 μm for pure silica, but that the influence of waveguide dispersion shifts the total dispersion minimum towards the longer wavelength giving a λ₀ of 1.32 μm.

The wavelength at which the first-order dispersion is zero λ₀ may be extended to wavelengths of 1.55 μm and beyond by a combination of three techniques. These are:

(a) lowering the normalized frequency (V value) for the fiber;
(b) increasing the relative refractive index difference Δ for the fiber;
(c) suitable doping of the silica with germanium.

This allows bandwidth-length products for such single-mode fibers to be in excess of 100 GHz km⁻¹ [Ref. 48] at the slight disadvantage of increased attenuation due to Rayleigh scattering within the doped silica.

For standard single-mode fibers optimized for operation at a wavelength of 1.31 μm, their performance characteristics are specified by the International Telecommunications Union ITU-T Recommendation G.652 [Ref. 49]. A typical example exhibits C-band (1.530 to 1.565 μm) total first-order chromatic dispersion D_T in the range 16 to 19 ps nm⁻¹ km⁻¹ with a zero-dispersion wavelength λ₀ between 1.302 and 1.322 μm. However, although the wavelength of zero first-order chromatic dispersion (i.e. D_T = 0) is often called the zero-dispersion wavelength, it is more correct to refer to it as the wavelength of minimum dispersion because of the significant second-order effects.
The variation of the chromatic dispersion with wavelength is usually characterized by the second-order dispersion parameter or dispersion slope $S$ which may be written as [Ref. 50]:

$$S = \frac{dD_T}{d\lambda} = \frac{d^2\varepsilon_0}{d\lambda^2}$$

Whereas the first-order dispersion parameter $D_T$ may be seen to be related only to the second derivative of the propagation constant $\beta$ with respect to angular frequency in Eq. (3.47), the dispersion slope can be shown to be related to both the second and third derivatives [Ref. 47] following:

$$S = \frac{(2\pi)^3}{\lambda^4} \frac{d^3\beta}{d\omega^2} + \frac{4\pi c}{\lambda^3} \frac{d^2\beta}{d\omega^2}$$

It should be noted that although there is zero first-order dispersion at $\lambda_0$, these higher order chromatic effects impose limitations on the possible bandwidths that may be achieved with single-mode fibers. For example, a fundamental lower limit to pulse spreading in silica-based fibers of around $2.50 \times 10^{-2}$ ps nm$^{-1}$ km$^{-1}$ is suggested at a wavelength of 1.273 $\mu$m [Ref. 51]. These secondary effects, such as birefringence arising from ellipticity or mechanical stress in the fiber core, are considered further in Section 3.13. However, they may cause dispersion, especially in the case of mechanical stress of between 2 and 40 ps km$^{-1}$. If mechanical stress is avoided, pulse dispersion around the lower limit may be obtained in the longer wavelength region (i.e. 1.3 to 1.7 $\mu$m). By contrast the minimum pulse spread at a wavelength of 0.85 $\mu$m is around 100 ps nm$^{-1}$ km$^{-1}$ [Ref. 35].

An important value of the dispersion slope $S(\lambda)$ is obtained at the wavelength of minimum chromatic dispersion $\lambda_0$ such that:

$$S_0 = S(\lambda_0)$$

(3.54)

where $S_0$ is called the zero-dispersion slope which, from Eqs (3.46) and (3.52), is determined only by the third derivative of $\beta$. Typical values for the dispersion slope for standard single-mode fiber at $\lambda_0$ are in the region 0.085 to 0.095 ps nm$^{-1}$ km$^{-1}$. The total chromatic dispersion at an arbitrary wavelength can be estimated when the two parameters $\lambda_0$ and $S_0$ are specified according to [Ref. 52]:

$$D_T(\lambda) = \frac{\lambda S_0}{4} \left[ 1 - \left( \frac{\lambda_0}{\lambda} \right)^4 \right]$$

(3.55)

**Example 3.11**

A typical single-mode fiber has a zero-dispersion wavelength of 1.31 $\mu$m with a dispersion slope of 0.09 ps nm$^{-2}$ km$^{-1}$. Compare the total first-order dispersion for the fiber at the wavelengths of 1.28 $\mu$m and 1.55 $\mu$m. When the material dispersion and profile dispersion at the latter wavelength are 13.5 ps nm$^{-1}$ km$^{-1}$ and 0.4 ps nm$^{-1}$ km$^{-1}$, respectively, determine the waveguide dispersion at this wavelength.

**Solution:** The total first-order dispersion for the fiber at the two wavelengths may be obtained from Eq. (3.55). Hence:

$$D_T(1280 \text{ nm}) = \frac{\lambda S_0}{4} \left[ 1 - \left( \frac{\lambda_0}{\lambda} \right)^4 \right]$$

$$= \frac{1280 \times 0.09 \times 10^{-12}}{4} \left[ 1 - \left( \frac{1310}{1280} \right)^4 \right]$$

$$= -2.8 \text{ ps nm}^{-1} \text{ km}^{-1}$$
It was suggested in Section 3.11.2 that it is possible to modify the dispersion characteristics of single-mode fibers by the tailoring of specific fiber parameters. However, the major trade-off which occurs in this process between material dispersion (Eq. 3.19) and waveguide dispersion (Eq. 3.50) may be expressed as:

\[
D_T = D_M + D_W = \frac{\lambda}{c} \left[ \frac{d n_1}{d \lambda} \right] - \left[ \frac{n_1 - n_2}{\lambda c} \right] \frac{V d^2(V_b)}{dV^2}
\]

material dispersion waveguide dispersion

At wavelengths longer than the ZMD point in most common fiber designs, the \( D_M \) and \( D_W \) components are of opposite sign and can therefore be made to cancel at some longer wavelength. Hence the wavelength of zero first-order chromatic dispersion can be shifted to the lowest loss wavelength for silicate glass fibers at 1.55 \( \mu \text{m} \) to provide both low-dispersion and low-loss fiber. This may be achieved by such mechanisms as a reduction in the fiber core diameter with an accompanying increase in the relative or fractional index difference to create so-called dispersion-shifted single-mode fibers (DSFs). However, the design flexibility required to obtain particular dispersion, attenuation, mode-field diameter and bend loss characteristics has resulted in specific, different refractive index profiles for these dispersion-modified fibers [Ref. 53].

An alternative modification of the dispersion characteristics of single-mode fibers involves the achievement of a low-dispersion window over the low-loss wavelength region between 1.3 and 1.6 \( \mu \text{m} \). Such fibers, which relax the spectral requirements for
optical sources and allow flexible wavelength division multiplexing (see Section 12.9.4) are known as dispersion-flattened single-mode fibers (DFFs). In order to obtain DFFs multilayer index profiles are fabricated with increased waveguide dispersion which is tailored to provide overall dispersion (e.g. less than 2 ps nm$^{-1}$ km$^{-1}$) over the entire wavelength range 1.3 to 1.6 μm [Ref. 54]. In effect these fibers exhibit two wavelengths of zero total chromatic dispersion. This factor may be observed in Figure 3.19 which shows the overall dispersion characteristics as a function of optical wavelength for standard single-mode fiber (SSMF) optimized for operation at 1.3 μm in comparison with both DSF and DFF [Ref. 55]. Furthermore, the low-water-peak fiber discussed in Section 3.3.2 currently exhibits overall dispersion characteristics that are the same as those for the SSMF shown in Figure 3.19. It should also be noted that although DFF is characterized by low dispersion over a large wavelength range, it has been superseded by nonzero dispersion-shifted fiber (see Section 3.12.3) and therefore it does not currently find use in practical applications.

3.12.1 Dispersion-shifted fibers

A wide variety of single-mode fiber refractive index profiles are capable of modification in order to tune the zero-dispersion wavelength point $\lambda_0$ to a specific wavelength within a region adjacent to the ZMD point. In the simplest case, the step index profile illustrated in Figure 3.20 gives a shift to longer wavelength by reducing the core diameter and increasing the fractional index difference. Typical values for the two parameters are 4.4 μm and 0.012 respectively [Ref. 56]. For comparison, the standard nonshifted design is shown dashed in Figure 3.20.

It was indicated in Section 3.11.2 that $\lambda_0$ could be shifted to longer wavelength by altering the material composition of the single-mode fiber. For suitable power confinement of the fundamental mode, the normalized frequency $V$ should be maintained in the range 1.5 to 2.4 μm and the fractional index difference must be increased as a square function while the core diameter is linearly reduced to keep $V$ constant. This is normally achieved by substantially increasing the level of germanium doping in the fiber core. Figure 3.21 [Ref. 56] displays typical material and waveguide dispersion characteristics for single-mode step
index fibers with various compositions and core radii. It may be observed that higher concentrations of the dopant cause a shift to longer wavelength which, when coupled with a reduction in the mode-field diameter (MFD), giving a larger value (negative of waveguide dispersion), leads to the shifted fiber characteristic shown in Figure 3.21.

A problem that arises with the simple step index approach to dispersion shifting displayed in Figure 3.20 is that the fibers produced exhibit relatively high dopant-dependent
losses at operation wavelengths around 1.55 \( \mu \text{m} \). This excess optical loss, which may be of the order of 2 dB km\(^{-1} \) [Ref. 56], could be caused by stress-induced defects which occur in the region of the core-cladding interface [Ref. 57]. Alternatively, it may result from refractive index inhomogeneities associated with waveguide variations at the core-cladding interface [Ref. 58]. A logical assumption is that any stress occurring across the core-cladding interface might be reduced by grading the material composition and therefore an investigation of graded index single-mode fiber designs was undertaken.

Several of the graded refractive index profile DSF types are illustrated in Figure 3.22. The triangular profile shown in Figure 3.22(a) is the simplest and was the first to exhibit the same low loss (i.e. 0.24 dB km\(^{-1} \)) at a wavelength of 1.56 \( \mu \text{m} \) (i.e. \( \lambda_0 \)) as conventional nonshifted single-mode fiber [Ref. 59]. Furthermore, such fiber designs also provide an increased MFD over equivalent step index structures which assists with fiber splicing [Ref. 56]. However, in the basic triangular profile design the optimum parameters giving low loss together with zero dispersion at a wavelength of 1.55 \( \mu \text{m} \) cause the LP\(_{11} \) mode to cut off in the wavelength region 0.85 to 0.9 \( \mu \text{m} \). Thus the fiber must be operated far from cutoff, which produces sensitivity to bend-induced losses (in particular microbending) at the 1.55 \( \mu \text{m} \) wavelength [Ref. 60]. One method to overcome this drawback is to employ a triangular index profile combined with a depressed cladding index, as shown in Figure 3.22(b) [Ref. 61]. In this case the susceptibility to microbending losses is reduced through a shift of the LP\(_{11} \) cutoff wavelength to around 1.1 \( \mu \text{m} \) with an MFD of 7 \( \mu \text{m} \) at 1.55 \( \mu \text{m} \).
Low losses and zero dispersion at a wavelength of 1.55 μm have also been obtained with a Gaussian refractive index profile, as illustrated in Figure 3.22(c). This profile, which was achieved using the vapor axial deposition fabrication process (see Section 4.4.2), produced losses of 0.21 dB km$^{-1}$ at the $\lambda_0$ wavelength of 1.55 μm [Ref. 62].

The alternative approach for the production of DSF has involved the use of multiple index designs. One such fiber type which has been used to demonstrate dispersion shifting but which has been more widely employed for DFFs (see Section 3.12.2) is the doubly clad or W fiber (see Section 2.5). However, the multiple index triangular profile fibers [Ref. 63] and the segmented-core triangular profile designs [Ref. 64], which are shown in Figure 3.23(a) and (b), respectively, have reduced the sensitivity to microbending by shifting the LP$_{11}$ mode cutoff to longer wavelength while maintaining an MFD of around 9 μm at a wavelength of 1.55 μm. The latter technique of introducing a ring of elevated index around the triangular core enhances the guidance of the LP$_{11}$ mode towards longer wavelength. Such fibers may be obtained as commercial products and have been utilized within the telecommunication network [Ref. 65], exhibiting losses as low as 0.17 dB at 1.55 μm [Ref. 66].

Dual-shaped core DSFs have also come under investigation in order to provide an improvement in bend loss performance over the 1.55 μm wavelength region [Refs 67, 68]. A dual-shaped core refractive index profile is shown in Figure 3.23(c), which illustrates a step index fiber design.

DSF has more recently been subject to the standardization recommendation ITU-T G.653 [Ref. 69]. Typical values for its attenuation are in the range 0.22 to 0.24 dB km$^{-1}$ while it exhibits dispersion between 0 and 2.7 ps nm$^{-1}$ km$^{-1}$, both at a wavelength of 1.55 μm. Although DSF has been installed to provide for high-speed transmission of a single 1.55 μm wavelength channel, it presents dispersion problems for wavelength division multiplexed operation when many wavelength channels are packed into one or more of the ITU spectral bands (see Section 3.3.2). In particular, as all the transmitted channels need to be grouped around the 1.55 μm wavelength to reduce dispersion, they then travel at the same speed creating four-wave mixing interaction and the associated high crosstalk levels (see Section 3.14.2). Hence DSF is no longer recommended for deployment.

![Figure 3.23](image) Advanced refractive index profiles for dispersion-shifted fibers: (a) triangular profile multiple index design; (b) segmented-core triangular profile design; (c) dual-shaped core design
3.12.2 Dispersion-flattened fibers

The original W fiber structure mentioned in Section 3.12.1 was initially employed to modify the dispersion characteristics of single-mode fibers in order to give two wavelengths of zero dispersion, as illustrated in Figure 3.19. A typical W fiber index profile (double clad) is shown in Figure 3.24(a). The first practical demonstration of dispersion flattening using the W structure was reported in 1981 [Ref. 70]. However, drawbacks with the W structural design included the requirement for a high degree of dimensional control so as to make reproducible DFF [Ref. 71], comparatively high overall fiber losses (around 0.3 dB km\(^{-1}\)), as well as a very high sensitivity to fiber bend losses. The last factor results from operation very close to the cutoff (or leakage) of the fundamental mode in the long-wavelength window in order to obtain a flat dispersion characteristic.

To reduce the sensitivity to bend losses associated with the W fiber structure, the light which penetrates into the outer cladding area can be retrapped by introducing a further region of raised index into the structure. This approach has resulted in the triple clad (TC) and quadruple clad (QC) structures shown in Figure 3.24(b) and (c) [Refs 72, 73]. An independent but similar program produced segmented-core DFF designs [Ref. 66]. Although reports of low attenuation of 0.19 dB km\(^{-1}\) for DFF at a wavelength of 1.55 μm [Ref. 74] with significantly reduced bending losses [Ref. 75] have been made, it has proved difficult to balance the performance attributes of this fiber type.

More recent efforts have focused on DFFs that exhibit low-dispersion slopes in the C-band while also providing acceptably large effective core areas in order to reduce fiber nonlinear effects [Ref. 76]. It is particularly difficult, however, to realize both near-zero-dispersion slopes and large effective core areas while, in addition, reducing their current bend loss sensitivity. Furthermore, there remain some fundamental problems associated with DFF fabrication as the chromatic dispersion characteristics are highly dependent on changes in the fiber structural parameters including the core diameter and refractive index difference. It is therefore still a concern that commercial production of DFFs will require both substantial stability and controllability of the fabrication process [Ref. 77]. Hence such fibers have yet to find widespread deployment in telecommunication networks.

![Figure 3.24](dispersion-flattened-fiber-index-profiles.png)

**Figure 3.24** Dispersion-flattened fiber refractive index profiles: (a) double clad fiber (W fiber); (b) triple clad fiber; (c) quadruple clad fiber

3.12.3 Nonzero-dispersion-shifted fibers

Nonzero-dispersion-shifted fiber (NZ-DSF) is sometimes simply called nonzero-dispersion fiber (NZDF) and a variant of this fiber type is negative-dispersion fiber (NDF)
which can also be referred to as dispersion compensating fiber (DCF). NZ-DSF was introduced in the mid-1990s to better provide for wavelength division multiplexing applications (see Section 12.9.4). It is specified in the ITU-T Recommendation G.655 [Ref. 78] in which, unlike DSF, its principal attribute is that it has a nonzero-dispersion value over the entire C-band as may be observed from the dispersion characteristic profile displayed in Figure 3.25(a). In comparison, however, with the SSMF profile also shown in Figure 3.25(a), the chromatic dispersion exhibited by NZ-DSF at a wavelength of 1.55 μm is much lower, being in the range 2 to 4 ps nm\(^{-1}\) km\(^{-1}\) rather than the typical 17 ps nm\(^{-1}\) km\(^{-1}\) for SSMF.

It should also be noted that the dispersion profile for NZ-DSF shown in Figure 3.25(a) is also referred to as extended band or bandwidth nonzero-dispersion-shifted fiber which was introduced in 2000 to enable wavelength division multiplexed applications to be extended into the S-band. Hence it can be seen that it exhibits nonzero dispersion over the full C- and S-bands, whereas with the original NZ-DSF the dispersion varies from negative values through zero to positive values in the S-band. In addition, Figure 3.25(a) also
displays the dispersion profile for NDF,* which exhibits negative dispersion over the entire 1.30 to 1.60 \( \mu m \) wavelength range (E-, S- and C-bands) as its dispersion zero is shifted to around 1.62 \( \mu m \). Such fiber facilitates dispersion compensation when used together with either SSMF or NZ-DSF, both of which have positive dispersion over the majority of the aforementioned spectral range. The dispersion compensation attribute of negative-dispersion fiber identified as dispersion compensating fiber (DCF) is illustrated in the dispersion characteristic shown in Figure 32.5(b) where the total chromatic dispersion accumulated in the SSMF is cancelled by inserting an appropriate length of DCF (often exhibiting large absolute dispersion around \(-300 \text{ ps nm}^{-1}\text{ km}^{-1}\)) which provides the equivalent total negative dispersion, thus giving zero overall dispersion at the 1.55 \( \mu m \) wavelength on the transmission link.

The dispersion characteristic for an extended band NZ-DSF can also be flattened, as indicated in Figure 3.26, which then provides low, but noticeable, dispersion in S- and C-bands, further reducing the nonlinear crosstalk problem associated with four-wave mixing. This reduction in the dispersion slope or flattening is an important issue in the design of extended band NZ-DSF's together with the enlargement of the effective core area. The former adjusts the chromatic dispersion to appropriate levels across a wide wavelength range while the latter is intended to suppress the nonlinear effects in the fiber (see Section 3.14). Pursuing both these objectives produces a trade-off in the fiber design process which has resulted in a number of refractive index profiles being explored to improve the performance of NZ-DSF.

The refractive index profiles shown in Figure 3.23(b) and (c) for DSF have also been utilized to provide NZ-DSF. Indeed, the segmented core triangular profile displayed in Figure 3.23(b) is employed by the commercially produced Corning LEAF fiber which exhibits a large effective core area at the expense of a high-dispersion slope. A more typical NZ-DSF multiple index profile is shown in Figure 3.27(a) whereas a NDF refractive index profile is illustrated in Figure 3.27(b).

Although NZ-DSF has now effectively replaced both DSF and DFF for use in long-haul optical fiber communications in order to remove four-wave mixing crosstalk with multichannel operation, it is still subject to greater problems with nonlinearities in

* An example is the Corning MetroCor fiber.
comparison with SSMF. This situation occurs because in general NZ-DSF has a smaller cross-sectional area and therefore the nonlinear threshold power levels can be reached at lower values of transmitted power. To keep the ratio of power to effective area low, however, a so-called large effective area NZ-DSF can be used to lower the power density below that of a conventional NZ-DSF [Ref. 79]. A further advantage of the large effective area approach is that it provides improved splicing capability to SSMF.

Typical parameters for some common NZ-DSFs are summarized in Table 3.3 [Ref. 77]. It may be observed that NZ-DSF with a reduced dispersion slope exhibits a significantly smaller effective core area in comparison with the large effective core NZ-DSF and also the extended band NZ-DSF. Examples of a reduced dispersion slope and an extended band NZ-DSFs are the Lucent TrueWave-RS and the Alcatel TeraLight fibers respectively.

### Table 3.3 Typical performance parameters for common nonzero-dispersion-shifted fibers (NZ-DSFs) all at 1.55 µm, excepting the zero-dispersion wavelength [Ref. 77]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reduced slope NZ-DSF</th>
<th>Large effective core NZ-DSF</th>
<th>Extended band NZ-DSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-dispersion wavelength (µm)</td>
<td>1.46</td>
<td>1.50</td>
<td>1.42</td>
</tr>
<tr>
<td>Dispersion (ps nm(^{-1}) km(^{-1}))</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Dispersion slope (ps nm(^{-2}) km(^{-1}))</td>
<td>0.045</td>
<td>0.085</td>
<td>0.058</td>
</tr>
<tr>
<td>Effective core area (µm(^2))</td>
<td>50</td>
<td>70</td>
<td>63</td>
</tr>
</tbody>
</table>

Cylindrical optical fibers do not generally maintain the polarization state of the light input for more than a few meters, and hence for many applications involving optical fiber transmission some form of intensity modulation (see Section 7.5) of the optical source is
3.13.1 Fiber birefringence

Single-mode fibers with nominal circular symmetry about the core axis allow the propagation of two nearly degenerate modes with orthogonal polarizations. They are therefore bimodal supporting $HE_{x1}$ and $HE_{y1}$ modes where the principal axes $x$ and $y$ are determined by the symmetry elements of the fiber cross section. Hence in an optical fiber with an ideal optically circularly symmetric core both polarization modes propagate with identical velocities. Manufactured optical fibers, however, exhibit some birefringence resulting from differences in the core geometry (i.e. ellipticity) resulting from variations in the internal and external stresses, and fiber bending. The fiber therefore behaves as a birefringent medium due to the difference in the effective refractive indices, and hence phase velocities, for these two orthogonally polarized modes. The modes therefore have different propagation constants $\beta_x$ and $\beta_y$ which are dictated by the anisotropy of the fiber cross section. In this case $\beta_x$ and $\beta_y$ are the propagation constants for the slow mode and the fast mode respectively. When the fiber cross-section is independent of the fiber length $L$ in the $z$ direction, then the modal birefringence $B_F$ for the fiber is given by [Ref. 81]:

$$B_F = \frac{\beta_x - \beta_y}{2\pi\lambda}$$  \hspace{1cm} (3.57)

where $\lambda$ is the optical wavelength. Light polarized along one of the principal axes will retain its polarization for all $L$.

The difference in phase velocities causes the fiber to exhibit a linear retardation $\Phi(z)$ which depends on the fiber length $L$ in the $z$ direction and is given by [Ref. 81]:

$$\Phi(z) = (\beta_x - \beta_y)L$$  \hspace{1cm} (3.58)

assuming that the phase coherence of the two mode components is maintained. The phase coherence of the two mode components is achieved when the delay between the two transit times is less than the coherence time of the source. As indicated in Section 3.11, the coherence time for the source is equal to the reciprocal of the uncorrelated source frequency width $(1/\delta f)$.

It may be shown [Ref. 82] that birefringent coherence is maintained over a length of fiber $L_{bc}$ (i.e. coherence length) when:

$$L_{bc} = \frac{c}{B_F \delta f} = \frac{\lambda^2}{B_F \delta \lambda}$$  \hspace{1cm} (3.59)

where $c$ is the velocity of light in a vacuum and $\delta \lambda$ is the source linewidth.
However, when phase coherence is maintained (i.e. over the coherence length) Eq. (3.58) leads to a polarization state which is generally elliptical but which varies periodically along the fiber. This situation is illustrated in Figure 3.28(a) [Ref. 81] where the incident linear polarization which is at 45° with respect to the $x$ axis becomes circular polarization at $\Phi = \pi/2$ and linear again at $\Phi = \pi$. The process continues through another circular polarization at $\Phi = 3\pi/2$ before returning to the initial linear polarization at $\Phi = 2\pi$. The characteristic length $L_B$ for this process corresponding to the propagation distance for which a $2\pi$ phase difference accumulates between the two modes is known as the beat length. It is given by:

$$L_B = \frac{\lambda}{B_F}$$  \hspace{1cm} (3.60)

Substituting for $B_F$ from Eq. (3.47) gives:

$$L_B = \frac{2\pi}{(\beta_x - \beta_y)}$$  \hspace{1cm} (3.61)

It may be noted that Eq. (3.61) may be obtained directly from Eq. (3.58) where:

$$\Phi(L_B) = (\beta_x - \beta_y)L_B = 2\pi$$  \hspace{1cm} (3.62)
Typical single-mode fibers are found to have beat lengths of a few centimeters [Ref. 83], and the effect may be observed directly within a fiber via Rayleigh scattering with use of a suitable visible source (e.g. He–Ne laser) [Ref. 84]. It appears as a series of bright and dark bands with a period corresponding to the beat length, as shown in Figure 3.28(b). The modal birefringence $B_f$ may be determined from these observations of beat length.

Example 3.12

The beat length in a single-mode optical fiber is 9 cm when light from an injection laser with a spectral linewidth of 1 nm and a peak wavelength of 0.9 $\mu$m is launched into it. Determine the modal birefringence and estimate the coherence length in this situation. In addition calculate the difference between the propagation constants for the two orthogonal modes and check the result.

Solution: To find the modal birefringence Eq. (3.60) may be used where:

$$B_f = \frac{\lambda}{L_B} = \frac{0.9 \times 10^{-6}}{0.09} = 1 \times 10^{-5}$$

Knowing $B_f$, Eq. (3.59) may be used to obtain the coherence length:

$$L_{bc} = \frac{\lambda^2}{B_f \delta \lambda} = \frac{0.81 \times 10^{-12}}{10^{-5} \times 10^{-9}} = 81 \text{ m}$$

The difference between the propagation constant for the two orthogonal modes may be obtained from Eq. (3.61) where:

$$\beta_x - \beta_y = \frac{2\pi}{L_B} = \frac{2\pi}{0.09} = 69.8$$

The result may be checked by using Eq. (3.57) where:

$$\beta_x - \beta_y = \frac{2\pi B_f}{\lambda} = \frac{2\pi \times 10^{-5}}{0.9 \times 10^{-6}}$$

$$= 69.8$$

In a nonperfect fiber various perturbations along the fiber length such as strain or variations in the fiber geometry and composition lead to coupling of energy from one polarization to the other. These perturbations are difficult to eradicate as they may easily occur in the fiber manufacture and cabling. The energy transfer is at a maximum when the perturbations have a period $\Lambda$, corresponding to the beat length, and defined by [Ref. 80]:

$$\Lambda = \frac{\lambda}{B_f}$$  \hspace{1cm} (3.63)
However, the cross-polarizing effect may be minimized when the period of the perturbations is less than a cutoff period $\Lambda_c$ (around 1 mm). Hence polarization-maintaining fibers may be designed by either:

(a) high (large) birefringence: the maximization of the fiber birefringence, which, following Eq. (3.60), may be achieved by reducing the beat length $L_B$ to around 1 mm or less; or

(b) low (small) birefringence: the minimization of the polarization coupling perturbations with a period of $\Lambda$. This may be achieved by increasing $\Lambda_c$ giving a large beat length of around 50 m or more.

Example 3.13

Two polarization-maintaining fibers operating at a wavelength of 1.3 $\mu$m have beat lengths of 0.7 mm and 80 m. Determine the fiber birefringence in each case and comment on the results.

Solution: Using Eq. (3.60), the modal birefringence is given by:

$$B_f = \frac{\lambda}{L_B}$$

Hence, for a beat length of 0.7 mm:

$$B_f = \frac{1.3 \times 10^{-6}}{0.7 \times 10^{-3}} = 1.86 \times 10^{-3}$$

This typifies a high birefringence fiber.

For a beat length of 80 m:

$$B_f = \frac{1.3 \times 10^{-6}}{80} = 1.63 \times 10^{-8}$$

which indicates a low birefringence fiber.

3.13.2 Polarization mode dispersion

Polarization mode dispersion (PMD) is a source of pulse broadening which results from fiber birefringence and it can become a limiting factor for optical fiber communications at high transmission rates. It is a random effect due to both intrinsic (caused by non-circular fiber core geometry and residual stresses in the glass material near the core region) and extrinsic (caused by stress from mechanical loading, bending or twisting of the fiber) factors which in actual manufactured fibers result in group velocity variation with polarization state.
When considering a short section of single-mode fiber within a long fiber span, as shown in the time domain illustration of Figure 3.29, it can be assumed that any perturbations acting on it are constant over its entire length rather than varying along it. In this case the fiber becomes bimodal due to a loss of degeneracy for the two HE11 modes. As these two modes have different phase propagation constants $\beta_x$ and $\beta_y$, they exhibit different specific group delays (see Section 2.5.4). In the time domain for a short section of fiber, the differential group delay (DGD), $\Delta \tau = \delta \tau g L$, is defined as the group delay difference between the slow and the fast modes over the fiber lengths as indicated in Figure 3.29.

The DGD can be obtained from the frequency derivative of the difference in the phase propagation constants from Eq. (2.107) as:

$$\delta \tau_g = \frac{\Delta \tau}{L} = \frac{d}{d\omega} (\beta_x - \beta_y) = \frac{d}{d\omega} \left( \frac{\omega n_x}{c} - \frac{\omega n_y}{c} \right)$$

$$= \frac{d}{d\omega} \frac{\omega}{c} \Delta n_{eff} = \frac{\Delta n_{eff}}{c} \frac{d}{d\omega} \Delta n_{eff}$$

(3.64)

where $\delta \tau_g$, the differential group delay per unit length, is referred to as the polarization mode dispersion (PMD) of the fiber and is usually expressed in units of picoseconds per kilometer of fiber such that the DGD is the time domain manifestation of PMD as shown in Figure 3.29. This linear relationship to fiber length, however, applies only to short fiber lengths or intrinsic PMD in which the birefringence can be assumed to be uniform. Hence for polarization-maintaining fibers $\delta \tau_g$ can be quite large at around 1 ns km$^{-1}$ when the two components are equally exited at the fiber input.

For conventional single-mode fibers, however, the axis of the birefringence (and its magnitude) varies randomly along the fiber. This phenomenon causes polarization mode coupling such that the fast and slow polarization modes of one segment of a long fiber migrate into both fast and slow modes in the next span. The polarization mode coupling which results from localized stress during cabling, from splices and connectors, and from variations in the fiber drawing process therefore tends to reduce the overall dispersion because the PMD effects do not accumulate linearly in very long fiber spans. In this context low-birefringence fibers which exhibit low PMD can also be fabricated by spinning the fiber in the drawing process (see Section 3.3.2). Hence, as a result of mode coupling in long fiber lengths, the birefringence of each segment adds to, or subtracts from, the total
birefringence so that the DGD does not accumulate linearly. Indeed, in long fiber spans it has been shown that the PMD increases on average with the square root of the length [Ref. 85]. To determine a more precise value for the PMD of a specific fiber link, however, requires a statistical approach [Ref. 86]. Using this method it is possible to categorize fiber into a short- or a long-length regime on the basis of a parameter called the correlation length, defined as the length over which the two polarization modes remain correlated.

The statistical approach to the theory of PMD [Refs 87, 88] provides an expression for the mean square DGD in terms of the fiber polarization beat length $L_B$ and the correlation length $L_c$ defined as the length over which the two polarization modes remain correlated such that:

$$<\Delta \tau^2> = 2 \left( \Delta \tau_B \frac{L_c}{L_B} \right)^2 \left[ \exp \left( \frac{L}{L_c} \right) + \frac{L}{L_c} - 1 \right]$$

(3.65)

where $\Delta \tau_B$ is the DGD corresponding to the beat length and $L$ is the fiber length. The correlation length can vary over quite a wide range, from 1 m to 1 km, depending on the specific fiber type, with typical values around 10 m. Moreover, the correlation length can be seen to define two distinct PMD regimes as follows. For $L < L_c$, Eq. (3.65) simplifies to:

$$<\Delta \tau^2> = \delta \tau_{rms} \sqrt{\frac{L}{L_B}}$$

(3.66)

indicating the linear relationship. When $L > L_c$, however, then Eq. (3.65) becomes:

$$\delta \tau_{rms} = \frac{\delta \tau_B}{L_B} (2 LL_c)^{\frac{1}{2}}$$

(3.67)

demonstrating the dependence on the square root of the length $L$. Since optical fiber transmission systems usually operate in the long-length regime, then fiber PMD is often specified using a PMD coefficient having units of ps km$^{-1}$ [Ref. 86]. Although legacy fibers from the 1980s can exhibit mean PMD coefficients greater than 0.8 ps km$^{-1}$, recently manufactured fibers usually have mean PMD coefficients lower than 0.1 ps km$^{-1}$. Hence, as a result of the $L^{\frac{1}{2}}$ dependence, PMD-induced pulse broadening is often small in comparison with the combined material and waveguide dispersion effects, with $\Delta \tau_{rms}$ only around 1 ps for 100 km fiber lengths. Nevertheless, PMD can become a limiting factor in optical communication systems operating over long distances at high transmission rates [Ref. 89] and hence PMD compensation techniques and devices have been developed for these situations [Refs 85, 90, 91]. In addition, it should be noted that the relationship in Eq. (3.65) takes no account of other elements in the fiber link which may exhibit polarization-dependent gain or loss, the latter of which can cause additional broadening. The effects of second- and higher order PMD are also important at higher transmission rates of 40 Gbit s$^{-1}$ and above, particularly for a system where the first-order effects have been removed using a compensator device [Ref. 92].

Although certain single-mode fibers can be fabricated to propagate only one polarization mode (see Section 3.13.3), fibers which transmit two orthogonally polarized fundamental modes can exhibit interference between the modes which may cause polarization
modal noise. This phenomenon occurs when the fiber is slightly birefringent and there is a component with polarization-dependent loss. Hence, when the fiber link contains an element whose insertion loss is dependent on the state of polarization, then the transmitted optical power will depend on the phase difference between the normal modes and it will fluctuate if the transmitted wavelength or the birefringence alters. Any polarization-sensitive loss will therefore result in modal noise within single-mode fiber [Ref. 93].

Polarization modal noise is generally of larger amplitude than modal noise obtained within multimode fibers (see Section 3.10.3). It can therefore significantly degrade the performance of a communication system such that high-quality analog transmission may prove impossible [Ref. 47]. Moreover, with digital transmission it is usually necessary to increase the system channel loss margin (see Section 12.6.4). It is therefore important to minimize the use of elements with polarization-dependent insertion losses (e.g. beam splitters, polarization-selective power dividers, couplers to single-polarization optical components, bends in high-birefringence fibers) on single-mode optical fiber links. However, other types of fiber perturbation such as bends in low-birefringence fibers, splices and directional couplers do not appear to introduce significant polarization sensitive losses [Ref. 80].

Techniques have been developed to produce both high- and low-birefringence fibers, initially to facilitate coherent optical communication systems. Birefringence occurs when the circular symmetry in single-mode fibers is broken, which can result from the effect of geometrical shape or stress. Alternatively, to design low-birefringence fibers it is necessary to reduce the possible perturbations within the fiber manufacture. These fiber types are discussed in the following section.

3.13.3 Polarization-maintaining fibers

Although the polarization state of the light arriving at a conventional photodetector is not distinguished and hence of little concern, it is of considerable importance in coherent lightwave systems in which the incident signal is superimposed on the field of a local oscillator (see Section 13.3). Moreover, interference and delay differences between the orthogonally polarized modes in birefringent fibers may cause polarization modal noise and PMD respectively (see Section 3.13.2). Finally, polarization is also of concern when a single-mode fiber is coupled to a modulator or other waveguide device (see Section 11.4.2) that can require the light to be linearly polarized for efficient operation. Hence, there are several reasons why it may be desirable to use fibers that will permit light to pass through while retaining its state of polarization. Such polarization-maintaining (PM) fibers can be classified into two major groups: namely, high-birefringence (HB) and low-birefringence (LB) fibers.

The birefringence of conventional single-mode fibers is in the range \( B_F = 10^{-6} \) to \( 10^{-5} \) [Ref. 94]. An HB fiber requires \( B_F > 10^{-5} \) and a value better than \( 10^{-4} \) is a minimum for polarization maintenance [Ref. 95]. HB fibers can be separated into two types which are generally referred to as two-polarization fibers and single-polarization fibers. In the latter case, in order to allow only one polarization mode to propagate through the fiber, a cutoff condition is imposed on the other mode by utilizing the difference in bending loss between the two polarization modes.
The various types of PM fiber, classified in terms of their linear polarization maintenance, are shown in Figure 3.30 [Ref. 96]. In addition, a selection of the most common structures is illustrated in Figure 3.31. The fiber types illustrated in Figure 3.31(a) and (b) employ geometrical shape birefringence, while Figure 3.31(c) to (g) utilize various stress effects. Geometrical birefringence is a somewhat weak effect and a large relative refractive index difference between the fiber core and cladding is required to produce high birefringence. Therefore, the elliptical core fiber of Figure 3.31(a) generally has high doping levels which tend to increase the optical losses as well as the polarization cross-coupling [Ref. 97]. Alternatively, deep low refractive index side-pits can be employed to produce HB fibers, as depicted in Figure 3.31(b).

Stress birefringence may be induced using an elliptical cladding (Figure 3.31(c)) with a high thermal expansion coefficient. For example, borosilicate glass with some added germanium or phosphorus to provide index compensation can be utilized [Ref. 98]. The HB fibers shown in Figure 3.31(d) and (e) employ two distinct stress regions and are often referred to as the bow-tie [Ref. 99] and PANDA* [Ref. 100] fibers because of the shape of these regions. Alternatively, the flat cladding fiber design illustrated in Figure 3.31(f) has

* The mnemonic PANDA, however, represents polarization-maintaining and absorption-reducing.
the outer edge of its elliptical cladding touching the fiber core which therefore divides the stressed cladding into two separate regions [Ref. 101].

In order to produce LB fibers attempts have been made to fabricate near-perfect, round-shaped core fibers. Ellipticity of less than 0.1% and modal birefringence of $4.5 \times 10^{-9}$ have been achieved using the MCVD (see Section 4.4.3) fabricational technique [Refs 102, 103]. Moreover, the residual birefringence within conventional single-mode fibers can be compensated for by twisting the fiber after manufacture, as shown in Figure 3.31(g). A twist rate of around five turns per meter is sufficient to reduce crosstalk significantly between the polarization modes [Ref. 96].

The reduction occurs because a high degree of circular birefringence is created by the twisting process. Hence, it is found that the propagation constants of the modes polarized in the left hand and right hand circular directions are different. This has the effect of averaging out the linear birefringence and thus produces an LB fiber. Unfortunately, the method has limitations as the fiber tends to break when beat lengths are reduced to around 10 cm [Ref. 104].

An alternative method of compensation for the residual birefringence in conventional circularly symmetric single-mode fibers is to rotate the glass preform during the fiber drawing process to produce spun fiber [Ref. 105]. This geometric effect also decreases the residual linear birefringence on average by introducing circular birefringence, but without introducing shear stress. The technique has produced fibers with modal birefringence as low as $4.3 \times 10^{-9}$ [Ref. 96].
Another effective method of producing circularly birefringent fibers and thus reducing linear birefringence is to fabricate a fiber in which the core does not lie along the longitudinal fiber axis; instead the core follows a helical path about this axis [Ref. 106]. To obtain such fibers a normal MCVD (see Section 4.4.3) preform containing core and cladding glass is inserted into an off-axis hole drilled in a silica rod. Then, as the silica rod containing the offset core-cladding preform is in the process of being drawn into fiber, it is rotated about its longitudinal axis. The resulting fiber core forms a tight helix which has a pitch length of a few millimeters. In this case the degree of circular birefringence tends to be an order of magnitude or more greater than that achieved by twisting the fiber, giving beat lengths of around 5 mm or less.

The characteristics of the aforementioned PM fibers are described not only by the modal birefringence or beat length but also by the mode coupling parameters or polarization crosstalk as well as their transmission losses. The mode coupling parameter or coefficient \( h \), which characterizes the PM ability of fibers based on random mode coupling, proves useful in the comparison of different lengths of PM fiber. It is related to the polarization crosstalk* CT by [Ref. 96]:

\[
CT = 10 \log_{10} \frac{P_y}{P_x} = 10 \log_{10} \tanh(\frac{hL}{2}) \tag{3.68}
\]

where \( P_x \) and \( P_y \) represent the optical power in the excited (i.e. unwanted) mode and the coupled (i.e. launch) mode, respectively, in an ensemble of fiber length \( L \). However, it should be noted that the expression given in Eq. (3.68) applies with greater accuracy to two-polarization fibers because the crosstalk in a single-polarization fiber becomes almost constant around \(-30 \text{ dB}\) and is independent of the fiber length beyond 200 m [Ref. 107].

Example 3.14

A 3.5 km length of two-polarization mode PM fiber has a polarization crosstalk of \(-27 \text{ dB}\) at its output end. Determine the mode coupling parameter for the fiber.

Solution: Using Eq. (3.68) relating the mode coupling parameter \( h \) to the polarization crosstalk CT:

\[
\log_{10} \tanh(\frac{hL}{2}) = \frac{CT}{10} = -2.7
\]

Thus \( \tanh(\frac{hL}{2}) = 2 \times 10^{-3} \) and \( hL = 2 \times 10^{-3} \). Hence:

\[
h = \frac{2 \times 10^{-3}}{3.5 \times 10^{-3}} = 5.7 \times 10^{-7} \text{ m}^{-1}
\]

* The crosstalk is also referred to as the extinction ratio at the fiber output between the unwanted mode and the launch mode.
The generally higher transmission losses exhibited by PM fibers over conventional single-mode fibers is a major consideration in their possible utilization within coherent optical fiber communication systems. This factor is, however, less important when dealing with the short fiber lengths employed in fiber devices (see Section 5.6). Nevertheless, care is required in the determination of the cutoff wavelength or the measurement of fiber loss at longer wavelengths than cutoff because the transmission losses of the HE_{11} and HE_{11} modes in HB fibers exhibit different wavelength dependencies. PM fibers with losses approaching those of conventional single-mode fiber have been fabricated. For example, optical losses of around 0.23 dB km$^{-1}$ at a wavelength of 1.55 $\mu$m with polarization cross-talk of $-36$ dB km$^{-1}$ have been obtained [Refs 108, 109]. Such PM fibers could therefore eventually find application within long-haul coherent optical fiber transmission systems.

### 3.14 Nonlinear effects

Usually lightwaves or photons transmitted through a fiber have little interaction with each other, and are not changed by their passage through the fiber (except for absorption and scattering). There are exceptions, however, arising from the interactions between lightwaves and the material transmitting them, which can affect optical signals. These processes are normally referred to as nonlinear effects or phenomena because their strength typically depends on the square (or some higher power) of the optical intensity. Hence nonlinear effects are weak at low powers but they can become much stronger at high optical intensities. This situation can result either when the power is increased, or when it is concentrated in a small area such as the core of a single-mode optical fiber.

Although the nonlinear effects in optical fibers are small, they accumulate as light passes through many kilometers of single-mode fiber. The small core diameters, together with the long transmission distances that may be obtained with these fibers, have enabled the occurrence of nonlinear phenomena at power levels of a few milliwatts which are well within the capability of semiconductor lasers. Furthermore, the optical power levels become much larger when wavelength division multiplexing (see Section 12.9.4) packs many signal channels into one single-mode fiber such that the overall power level is the summation of the individual channel optical powers [Ref. 110].

There are two broad categories of nonlinear effects that can be separated based on their characteristics: namely, scattering and Kerr effects. These fiber nonlinearities are identified in Figure 3.32 where the fiber attenuation associated with nonlinear scattering was discussed in Section 3.5, but both these and the Kerr effects shown may also be employed in important applications for single-mode fibers including distributed in-fiber amplification, wavelength conversion (see Section 10.5.4), multiplexing and demultiplexing, pulse regeneration, optical monitoring and optical switching [Ref. 111].

#### 3.14.1 Scattering effects

It was indicated in Section 3.5 that when an optical wave is within a fiber medium incident photons may be scattered, producing a phonon emitted at acoustic frequencies by exciting molecular vibrations, together with another photon at a shifted frequency. In quantum
mechanical terms this process can be described as the molecule absorbing the photon at the original frequency while emitting a photon at the shifted frequency and simultaneously making a transition between vibrational states. The scattered photon therefore emerges at a frequency shifted below or above the incident photon frequency with the energy difference between the two photons being deposited or extracted from the scattering medium. An upshifted photon frequency is only possible if the material gives up quantum energy equal to the energy difference between the incident and scattered photon. The material must therefore be in a thermally excited state before the incident photon arrives, and at room temperature (i.e. 300 K) the upshifted scattering intensity is much weaker than the downshifted one. The former scattered wave is known as the Stokes component whereas the latter is referred to as the anti-Stokes component. In contrast to linear scattering (i.e. Rayleigh), which is said to be elastic because the scattered wave has the same frequency as the incident wave, these nonlinear scattering processes are clearly inelastic. A schematic of the spectrum obtained from these inelastic scattering processes is shown in Figure 3.33. It should be noted that the schematic depicts the spontaneous scattering spectrum rather than the stimulated one.

The frequency shifts associated with inelastic scattering can be small (less than 1 cm$^{-1}$), which typifies Brillouin scattering with an acoustic frequency phonon. Larger frequency shifts (greater than 100 cm$^{-1}$) characterize the Raman regime where the photon is scattered by local molecular vibrations or by optical frequency phonons. An interesting feature of these inelastic scattering processes is that they not only result in a frequency shift but for sufficiently high incident intensity also provide optical gain at the shifted frequency. The incident optical frequency is also known as the pump frequency $\omega_p$, which gives the Stokes ($\omega_s$) and anti-Stokes ($\omega_a$) components of the scattered radiation (see Figure 3.33). For a typical fiber, a pump power of around 1 watt in 100 m of fiber results in a Raman gain of about a factor of 2 [Ref. 112]. By contrast, the peak Brillouin gain is more than two orders of magnitude greater than the Raman gain, but the Brillouin frequency shift and gain bandwidth are much smaller. Furthermore, Brillouin gain only exists for light propagation in the opposite direction to the pump light while Raman amplification will occur for light propagating in either direction.

Raman gain also extends over a substantial bandwidth, as may be observed in Figure 3.34 [Ref. 113]. Hence, with a suitable pump source, a fiber can function as a relatively high-gain, broad-bandwidth, bidirectional optical amplifier (see Section 10.4.2). Although
given its much greater peak gain, it might be expected that Brillouin amplification would dominate over Raman amplification. At present this is not usually the case because of the narrow bandwidth associated with the Brillouin process which is often in the range 20 to 80 MHz. Pulsed semiconductor laser sources generally have much broader bandwidths and therefore prove inefficient pumps for such a narrow-gain spectrum.
3.14.2 Kerr effects

Nonlinear effects which can be readily described by the intensity-dependent refractive index of the fiber are commonly referred to as Kerr nonlinearities. The refractive index of a medium results from the applied optical field perturbing the atoms or molecules of the medium to induce an oscillating polarization, which then radiates, producing an overall perturbed field. At low intensities the polarization is a linear function of the applied field and hence the resulting perturbation of the field can be realistically described by a constant refractive index. However, at higher optical intensities the perturbations do not remain linear functions of the applied field and Kerr nonlinear effects may be observed. Typically, in the visible and infrared wavelength regions Kerr nonlinearities do not exhibit a strong dependence on the frequency of the incident light because the resonant frequencies of the oscillations tend to be in the ultraviolet region of the spectrum [Ref. 114]. As indicated in Figure 3.32, there are primarily, however, three processes which produce Kerr effects: namely, self-phase modulation (SPM), cross-phase modulation (XPM) and four-wave mixing (FWM).

The intensity-dependent refractive index causes an intensity-dependent phase shift in the fiber. Hence, for a light pulse propagating in the fiber, Kerr nonlinearities result in a different transmission phase for the peak of the pulse compared with the leading and trailing pulse edges. This effect, which is known as self-phase modulation (SPM), causes modifications to the pulse spectrum. As the instantaneous frequency of a wave is the time derivative of its phase, then a time-varying phase creates a time-varying frequency. Thus SPM can alter and broaden the frequency spectrum of the pulse. The spectral broadening caused by SPM produces dispersion-like effects which can limit transmission rates in some long-haul optical communication systems, depending on the fiber type and its chromatic dispersion. For ultrashort pulses (less than 1 picosecond) with very high peak powers, its effect can be very strong, generating a broad continuum of wavelengths.

Although SPM can simply be used for wavelength or frequency shifting (see Section 11.4.4), it has found major application for pulse compression within single-mode fiber transmission [Ref. 115]. In this context SPM effectively imposes a chirp, or positive frequency sweep, on the pulse. This phenomenon combined with the group velocity dispersion occurring within the fiber allows optical pulses to be compressed by employing, for example, a pair of diffraction gratings in which the longer wavelength light traveling at the front of the pulse follows a longer path length than the shorter wavelength light at the rear of the pulse. Hence, the rear of the pulse catches up with the front of the pulse and compression occurs. Furthermore, for critical pulse shapes and at high optical power levels, such pulse compression can be obtained in the fiber itself which forms the basis of so-called soliton propagation (see Section 3.15).

Cross-phase modulation (XPM) is a similar effect to SPM except that overlapping but distinguishable pulses, possessing, for example, different wavelengths or polarizations, are involved. In this case variations in intensity of one pulse will modulate the refractive

* It is usual to describe the group velocity dispersion resulting from the frequency dependence of the group velocity (i.e. the different spectral components within a pulse exhibit a different group delay \( \tau_g \) thus causing pulse spread) in terms of the chromatic or intramodal dispersion which for a unit length of fiber is defined by \( d\tau_g/d\lambda \).
index of the fiber which causes phase modulation of the overlapping pulse(s). As with SPM, this phase modulation translates into frequency modulation which broadens the pulse spectrum. Thus XPM is exhibited as a crosstalk mechanism between channels when either intensity modulation is used in dispersive optical fiber transmission or, alternatively, when phase encoding is employed [Ref. 116]. Moreover, the strength of XPM increases with the number of channels and it also becomes stronger as the channel spacing is made smaller. There is no energy transfer, however, between channels, which distinguishes the effect from other crosstalk processes in which the increase in signal power in a channel takes place only by a reduction in power in another one. Although the overall strength of XPM is twice that of SPM because the total intensity is the square of the sum of two electric field amplitudes, the effect is weakened as pulses with different wavelengths or polarizations are usually not group velocity matched and therefore the overlap is not maintained [Ref. 111].

The beating between light at different frequencies or wavelengths in multichannel fiber transmission causes phase modulation of the channels and hence the generation of modulation sidebands at new frequencies which are termed four-wave mixing (FWM). When three wave components copropagate at angular frequencies $\omega_1$, $\omega_2$ and $\omega_3$, then a new wave is generated at frequency $\omega_4$ where $\omega_4 = \omega_1 + \omega_2 - \omega_3$. This frequency combination can be problematic for multichannel optical communications as they can become phase matched if the channel wavelengths are close to the zero-dispersion wavelength. FWM is therefore one of a broad class of harmonic mixing or harmonic generation processes in which two or more waves combine to generate waves at a different frequency that is the sum (or difference) of the signals that are mixed. Such second-harmonic generation or frequency doubling is common in optics; it combines two waves at the same frequency to generate a wave at twice the frequency (or, equivalently, at half the wavelength). This phenomenon can occur in optical fibers, but the first harmonic of the 1.55 \( \mu \) m wavelength is at 0.775 \( \mu \) m which is not quite in the optical communications band and thus it does not interfere with the signal transmission wavelength.

Although FWM is a weak effect, it can accumulate when multichannel signals remain in phase with each other over long transmission distances, which is typically when the fiber chromatic dispersion is very close to zero. Hence pulses transmitted over different optical channels at different wavelengths stay in the same relative positions along the fiber length because the signals experience near-zero dispersion. In this case the effect of FWM is amplified and a noise signal builds up which interferes with other channels on the system. Hence one method to minimize crosstalk resulting from FWM in wavelength division multiplexed systems based on low-dispersion fiber is to employ unequal channel spacing so that the FWM noise components are not generated at frequencies which correspond to the channel frequencies [Ref. 117].

### 3.15 Soliton propagation

Soliton propagation results from a special case of nonlinear dispersion compensation in which the nonlinear chirp caused by SPM balances, and hence postpones, the temporal broadening induced by group velocity delay (GVD). Although both of these phenomena
limit the propagation distance that can be achieved when acting independently, if balanced
at the necessary critical pulse intensity they enable the pulse to propagate without any dis-

tortion (i.e. its shape is self-maintaining) as a soliton. In essence a soliton has two distinc-

tive features which are potentially important for the provision of high-speed optical fiber
communications: it propagates without changing shape; and the shape is unaffected, that
of a soliton, after a collision with another soliton. Hence the former soliton property overcomes
the dispersion limitation and avoids intersymbol interference while the collision invariance
potentially provides for efficient wavelength division multiplexing (see Section 12.9.4).

Optical soliton propagation was initially determined theoretically where, in an ideal
optical fiber exhibiting only second-order dispersion and the Kerr nonlinearity, the wave
envelope of the light follows the nonlinear Schrödinger equation written as [Ref. 118]:

\[ j \frac{\partial U}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 U}{\partial \tau^2} + \gamma |U|^2 U = 0 \]  

(3.69)

where \( U \) represents the complex wave envelope, \( z \) is the distance along the fiber, \( \beta_2 \) is the
second-order dispersion coefficient, and \( \gamma \) is the nonlinear coefficient resulting from the
Kerr effect. Furthermore, the quantity \( \tau \), referred to as the retarded time, is equal to \( t - z/v_g \)
where \( t \) is the physical time with \( v_g \) being the group velocity. It can therefore be shown that
when \( \beta_2 < 0 \), Eq. (3.69) has a soliton solution* for the input pulse to the fiber which is:

\[ U = \left( \frac{|\beta_2|}{\gamma T^2} \right)^{1/2} \text{sech} \left( \frac{\tau}{T} \right) \exp \left( j \frac{|\beta_2|}{2T^2} \right) \]  

(3.70)

where \( T \) is an arbitrary parameter representing the soliton pulse duration. The variable
term \((|\beta_2|/\gamma T^2)^{1/2}\) in Eq. (3.70), sometimes referred to as the parameter \( N \), comprises a
dimensionless combination of pulse and fiber parameters. When the input pulse repres-
ented by Eq. (3.70) is launched into the fiber its shape remains unchanged for \( N = 1 \) which
is known as the fundamental soliton, while higher order solitons exist for integer values of
\( N \) greater than 1. The pulse intensity over distance along the fiber is shown in Figure 3.35
for both the fundamental \((N = 1)\) and the third-order \((N = 3)\) solitons over a soliton period.
It may be noted that the shape of the fundamental soliton remains unchanged over the
period whereas although the shape of the third-order soliton changes, it does so in a peri-
dodic manner recovering its original shape after a distance equal to the soliton period.†

Although a single soliton pulse in an ideal lossless fiber is completely stable, in an
actual optical fiber the fiber attenuation must be taken into account. This fiber loss may be
readily compensated using optical amplifiers (see Chapter 10) which leads to a periodic evo-
lution of the pulse amplitude but also to the accumulation of other optical impairments
along the fiber link (e.g. amplified spontaneous emission noise). Hence if the soliton energy

* For the condition \( \beta_2 < 0 \), the solutions are pulse-like solitons also referred to as a bright solitons,
whereas in the case of normal dispersion when \( \beta_2 > 0 \), the solutions which exhibit a dip in a constant
intensity background are referred to as dark solitons; these are not currently being pursued for prac-
tical communication applications as they exist in the spectral region where fibers have high losses.
† The soliton period is, in fact, defined as the distance over which higher order solitons recover their
original shape.
is maintained within the fiber through periodic optical amplification, the SPM compensates for the GVD and the solitons maintain their widths and are not destroyed. When the amplifier spacing on the fiber link is determined in order to maintain such soliton propagation, then the solitons are referred to as being loss-managed.

In the above case it has been assumed that the GVD is constant along the fiber link, whereas in practice it may vary (or be varied through dispersion management techniques [Ref. 118]). Nevertheless it turns out that solitons can both form and propagate when the GVD (and hence $\beta_2$) varies along the fiber link [Ref. 119]. Indeed for such a dispersion-managed soliton propagation regime a new single-mode fiber type has been developed called dispersion-decreasing fiber [Ref. 120]. This fiber type is designed so that the reduced SPM experienced by solitons which have been attenuated through the fiber losses is counteracted by a decreasing GVD. Furthermore, when the GVD is designed to decrease exponentially in a fiber section between two optical amplifiers, then the spacing of the amplifiers is independent of the fiber losses. Hence in these circumstances the fundamental soliton maintains its shape and width even in a high-loss fiber. A practical technique for fabricating dispersion-decreasing single-mode fibers consists of reducing the fiber core diameter along the fiber length during the fiber drawing process (see Section 4.3.1) and in this way fibers with a nearly exponential GVD profile have been obtained [Ref. 121].

A further soliton propagation issue results from the amplified spontaneous emission noise on an optically amplified fiber link which acts to produce random variations of the solitons' central frequencies. Chromatic dispersion within the single-mode fiber then converts these variations in frequency to a jitter in pulse arrival times which is known as the Gordon–Haus effect [Ref. 122]. This timing jitter (see Section 12.6.1.) can cause some of the pulses to move out of their correct bit time slots which will then create errors in the soliton transmission. These bit time slots are depicted by the dashed lines in Figure 3.36 which illustrates the nonreturn-to-zero (NRZ) transmission format often used in intensity-modulated direct detection fiber systems (see Section 12.6.7) together with the soliton pulse format. It may be noted that a binary 1 in the NRZ format fills the bit time slot almost uniformly with optical energy, whereas the binary 0 puts as little energy as possible in the time slot. Although the optical energy is concentrated in the center of the bit time

---

**Figure 3.35** Pulse intensity over one soliton period: (a) fundamental soliton; (b) third-order soliton
The mean optical power launched into an optical fiber link is 1.5 mW and the fiber has an attenuation of 0.5 dB km$^{-1}$. Determine the maximum possible link length without repeaters (assuming lossless connectors) when the minimum mean optical power level required at the detector is 2 $\mu$W.

3.2 The numerical input/output mean optical power ratio in a 1 km, length of optical fiber is found to be 2.5. Calculate the received mean optical power when a mean optical power of 1 mW is launched into a 5 km length of the fiber (assuming no joints or connectors).

3.3 A 15 km optical fiber link uses fiber with a loss of 1.5 dB km$^{-1}$. The fiber is jointed every kilometer with connectors which give an attenuation of 0.8 dB each. Determine the minimum mean optical power which must be launched into the fiber in order to maintain a mean optical power level of 0.3 $\mu$W at the detector.

3.4 Discuss absorption losses in optical fibers, comparing and contrasting the intrinsic and extrinsic absorption mechanisms.

3.5 Briefly describe linear scattering losses in optical fibers with regard to:
(a) Rayleigh scattering;
(b) Mie scattering.

The photoelastic coefficient and the refractive index for silica are 0.286 and 1.46 respectively. Silica has an isothermal compressibility of $7 \times 10^{-11}$ m$^2$ N$^{-1}$ and an estimated fictive temperature of 1400 K. Determine the theoretical attenuation in
decibels per kilometer due to the fundamental Rayleigh scattering in silica at optical wavelengths of 0.85 and 1.55 μm. Boltzmann’s constant is $1.381 \times 10^{-23}$ J K$^{-1}$.

3.6 A K$_2$O–SiO$_2$ glass core optical fiber has an attenuation resulting from Rayleigh scattering of 0.46 dB km$^{-1}$ at a wavelength of 1 μm. The glass has an estimated fictive temperature of 758 K, isothermal compressibility of $8.4 \times 10^{-11}$ m$^2$ N$^{-1}$, and a photoelastic coefficient of 0.245. Determine from theoretical considerations the refractive index of the glass.

3.7 Compare stimulated Brillouin and stimulated Raman scattering in optical fibers, and indicate the way in which they may be avoided in optical fiber communications.

The threshold optical powers for stimulated Brillouin and Raman scattering in a single-mode fiber with a long 8 μm core diameter are found to be 190 mW and 1.70 W, respectively, when using an injection laser source with a bandwidth of 1 GHz. Calculate the operating wavelength of the laser and the attenuation in decibels per kilometer of the fiber at this wavelength.

3.8 The threshold optical power for stimulated Brillouin scattering at a wavelength of 0.85 μm in a long single-mode fiber using an injection laser source with a bandwidth of 800 MHz is 127 mW. The fiber has an attenuation of 2 dB km$^{-1}$ at this wavelength. Determine the threshold optical power for stimulated Raman scattering within the fiber at a wavelength of 0.9 μm assuming the fiber attenuation is reduced to 1.8 dB km$^{-1}$ at this wavelength.

3.9 Explain what is meant by the critical bending radius for an optical fiber.

A multimode graded index fiber has a refractive index at the core axis of 1.46 with a cladding refractive index of 1.45. The critical radius of curvature which allows large bending losses to occur is 84 μm when the fiber is transmitting light of a particular wavelength. Determine the wavelength of the transmitted light.

3.10 A single-mode step index fiber with a core refractive index of 1.49 has a critical bending radius of 10.4 mm when illuminated with light at a wavelength of 1.30 μm. If the cutoff wavelength for the fiber is 1.15 μm calculate its relative refractive index difference.

3.11 (a) A multimode step index fiber gives a total pulse broadening of 95 ns over a 5 km length. Estimate the bandwidth-length product for the fiber when a nonreturn to zero digital code is used.

(b) A single-mode step index fiber has a bandwidth-length product of 10 GHz km. Estimate the rms pulse broadening over a 40 km digital optical link without repeaters consisting of the fiber, and using a return to zero code.

3.12 An 8 km optical fiber link without repeaters uses multimode graded index fiber which has a bandwidth-length product of 400 MHz km. Estimate:

(a) the total pulse broadening on the link;
(b) the rms pulse broadening on the link.

It may be assumed that a return to zero code is used.

3.13 Briefly explain the reasons for pulse broadening due to material dispersion in optical fibers.
The group delay $\tau_g$ in an optical fiber is given by:

$$
\tau_g = \frac{1}{c} \left( n_1 - \frac{\lambda d n_1}{d \lambda} \right)
$$

where $c$ is the velocity of light in a vacuum, $n_1$ is the core refractive index and $\lambda$ is the wavelength of the transmitted light. Derive an expression for the rms pulse broadening due to material dispersion in an optical fiber and define the material dispersion parameter.

The material dispersion parameter for a glass fiber is $20 \text{ ps nm}^{-1} \text{ km}^{-1}$ at a wavelength of $1.5 \mu$m. Estimate the pulse broadening due to material dispersion within the fiber when light is launched from an injection laser source with a peak wavelength of $1.5 \mu$m and an rms spectral width of $2 \text{ nm}$ into a $30 \text{ km}$ length of the fiber.

3.14 The material dispersion in an optical fiber defined by $| d^2 n_1 / d \lambda^2 |$ is $4.0 \times 10^{-2} \mu m^{-2}$. Estimate the pulse broadening per kilometer due to material dispersion within the fiber when it is illuminated with an LED source with a peak wavelength of $0.9 \mu m$ and an rms spectral width of $45 \text{ nm}$.

3.15 Describe the mechanism of intermodal dispersion in a multimode step index fiber. Show that the total broadening of a light pulse $\delta T_s$ due to intermodal dispersion in a multimode step index fiber may be given by:

$$
\delta T_s = \frac{L (\text{NA})^2}{2 n_1 c}
$$

where $L$ is the fiber length, NA is the numerical aperture of the fiber, $n_1$ is the core refractive index and $c$ is the velocity of light in a vacuum.

A multimode step index fiber has a numerical aperture of 0.2 and a core refractive index of 1.47. Estimate the bandwidth-length product for the fiber assuming only intermodal dispersion and a return to zero code when:

(a) there is no mode coupling between the guided modes;
(b) mode coupling between the guided modes gives a characteristic length equivalent to 0.6 of the actual fiber length.

3.16 Using the relation for $\delta T_s$ given in Problem 3.15, derive an expression for the rms pulse broadening due to intermodal dispersion in a multimode step index fiber. Compare this expression with a similar expression which may be obtained for an optimum near-parabolic profile graded index fiber.

Estimate the bandwidth-length product for the step index fiber specified in Problem 3.15 considering the rms pulse broadening due to intermodal dispersion within the fiber and comment on the result. Indicate the possible improvement in the bandwidth-length product when an optimum near-parabolic profile graded index fiber with the same relative refractive index difference and core axis refractive index is used. In both cases assume only intermodal dispersion within the fiber and the use of a return to zero code.
3.17 An 11 km optical fiber link consisting of optimum near-parabolic profile graded index fiber exhibits rms intermodal pulse broadening of 346 ps over its length. If the fiber has a relative refractive index difference of 1.5%, estimate the core axis refractive index. Hence determine the numerical aperture for the fiber.

3.18 A multimode, optimum, near-parabolic profile graded index fiber has a material dispersion parameter of 30 ps nm$^{-1}$ km$^{-1}$ when used with a good LED source of rms spectral width 25 nm. The fiber has a numerical aperture of 0.4 and a core axis refractive index of 1.48. Estimate the total rms pulse broadening per kilometer within the fiber assuming waveguide dispersion to be negligible. Hence, estimate the bandwidth-length product for the fiber.

3.19 A multimode step index fiber has a relative refractive index difference of 1% and a core refractive index of 1.46. The maximum optical bandwidth that may be obtained with a particular source on a 4.5 km link is 3.1 MHz.

(a) Determine the rms pulse broadening per kilometer resulting from chromatic dispersion mechanisms.

(b) Assuming waveguide dispersion may be ignored, estimate the rms spectral width of the source used, if the material dispersion parameter for the fiber at the operating wavelength is 90 ps nm$^{-1}$ km$^{-1}$.

3.20 Describe the phenomenon of modal noise in optical fibers and suggest how it may be avoided.

3.21 Discuss dispersion mechanisms with regard to single-mode fibers indicating the dominating effects. Hence, describe how intramodal dispersion may be minimized within the single-mode region.

3.22 An approximation for the normalized propagation constant in a single-mode step index fiber shown in Example 2.9 is:

$$b(V) = \left(1.1428 - \frac{0.9960}{V}\right)^2$$

Obtain a corresponding approximation for the waveguide parameter $V d^2(Vb)/dV^2$ and hence write down an expression for the waveguide dispersion in the fiber.

Estimate the waveguide dispersion in a single-mode step index fiber at a wavelength of 1.34 μm when the fiber core radius and refractive index are 4.4 μm and 1.48 respectively.

3.23 A single-mode step index fiber exhibits material dispersion of 7 ps nm$^{-1}$ km$^{-1}$ at an operating wavelength of 1.55 μm. Using the approximation obtained in Problem 3.22, estimate the fiber core diameter which will enable the waveguide dispersion to cancel the material dispersion so that zero intramodal dispersion is obtained at this wavelength. The refractive index of the fiber core is 1.45.

3.24 A single-mode step index fiber has a zero-dispersion wavelength of 1.29 μm and exhibits total first-order dispersion of 3.5 ps nm$^{-1}$ km$^{-1}$ at a wavelength of 1.32 μm. Determine the total first-order dispersion in the fiber at a wavelength of 1.54 μm.
Describe the techniques employed and the fiber structures utilized to provide:
(a) dispersion-shifted single-mode fibers;
(b) dispersion-flattened single-mode fibers.
(c) nonzero-dispersion shifted single-mode fibers.

Explain what is meant by:
(a) fiber birefringence;
(b) the beat length;
in single-mode fibers.
The difference between the propagation constants for the two orthogonal modes in a single-mode fiber is 250. It is illuminated with light of peak wavelength 1.55 μm from an injection laser source with a spectral linewidth of 0.8 nm. Estimate the coherence length within the fiber.

The difference in the effective refractive indices \( n_x - n_y \) for the two orthogonally polarized modes in conventional single-mode fibers is in the range \( 9.3 \times 10^{-7} < n_x - n_y < 1.1 \times 10^{-5} \). Determine the corresponding range for the beat lengths of the fibers when they are operating at a transmission wavelength of 1.3 μm. Hence obtain the range of the modal birefringence for the fibers.

A single-mode fiber maintains birefringent coherence over a length of 100 km when it is illuminated with an injection laser source with a spectral linewidth of 1.5 nm and a peak wavelength of 1.32 μm. Estimate the beat length within the fiber and comment on the result.

Provide a definition for polarization mode dispersion (PMD) in single-mode optical fibers.
Discuss the statistical approach to the theory of PMD explaining the relationship between the fiber polarization beat length and the correlation length. Hence describe the two distinct PMD regions as determined by the correlation length, suggesting the reason why with recently deployed single-mode fiber links PMD is not necessarily a major limitation on link performance.

Describe, with the aid of sketches, the techniques that can be employed to produce both high- and low-birefringence PM fibers.
A two-polarization mode PM fiber has a mode coupling parameter of \( 2.3 \times 10^{-5} \text{ m}^{-1} \) when operating at a wavelength of 1.55 μm. Estimate the polarization cross-talk for the fiber at this wavelength.

Explain what is meant by self-phase modulation.
Identify and discuss a major application area for this nonlinear phenomenon.

Describe the two distinctive features of an optical soliton pulse and indicate how loss-managed solitons are produced and maintained on an actual single-mode fiber link.

Explain the phenomenon referred to as the Gordon–Haus effect and identify the major problem this may cause in optical soliton communications.
Answers to numerical problems

3.1 57.5 km
3.2 10.0 μW
3.3 703 μW
3.5 1.57 dB km⁻¹, 0.14 dB km⁻¹
3.6 1.49
3.7 1.50 μm, 0.30 dB km⁻¹
3.8 2.4 W
3.9 0.86 μm
3.11 (a) 13.2 MHz km; (b) 800 ps
3.12 (a) 10 ns; (b) 4 ns
3.13 1.2 ns
3.14 5.4 ns km⁻¹
3.15 (a) 11.0 M Hz km; (b) 14.2 M Hz km
3.16 15.3 M Hz km; improvement to 10.9 GHz km
3.17 1.45, 0.25
3.18 774 ps km⁻¹, 258 MHz km
3.19 (a) 2.82 ns km⁻¹; (b) 31 nm
3.22 −3.92 ps nm⁻¹ km⁻¹
3.23 7.2 μm
3.24 23.6 ps nm⁻¹ km⁻¹
3.25 48.6 m
3.26 12 cm < L_b < 1.4 m; 9.3 × 10⁻³ < B_f < 1.1 × 10⁻³
3.28 113.6 m
3.30 −16.4 dB km⁻¹
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4.1 Introduction

Optical fiber waveguides and their transmission characteristics have been considered in some detail in Chapters 2 and 3. However, we have yet to discuss the practical considerations and problems associated with the production, application and installation of optical fibers within a line transmission system. These factors are of paramount importance if optical fiber communication systems are to be considered as viable replacements for conventional metallic line communication systems. Optical fiber communication is of little use if the many advantages of optical fiber transmission lines outlined in the preceding chapters may not be applied in practice in the telecommunications network without severe degradation of the lines' performance.

It is therefore essential that:
1. Optical fibers may be produced with good stable transmission characteristics in long lengths at a minimum cost and with maximum reproducibility.

2. A range of optical fiber types with regard to size, refractive indices and index profiles, operating wavelengths, materials, etc., be available in order to fulfill many different system applications.

3. The fibers may be converted into practical cables which can be handled in a similar manner to conventional electrical transmission cables without problems associated with the degradation of their characteristics or damage.

4. The fibers and fiber cables may be terminated and connected together (jointed) without excessive practical difficulties and in ways which limit the effect of this process on the fiber transmission characteristics to keep them within acceptable operating levels. It is important that these jointing techniques may be applied with ease in the field locations where cable connection takes place.

In this chapter, we therefore consider the first three of the above practical elements associated with optical fiber communications. The final element, however, concerned with fiber termination and jointing is discussed immediately following, in Chapter 5. The various methods of preparation for silica-based optical fibers (both liquid and vapor phase) with characteristics suitable for telecommunications applications are dealt with in Sections 4.2 to 4.4. This is followed in Section 4.5 by consideration of the major commercially available fibers describing in general terms both the types and their characteristics. In particular, an outline of the range of single-mode silica optical fibers specified by standards together with the developments in the area of plastic or polymeric fibers for use in lower bandwidth, shorter distance applications is provided. The requirements for optical fiber cabling in relation to fiber protection are then discussed in Section 4.6 prior to discussion in Section 4.7 of the factors which cause modification to the cabled fiber transmission characteristics in a practical operating environment (i.e. microbending, hydrogen absorption, nuclear radiation exposure). Finally, cable design strategies and their influence upon typical examples of optical fiber cable constructions are dealt with in Section 4.8.

### 4.2 Preparation of optical fibers

From the considerations of optical waveguiding of Chapter 2 it is clear that a variation of refractive index inside the optical fiber (i.e. between the core and the cladding) is a fundamental necessity in the fabrication of fibers for light transmission. Hence at least two different materials which are transparent to light over the major operating wavelength range (0.8 to 1.7 μm) are required. In practice these materials must exhibit relatively low optical attenuation and they must therefore have low intrinsic absorption and scattering losses. A number of organic and inorganic insulating substances meet these conditions in the visible and near-infrared regions of the spectrum.

However, in order to avoid scattering losses in excess of the fundamental intrinsic losses, scattering centers such as bubbles, strains and grain boundaries must be eradicated.
This tends to limit the choice of suitable materials for the fabrication of optical fibers to either glasses (or glass-like materials) and monocrystalline structures (certain plastics). It is also useful, and in the case of graded index fibers essential, that the refractive index of the material may be varied by suitable doping with another compatible material. Hence these two materials should have mutual solubility over a relatively wide range of concentrations. This is only achieved in glasses or glass-like materials, and therefore monocrystalline materials are unsuitable for the fabrication of graded index fibers, but may be used for step index fibers. However, it is apparent that glasses exhibit the best overall material characteristics for use in the fabrication of low-loss optical fibers. They are therefore used almost exclusively in the preparation of fibers for telecommunications applications. Plastic-clad [Ref. 1] and all plastic fibers find some use in short-haul, low-bandwidth applications.

In this chapter the discussion will therefore be confined to the preparation of glass fibers. This is a two-stage process in which initially the pure glass is produced and converted into a form (rod or preform) suitable for making the fiber. A drawing or pulling technique is then employed to acquire the end product. The methods of preparing the extremely pure optical glasses generally fall into two major categories which are:

(a) conventional glass refining techniques in which the glass is processed in the molten state (melting methods) producing a multicomponent glass structure;
(b) vapor-phase deposition methods producing silica-rich glasses which have melting temperatures that are too high to allow the conventional melt process.

Although the vapor-phase methods are the ones that are now used to produce silica-based fibers with very low attenuation, both processes, with their respective drawing techniques, are described in the following sections.

### 4.3 Liquid-phase (melting) techniques

The first stage in this process is the preparation of ultrapure material powders which are usually oxides or carbonates of the required constituents. These include oxides such as SiO₂, GeO₂, B₂O₃, and A₃O₃, and carbonates such as Na₂CO₃, K₂CO₃, CaCO₃, and BaCO₃ which will decompose into oxides during the glass melting. Very high initial purity is essential and purification accounts for a large proportion of the material cost; nevertheless these compounds are commercially available with total transition metal contents below 20 parts in 10⁹ and below 1 part in 10⁹ for some specific impurities [Ref. 2]. The purification may therefore involve combined techniques of fine filtration and coprecipitation, followed by solvent extraction before recrystallization and final drying in a vacuum to remove any residual OH ions [Ref. 3].

The next stage is to melt these high-purity, powdered, low-melting-point glass materials to form a homogeneous, bubble-free multicomponent glass. A refractive index variation may be achieved by either a change in the composition of the various constituents or by ion exchange when the materials are in the molten phase. The melting of these multicomponent glass systems occurs at relatively low temperatures between 900 and 1300 °C.
and may take place in a silica crucible as shown in Figure 4.1 [Ref. 4]. However, contamination can arise during melting from several sources including the furnace environment and the crucible. Both fused silica and platinum crucibles have been used with some success, although an increase in impurity content was observed when the melt was held in a platinum crucible at high temperatures over long periods [Ref. 5].

Silica crucibles can give dissolution into the melt which may introduce inhomogeneities into the glass, especially at high melting temperatures. A technique for avoiding this involves melting the glass directly into a radio-frequency (RF approximately 5 MHz) induction furnace while cooling the silica by gas or water flow, as shown in Figure 4.2 [Refs 6–8]. The materials are preheated to around 1000°C where they exhibit sufficient ionic conductivity to enable coupling between the melt and the RF field. The melt is also protected from any impurities in the crucible by a thin layer of solidified pure glass which forms due to the temperature difference between the melt and the cooled silica crucible.

In both techniques the glass is homogenized and dried by bubbling pure gases through the melt, while protecting against any airborne dust particles either originating in the melt furnace or present as atmospheric contamination. After the melt has been suitably processed, it is cooled and formed into long rods (cane) of multicomponent glass.

### 4.3.1 Fiber drawing

An original technique for producing fine optical fiber waveguides was to make a preform using the rod in tube process. A rod of core glass was inserted into a tube of cladding glass...
and the preform was drawn in a vertical muffle furnace, as illustrated in Figure 4.3 [Ref. 9]. This technique was useful for the production of step index fibers with large core and cladding diameters where the achievement of low attenuation was not critical as there was a danger of including bubbles and particulate matter at the core-cladding interface. Indeed, these minute perturbations and impurities can result in very high losses of between 500 and 1000 dB km$^{-1}$ after the fiber is drawn [Ref. 10].

Subsequent development in the drawing of optical fibers (especially graded index) produced by liquid-phase techniques has concentrated on the double-crucible method. In this method the core and cladding glass in the form of separate rods is fed into two concentric platinum crucibles, as illustrated in Figure 4.4 [Ref. 4]. The assembly is usually located in a muffle furnace capable of heating the crucible contents to a temperature of between 800 and 1200°C. The crucibles have nozzles in their bases from which the clad fiber is drawn directly from the melt, as shown in Figure 4.4. Index grading may be achieved through the diffusion of mobile ions across the core-cladding interface within the molten glass. It is possible to achieve a reasonable refractive index profile via this diffusion process, although due to lack of precise control it is not possible to obtain the
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Figure 4.3 Optical fiber from a preform [Ref. 9]

Figure 4.4 The double-crucible method for fiber drawing [Ref. 4]
optimum near-parabolic profile which yields the minimum pulse dispersion (see Section 3.10.2). Hence graded index fibers produced by this technique are subsequently less dispersive than step index fibers, but do not have the bandwidth–length products of optimum profile fibers. Pulse dispersion of 1 to 6 ns km$^{-1}$ [Refs 11, 12] is quite typical, depending on the material system used.

Some of the material systems used in the fabrication of multicomponent glass step index and graded index fibers are given in Table 4.1.

Using very high-purity melting techniques and the double-crucible drawing method, step index and graded index fibers with attenuations as low as 3.4 dB km$^{-1}$ [Ref. 13] and 1.1 dB km$^{-1}$ [Ref. 2], respectively, have been produced. However, such low losses cannot be consistently obtained using liquid-phase techniques and typical losses for multicomponent glass fibers prepared continuously by these methods remain in the range 5 to 20 dB km$^{-1}$ at a wavelength of 0.85 μm [Ref. 10]. Hence the method is particularly used for the production of fibers with a large core diameter of 200 μm and above which now rarely find application in mainstream communications. Nevertheless, a benefit of these techniques is their potential for continuous production (both melting and drawing) of optical fibers.

4.4 Vapor-phase deposition techniques

Vapor-phase deposition techniques are used to produce silica-rich glasses of the highest transparency and with the optimal optical properties. The starting materials are volatile compounds such as SiCl$_4$, GeCl$_4$, SiF$_4$, BCl$_3$, O$_2$, BBF$_3$ and POCl$_3$ which may be distilled to reduce the concentration of most transition metal impurities to below one part in 10$^9$, giving negligible absorption losses from these elements. Refractive index modification is achieved through the formation of dopants from the nonsilica starting materials. These vapor-phase dopants include TiO$_2$, GeO$_2$, P$_2$O$_5$, A$_2$O$_3$, B$_2$O$_3$ and F, the effects of which on
the refractive index of silica are shown in Figure 4.5 [Ref. 2]. Gaseous mixtures of the silica-containing compound, the doping material and oxygen are combined in a vapor-phase oxidation reaction where the deposition of oxides occurs. The deposition is usually onto a substrate or within a hollow tube and is built up as a stack of successive layers. Hence the dopant concentration may be varied gradually to produce a graded index profile or maintained to give a step index profile. In the case of the substrate this directly results in a solid rod or preform whereas the hollow tube must be collapsed to give a solid preform from which the fiber may be drawn.

There are a number of variations of vapor-phase deposition which have been successfully utilized to produce low-loss fibers. These methods are currently used for mass production of preforms in the manufacture of multimode, and particularly single-mode, fibers with extremely low attenuation (i.e. 0.18 dB km$^{-1}$ at 1.55 μm) and low dispersion (i.e. less than 3.5 ps nm$^{-1}$ km$^{-1}$ between 1.285 and 1.330 μm) [Ref. 10]. The major techniques are illustrated in Figure 4.6, which also indicates the plane (horizontal or vertical) in which the deposition takes place as well as the formation of the preform. These vapor-phase deposition techniques fall into two broad categories: flame hydrolysis and chemical vapor deposition (CVD) methods. The individual techniques are considered in the following sections.

4.4.1 Outside vapor-phase oxidation process

This process which uses flame hydrolysis stems from work on 'soot' processes originally developed by Hyde [Ref. 14] which were used to produce the first fiber with losses of less than 20 dB km$^{-1}$ [Ref. 15]. The best known technique of this type is often referred to as the outside vapor-phase oxidation (OVPO) or the outside vapor-phase deposition (OVD) process. In this process the required glass composition is deposited laterally from a 'soot' generated by hydrolyzing the halide vapors in an oxygen-hydrogen flame. Oxygen is passed through the appropriate silicon compound (i.e. SiCl$_4$) which is vaporized, removing any impurities. Dopants such as GeCl$_4$ or TiCl$_4$ are added and the mixture is blown through the oxygen-hydrogen flame giving the following reactions:
SiCl$_4$ + 2H$_2$O $\xrightarrow{\text{heat}}$ SiO$_2$ + 4HCl (4.1)

and:

SiCl$_4$ + O$_2$ $\xrightarrow{\text{heat}}$ SiO$_2$ + 2Cl$_2$ (4.2)

GeCl$_4$ + O$_2$ $\xrightarrow{\text{heat}}$ GeO$_2$ + 2Cl$_2$ (4.3)

or:

TiCl$_4$ + O$_2$ $\xrightarrow{\text{heat}}$ TiO$_2$ + 2Cl$_2$ (4.4)

The silica is generated as a fine soot which is deposited on a cool rotating mandrel, as illustrated in Figure 4.7(a) [Ref. 16]. The flame of the burner is reversed back and forth over the length of the mandrel until a sufficient number of layers of silica (approximately 200) are deposited on it. When this process is completed the mandrel is removed and the porous mass of silica soot is sintered (to form a glass body), as illustrated in Figure 4.7(b).
The preform may contain both core and cladding glasses by properly varying the dopant concentrations during the deposition process. Several kilometers (around 10 km of 120 μm core diameter fiber have been produced [Ref. 2]) can be drawn from the preform by collapsing and closing the central hole, as shown in Figure 4.7(c). Fine control of the index gradient for graded index fibers may be achieved using this process as the gas flows can be adjusted at the completion of each traverse of the burner. Hence fibers with bandwidth-length products as high as 3 GHz km have been reported [Ref. 17] through accurate index grading with this process.

The purity of the glass fiber depends on the purity of the feeding materials and also upon the amount of OH impurity from the exposure of the silica to water vapor in the flame following the reactions given in Eqs (4.1) to (4.4). Typically, the OH content is between 50 and 200 parts per million and this contributes to the fiber attenuation. It is possible to reduce the OH impurity content by employing gaseous chlorine as a drying agent during sintering. [Ref. 18].

Other problems stem from the use of the mandrel which can create some difficulties in the formation of the fiber preform. Cracks may form due to stress concentration on the surface of the inside wall when the mandrel is removed. Also the refractive index profile has a central depression due to the collapsed hole when the fiber is drawn. Therefore, although the OVPO process is a useful fiber preparation technique, it has several drawbacks. Furthermore, it is a batch process, which limits its use for the volume production of optical fibers. Nevertheless, a number of proprietary approaches to scaling up the process have provided preforms capable of producing 250 km of fiber [Ref. 19].

4.4.2 Vapor axial deposition (VAD)

This process was developed by Izawa et al. [Ref. 20] in the search for a continuous (rather than batch) technique for the production of low-loss optical fibers. The VAD technique
uses an end-on deposition onto a rotating fused silica target, as illustrated in Figure 4.8 [Ref. 21]. The vaporized constituents are injected from burners and react to form silica soot by flame hydrolysis. This is deposited on the end of the starting target in the axial direction forming a solid porous glass preform in the shape of a boule. The preform which is growing in the axial direction is pulled upwards at a rate which corresponds to the growth rate. It is initially dehydrated by heating with SOCl₂ using the reaction:

\[
H_2O + SOCl_2 \xrightarrow{\text{heat}} 2HCl + SO_2
\]  

(4.5)

and is then sintered into a solid preform in a graphite resistance furnace at an elevated temperature of around 1500 °C. Therefore, in principle this process may be adapted to draw fiber continuously, although at present it tends to be operated as a batch process partly because the resultant preforms can yield more than 100 km of fiber [Ref. 19].
A spatial refractive index profile may be achieved using the deposition properties of SiO$_2$–GeO$_2$ particles within the oxygen–hydrogen flame. The concentration of these constituents deposited on the porous preform is controlled by the substrate temperature distribution which can be altered by changing the gas flow conditions. Finally, the VAD process has been improved, which has enabled, for example, the fabrication of extremely low-attenuation pure silica core single-mode fiber with a median attenuation (for more than 2000 km of fiber) of 0.35 dB km$^{-1}$ and 0.21 dB km$^{-1}$ at wavelengths of 1.30 $\mu$m and 1.55 $\mu$m respectively while also exhibiting a minimum loss of 0.154 dB km$^{-1}$ over the wavelength range 1.55 to 1.56 $\mu$m [Ref. 22].

### 4.4.3 Modified chemical vapor deposition

Chemical vapor deposition techniques are commonly used at very low deposition rates in the semiconductor industry to produce protective SiO$_2$ films on silicon semiconductor devices. Usually an easily oxidized reagent such as SiH$_4$ diluted by inert gases and mixed with oxygen is brought into contact with a heated silicon surface where it forms a glassy transparent silica film. This heterogeneous reaction (i.e. requires a surface to take place) was pioneered for the fabrication of optical fibers using the inside surface of a fused quartz tube [Ref. 23]. However, these processes gave low deposition rates and were prone to OH contamination due to the use of hydride reactants. This led to the development of the modified chemical vapor deposition (MCVD) process by Bell Telephone Laboratories [Ref. 24] and Southampton University, UK [Ref. 25], which overcomes these problems and has found widespread application throughout the world.

The MCVD process is also an inside vapor-phase oxidation (IVPO) technique taking place inside a silica tube, as shown in Figure 4.9. However, the vapor-phase reactants (halide and oxygen) pass through a hot zone so that a substantial part of the reaction is homogeneous (i.e. involves only one phase; in this case the vapor phase). Glass particles formed during this reaction travel with the gas flow and are deposited on the walls of the silica tube. The tube may form the cladding material but usually it is merely a supporting structure which is heated on the outside by an oxygen–hydrogen flame to temperatures between 1400 and 1600 °C. Thus a hot zone is created which encourages high-temperature oxidation reactions such as those given in Eqs (4.2) and (4.3) or (4.4) (not Eq. (4.1)). These reactions reduce the OH impurity concentration to levels below those found in fibers prepared by hydride oxidation or flame hydrolysis.

The hot zone is moved back and forth along the tube allowing the particles to be deposited on a layer-by-layer basis giving a sintered transparent silica film on the walls of the tube. The film may be up to 10 $\mu$m in thickness and uniformity is maintained by rotating the tube. A graded refractive index profile can be created by changing the composition of the layers as the glass is deposited. Usually, when sufficient thickness has been formed by successive traverses of the burner for the cladding, vaporized chlorides of germanium (GeCl$_4$) or phosphorus (POCl$_3$) are added to the gas flow. The core glass is then formed by the deposition of successive layers of germanosilicate or phosphosilicate glass. The cladding layer is important as it acts as a barrier which suppresses OH absorption losses due to the diffusion of OH$^-$ ions from the silica tube into the core glass as it is deposited. After the deposition is completed the temperature is increased to between 1700 and
1900 °C. The tube is then collapsed to give a solid preform which may then be drawn into fiber at temperatures of 2000 to 2200 °C as illustrated in Figure 4.9.

This technique is the most widely used at present as it allows the fabrication of fiber with the lowest losses. Apart from the reduced OH impurity contamination the MCVD process has the advantage that deposition occurs within an enclosed reactor which ensures a very clean environment. Hence, gaseous and particulate impurities may be avoided during both the layer deposition and the preform collapse phases. The process also allows the use of a variety of materials and glass compositions. It has produced GeO₂-doped silica single-mode fiber with minimum losses of only 0.2 dB km⁻¹ at a wavelength of 1.55 μm [Ref. 26]. More generally, the GeO₂-B₂O₃-SiO₂ system (B₂O₃ is added to reduce the viscosity and assist fining) has shown minimum losses of 0.34 dB km⁻¹ with multimode fiber at a wavelength of 1.55 μm [Ref. 27]. Also, graded index germanium phosphosilicate fibers have exhibited losses near the intrinsic level for their composition of 2.8, 0.45 and 0.35 dB km⁻¹ at wavelengths of 0.82, 1.3 and 1.5 μm respectively [Ref. 28]. Although it is not a continuous process, the MCVD technique has proved suitable for the widespread mass production of high-performance optical fibers [Ref. 29]. Moreover, it can be scaled up to produce preforms which provide 100 to 200 km of fiber [Ref. 19].

4.4.4 Plasma-activated chemical vapor deposition (PCVD)

A variation on the MCVD technique is the use of various types of plasma to supply energy for the vapor-phase oxidation of halides. This method, first developed by Kuppers and Koenings [Ref. 30], involves plasma-induced chemical vapor deposition inside a silica tube, as shown in Figure 4.10. The essential difference between this technique and the
MCVD process is the stimulation of oxide formation by means of a nonisothermal plasma maintained at low pressure in a microwave cavity (2.45 GHz) which surrounds the tube. Volatile reactants are introduced into the tube where they react heterogeneously within the microwave cavity, and no particulate matter is formed in the vapor phase.

The reaction zone is moved backwards and forwards along the tube by control of the microwave cavity and a circularly symmetric layer growth is formed. Rotation of the tube is unnecessary and the deposition is virtually 100% efficient. Film deposition can occur at temperatures as low as 500 °C but a high chlorine content may cause expansivity and cracking of the film. Hence the tube is heated to around 1000 °C during deposition using a stationary furnace.

The high deposition efficiency allows the composition of the layers to be accurately varied by control of the vapor-phase reactants. Also, when the plasma zone is moved rapidly backwards and forwards along the tube, very thin layer deposition may be achieved, giving the formation of up to 2000 individual layers. This enables very good graded index profiles to be realized which are a close approximation to the optimum near-parabolic profile. Thus low-pulse dispersion of less than 0.8 ns km$^{-1}$, for fibers with attenuations of between 3 and 4 dB km$^{-1}$, at a wavelength of 0.85 μm has been reported [Ref. 2]. Finally, the PCVD method also lends itself to large-scale production of optical fibers with preform sizes that would allow the preparation of over 200 km of fiber [Ref. 31].

4.4.5 Summary of vapor-phase deposition techniques

The salient features of the four major vapor-phase deposition techniques are summarized in Table 4.2 [Ref. 32]. These techniques have all demonstrated relatively similar performance for the fabrication of both multimode and single-mode fiber of standard step and graded index designs [Ref. 19]. For the production of polarization-maintaining fiber (see Section 3.13.3), however, the MCVD and VAD processes have been employed, together with a hybrid MCVD–VAD technique.
4.5 Optical fibers

In order to plan the use of optical fibers in a variety of line communication applications it is necessary to consider the various optical fibers currently available. The following is a summary of the dominant optical fiber types with an indication of their general characteristics. The performance characteristics of the various fiber types discussed vary considerably depending upon the materials used in the fabrication process and the preparation technique involved. The values quoted are based upon both manufacturers' and suppliers' data, and practical descriptions [Refs 33–40] for commercially available fibers, presented in a general form rather than for specific fibers. Hence in some cases the fibers may appear to have somewhat poorer performance characteristics than those stated for the equivalent fiber types produced by the best possible techniques and in the best possible conditions which were indicated in Chapter 3. It is interesting to note, however, that although the high-performance values quoted in Chapter 3 were generally for fibers produced and tested in the laboratory, the performance characteristics of commercially available fibers in many cases are now quite close to these values. This factor is indicative of the improvements made over recent years in the fiber materials preparation and fabrication technologies.

This section therefore reflects the maturity of the technology associated with the production of both multicomponent and silica glass fibers, and also plastic optical fibers. In particular, a variety of high-performance silica-based single-mode fibers for operation over the 1.260 to 1.625 μm wavelength range (O to L spectral bands; see Section 3.3.2) are now widely commercially available. A number of these fibers have found substantial application within the telecommunications network while the more specialized polarization-maintaining fibers (see Section 3.13.3) are also commercially available, but do not at
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present find widespread application, and therefore these fibers are not dealt with in this section. Moreover, fibers developed for both mid- and far-infrared transmission can also be obtained commercially but they continue to exhibit limitations in relation to relatively high losses and low strength (see Section 3.7) which negates their consideration in this section.

Finally, it should be noted that the bandwidths quoted are specified over a 1 km length of fiber (i.e. $B_{opt} \times L$). These are generally obtained from manufacturers’ data which does not always indicate whether the electrical or the optical bandwidth has been measured. It is likely that these are in fact optical bandwidths which are significantly greater than their electrical equivalents (see Section 7.4.3).

### 4.5.1 Multimode step index fibers

Multimode step index fibers may be fabricated from either multicomponent glass compounds or doped silica. These fibers can have reasonably large core diameters and large numerical apertures to facilitate efficient coupling to incoherent light sources such as LEDs. The performance characteristics of this fiber type may vary considerably depending on the materials used and the method of preparation; the doped silica fibers exhibit the best performance. Multicomponent glass and doped silica fibers are often referred to as multicomponent glass/glass (glass-clad glass) and silica/silica (silica-clad silica), respectively, although the glass-clad glass terminology is sometimes used somewhat vaguely to denote both types. A typical structure for a glass multimode step index fiber is shown in Figure 4.11.

**Figure 4.11**

- **Structure**
  - Core diameter: 100 to 300 μm
  - Cladding diameter: 140 to 400 μm
  - Buffer jacket diameter: 400 to 1000 μm
  - Numerical aperture: 0.16 to 0.5.

**Performance characteristics**

- **Attenuation:** 2.6 to 50 dB km$^{-1}$ at a wavelength of 0.85 μm, limited by absorption or scattering. The wide variation in attenuation is due to the large differences both within and between the two overall preparation methods (melting and deposition). To illustrate this point Figure 4.12 shows the attenuation spectra for a multicomponent glass fiber (glass-clad glass) and a doped silica fiber (silica-clad silica). It may be observed that the multicomponent glass fiber has an attenuation of around 40 dB km$^{-1}$ at a wavelength of 0.85 μm, whereas the doped silica fiber has an attenuation of less than 5 dB km$^{-1}$ at a similar wavelength. Furthermore, at a wavelength of 1.31 μm losses reduced to around 0.4 dB km$^{-1}$ can be obtained [Ref. 36].

- **Bandwidth:** 6 to 50 MHz km.

**Applications:** These fibers are best suited for short-haul, limited bandwidth and relatively low-cost applications.
4.5.2 Multimode graded index fibers

These multimode fibers which have a graded index profile may also be fabricated using multicomponent glasses or doped silica. However, they tend to be manufactured from materials with higher purity than the majority of multimode step index fibers in order to

Figure 4.11 Typical structure for a glass multimode step index fiber

Figure 4.12 Attenuation spectra for multimode step index fibers: (a) multicomponent glass fiber; (b) doped silica fiber

4.5.2 Multimode graded index fibers

These multimode fibers which have a graded index profile may also be fabricated using multicomponent glasses or doped silica. However, they tend to be manufactured from materials with higher purity than the majority of multimode step index fibers in order to
reduce fiber losses. The performance characteristics of multimode graded index fibers are therefore generally better than those for multimode step index fibers due to the index grading and lower attenuation. Multimode graded index fibers tend to have smaller core diameters than multimode step index fibers, although the overall diameter including the buffer jacket is usually about the same. This gives the fiber greater rigidity to resist bending. A typical structure is illustrated in Figure 4.13.

![Figure 4.13 Typical structure for a glass multimode graded index fiber](image)

reduce fiber losses. The performance characteristics of multimode graded index fibers are therefore generally better than those for multimode step index fibers due to the index grading and lower attenuation. Multimode graded index fibers tend to have smaller core diameters than multimode step index fibers, although the overall diameter including the buffer jacket is usually about the same. This gives the fiber greater rigidity to resist bending. A typical structure is illustrated in Figure 4.13.

Structure
- Core diameter: 50 to 100 \( \mu \text{m} \)
- Cladding diameter: 125 to 150 \( \mu \text{m} \)
- Coating diameter: 200 to 300 \( \mu \text{m} \) (e.g. 245 \( \pm \) 5 \( \mu \text{m} \) for Corning fibers)
- Buffer jacket diameter: 400 to 1000 \( \mu \text{m} \)
- Numerical aperture: 0.2 to 0.3.

Although the above general parameters encompass most of the currently available multimode graded index fibers, in particular the following major groups are now in use:

1. 50 \( \mu \text{m} \)/125 \( \mu \text{m} \) (core-cladding) diameter fibers with typical numerical apertures between 0.20 and 0.24. These fibers were originally developed and standardized by the ITU-T (Recommendation G. 651) [Ref. 38] for telecommunication applications at wavelengths of 0.85 and 1.31 \( \mu \text{m} \) but now they are mainly utilized within data links and local area networks (LANs).

2. 62.5 \( \mu \text{m} \)/125 \( \mu \text{m} \) (core-cladding) diameter fibers with typical numerical apertures between 0.26 and 0.29. Although these fibers were developed for longer distance access network applications at operating wavelengths of 0.85 and 1.31 \( \mu \text{m} \), they are now mainly used within LANs (see Section 15.6.4).

3. 85 \( \mu \text{m} \)/125 \( \mu \text{m} \) (core/cladding) diameter fibers with typical numerical apertures of between 0.26 and 0.30. These fibers were developed for operation at wavelengths of 0.85 and 1.31 \( \mu \text{m} \) in short-haul systems and LANs.

4. 100 \( \mu \text{m} \)/140 \( \mu \text{m} \) (core-cladding) diameter fibers with a numerical aperture of 0.29. These fibers were developed to provide high coupling efficiency to LEDs at a wavelength of 0.85 \( \mu \text{m} \) in low-cost, short-distance applications. They can, however, be utilized at the 1.31 \( \mu \text{m} \) operating wavelength and have therefore also found application within LANs.
Performance characteristics

Attenuation: 2 to 10 dB km\(^{-1}\) at a wavelength of 0.85 \(\mu\)m with generally a scattering limit. Average losses of around 0.4 and 0.25 dB km\(^{-1}\) can be obtained at wavelengths of 1.31 and 1.55 \(\mu\)m respectively [Refs 10, 33].

Bandwidth: 200 MHz km to 3 GHz km.

Applications: Although these fibers were initially used for medium haul, they are now best suited to short-haul and medium- to high-bandwidth applications using either incoherent or coherent multimode sources (i.e. LEDs or injection laser diodes respectively).

It is useful to note that quasi-step index or partially graded index fibers are also commercially available. These fibers generally exhibit slightly better performance characteristics than corresponding multimode step index fibers but are somewhat inferior to the fully graded index fibers described above.

4.5.3 Single-mode fibers

Single-mode fibers can have either a step index or graded index profile. The benefits of using a graded index profile are to provide dispersion-modified single-mode fibers (see Section 3.12). The more sophisticated single-mode fiber structures used to produce polarization-maintaining fibers (see Section 3.13.3) make these fibers quite expensive at present and thus they are not generally utilized within optical fiber communication systems. Therefore currently commercially available single-mode fibers are designed to conform with the appropriate ITU-T recommendations, being fabricated from doped silica (silica-clad silica) to produce high-quality, both medium- and long-haul, wideband transmission fibers suitable for the full range of telecommunication applications.

Although single-mode fibers have small core diameters to allow single-mode propagation, the cladding diameter must be at least 10 times the core diameter to avoid losses from the evanescent field. Hence with a coating and buffer jacket to provide protection and strength, single-mode fibers have similar overall diameters to multimode fibers.

4.5.3.1 Standard single-mode fiber

A typical example of the standard single-mode fiber (SSMF) which usually comprises a step index profile and is specified in the ITU-T Recommendation G.652.A [Ref. 40] is shown in Figure 4.14. Such fiber is also referred to as nondispersion shifted as it has

![Figure 4.14 Typical structure for a standard single-mode step index fiber](image-url)
a zero-dispersion wavelength at 1.31 μm and is therefore particularly suited to single-wavelength transmission in the O-band. Although SSMF can be utilized for operation at a wavelength of 1.55 μm, it is not optimized for operation in the C- and L-bands where it exhibits high dispersion in the range 16 to 20 ps nm⁻¹ km⁻¹. A commercially available example of this fiber type is the Corning SMF-28.

**Structure**

- **Mode-field diameter**: 7 to 11 μm, typically between 9 and 10 μm at the 1.31 μm wavelength
- **Cladding diameter**: generally 125 μm
- **Coating diameter**: 200 to 300 μm (e.g. 245 ± 5 μm for Corning fibers)
- **Buffer jacket diameter**: 500 to 1000 μm
- **Numerical aperture**: 0.08 to 0.15, usually around 0.10.

**Performance characteristics**

- **Bandwidth**: Greater than 500 MHz km. In theory the bandwidth is limited by waveguide and material dispersion to approximately 40 GHz km at a wavelength of 0.85 μm. However, practical bandwidths in excess of 10 GHz km are obtained at a wavelength of 1.31 μm.

**Applications**: These fibers are ideally suited for high-bandwidth and medium- and long-haul applications using single-mode injection laser sources.

### 4.5.3.2 Low-water-peak nondispersion-shifted fiber

The concept of low-water-peak fiber (LWPF) was introduced in Section 3.3.2 and it has now become a major single-mode fiber type specified by ITU-T G.652.C [Ref. 40]. As the OH absorption around the wavelength of 1.383 μm SSMF has been removed to create LWPF, this provides a fiber which can be employed for transmission across a wide wavelength range from 1.260 to 1.625 μm. In this context LWPF is also called extended band single-mode fiber as it exhibits low attenuation across the O-, E-, S- and L-bands, although its dispersion performance is the same as SSMF and hence this parameter is not optimized for operation outside the O-band. It should be noted that a low polarization mode dispersion variant of the LWPF is also commercially available, meeting ITU-T G.652.B/D in which the dispersion parameter is reduced from 0.5 ps km⁻¹ in ITU-T G.652.A/C to less than 0.2 ps km⁻¹.

### 4.5.3.3 Loss-minimized fiber

A fiber optimized for operation around the 1.55 μm wavelength is specified in ITU-T G.654 [Ref. 41]. The fiber, which is generally fabricated with a pure silica core, has its cutoff wavelength shifted to typically 1.50 μm providing operation restricted to the 1.55 μm wavelength region where it exhibits a typical loss of only 0.19 dB km⁻¹. Such loss-minimized fiber also has high chromatic dispersion at 1.55 μm with the zero-dispersion
wavelength being in the range 1.30 to 1.33 μm and it has been designed for very long-haul undersea applications.

4.5.3.4 Nonzero-dispersion-shifted fiber

The limitations in relation to nonlinear effects associated with four-wave mixing (FWM) have meant that the variants of nonzero-dispersion-shifted fiber (NZ-DSF) have now superseded both dispersion-shifted (see Section 3.12.1) and dispersion-flattened (see Section 3.12.2) single-mode fibers. As indicated in Section 3.12.3, the initial NZ-DSF subsequently specified in ITU-T G.655.A [Ref. 42] was first deployed in the late 1990s providing low but nonzero dispersion around the 1.55 μm wavelength to reduce the nonlinear effects such as FWM, self- and cross-phase modulation (see Section 3.14) which cause problems particularly with wavelength division multiplexed optical communication systems.

The zero-dispersion wavelength in NZ-DSF is translated outside the 1.55 μm operating window creating two fiber families termed nonzero dispersion, NZD+ and NZD–, with their zero-dispersion wavelengths typically being around 1.51 μm and 1.58 μm respectively (i.e. falling before and after 1.55 μm). Significant nonlinear effects, however, are still exhibited by the original NZ-DSF (i.e. G.655.A fiber) as it is specified with a very small lower dispersion limit of less than 0.1 ps nm⁻¹ km⁻¹ and it also exhibits a small effective core area. Hence improved NZ-DSF is now commercially available, compliant with ITU-T G.655.B/C in which the lower dispersion limit is increased to 1 ps nm⁻¹ km⁻¹ and the effective core area is increased even though it still remains smaller than that provided by SSMF. In addition, the G.655.C fiber also displays reduced polarization mode dispersion at 0.2 ps km⁻¹ in comparison with the 0.5 ps km⁻¹ value obtained with the G.655.A/B fiber.

Although the G.655.B/C NZ-DSF provides for more efficient suppression of FWM in comparison with the original G.655.A fiber, the range of the dispersion coefficient within the recommendation is from 1 to 10 ps nm⁻¹ km⁻¹ over only the C-band (1.530 to 1.565 μm). Enhanced suppression of nonlinear effects over the S-, C- and L-bands (1.460 to 1.625 μm) is provided, however, with a more recent development of ultra-broadband NZ-DSF specified in ITU-T G.656 [Ref. 43] where a low value for the chromatic dispersion coefficient in the range 2 to 14 ps nm⁻¹ km⁻¹ is maintained over the three aforementioned bands. In all other respects the characteristics of the ultra-broadband NZ-DSF matches that of the G.655.C fiber including the improved polarization mode dispersion performance.

NZ-DSF compliant with both ITU-T G.655 and G.656 but also with a suppressed water peak (i.e. exhibiting a low water peak) is also commercially available. An example is the Lucent Truewave Reach LWPF which is optimized for long-haul, high-capacity applications. This fiber typically exhibits attenuations of 0.35 dB km⁻¹ and 0.2 dB km⁻¹ at wavelengths of 1.383 μm and 1.550 μm respectively, while displaying chromatic dispersion in the range 2.0 to 11.4 ps nm⁻¹ km⁻¹ over the S-, C- and L-bands. Furthermore, it has a zero-dispersion wavelength of 1.405 μm with a typical effective core area of 55 μm² at a wavelength of 1.55 μm.

Finally, the more recent ITU-T Recommendation G.657 [Ref. 44] addresses the issue of reducing single-mode fiber bend losses (see Section 3.6) so that such fibers can be deployed
with smaller bend radii without incurring the optical attenuation usually associated with this condition. The imperative for this standardization development is the perceived urgent requirement for a range of single-mode fibers providing improved macrobending performance for deployment in optical access networks which operate from the local exchange/office to the business or home user (see Section 15.6.3). For example, a commercially available single-mode fiber exceeding the bend performance requirements of ITU-T G.657.A and B which is compatible with SSMF is the Corning Clearcurve fiber [Ref. 45]. This fiber is designed for tight bend deployments (down to a 5 mm bend radius) common in high-rise apartment buildings and multidwelling units where it suffers a loss of no more than 0.1 dB per full turn at a 5 mm bend radius and an operational wavelength of 1.55 μm.

4.5.4 Plastic-clad fibers

Plastic-clad fibers are multimode and have either a step index or a graded index profile. They have a plastic cladding (often a silicone rubber) and a glass core which is frequently silica (i.e. plastic-clad silica (PCS) fibers). The PCS fibers exhibit lower radiation-induced losses than silica-clad silica fibers and, therefore, have an improved performance in certain environments. PCS is the original plastic-clad type where the silicone cladding is quite easy to strip from the silica core that has installation benefits but also causes reliability problems. Hard-clad silica fibers with a tougher plastic cladding are also commercially available which provide for increased durability. Plastic-clad fibers are generally slightly cheaper than the corresponding glass fibers, but usually have more limited performance characteristics. A typical structure for a step index plastic-clad or hard-clad fiber is shown in Figure 4.15.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Step index</th>
<th>Graded index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core diameter:</td>
<td>100 to 1000 μm</td>
<td>50 to 100 μm</td>
</tr>
<tr>
<td>Cladding diameter:</td>
<td>300 to 1400 μm</td>
<td>125 to 150 μm</td>
</tr>
<tr>
<td>Buffer jacket diameter:</td>
<td>500 to 1600 μm</td>
<td>250 to 1000 μm</td>
</tr>
<tr>
<td>Numerical aperture:</td>
<td>0.2 to 0.3</td>
<td>0.2 to 0.5</td>
</tr>
</tbody>
</table>

![Figure 4.15 Typical structure for a plastic-clad silica multimode step index fiber](image-url)
4.5.5 Plastic optical fibers

Plastic or polymeric optical fibers (POFs) are fabricated from organic polymers for both the core and cladding regions exhibiting large core and cladding diameters. Hence there is a reduced requirement for a buffer jacket for fiber protection and strengthening. These fibers are usually cheaper to produce and easier to handle than the corresponding silica-based glass variety. However, their performance (especially for optical transmission in the infrared) is restricted, giving them limited use in communication applications. POFs which are multimode with either a step or graded index profile have large numerical apertures as a consequence of the core-cladding refractive index difference which allow easier coupling of light into the fiber from a multimode source.

Early plastic fibers fabricated with a polymethyl methacrylate (PMMA) and a fluorinated acrylic cladding exhibited losses around 500 dB km$^{-1}$. Subsequently, a continuous casting process was developed for PMMA and losses as low as 110 dB km$^{-1}$ were achieved in the visible wavelength region. The loss mechanisms in PMMA, polystyrene and polycarbonate core fibers are similar to those in glass fibers. These fibers exhibit both intrinsic and extrinsic loss mechanisms including absorption and Rayleigh scattering which results from density fluctuations and the anisotropic structure of the polymers. Significant absorption occurs due to the long-wavelength tail caused by the carbon-hydrogen bonds in these polymers and in particular, strong optical absorption in PMMA resulting from the overtones of the carbon-hydrogen stretching vibration at 3.2 $\mu$m which restricts transmission to a single window around 0.65 $\mu$m. Moreover, extrinsic absorption results from transition metal and organic contaminants as well as overtone bands from the OH ion.

Structure

- Core diameter: 125 to 1880 $\mu$m
- Cladding diameter: 1250 to 2000 $\mu$m
- Numerical aperture: 0.3 to 0.6.

Performance characteristics

- Attenuation: 50 to 1000 dB km$^{-1}$ at a wavelength of 0.65 $\mu$m.
- Bandwidth: up to 10 MHz km

Applications: These fibers can only be used for very short-haul (i.e. ‘in-house’) low cost links. However, fiber coupling and termination are relatively easy and do not require sophisticated techniques.

Although substantial progress in the fabrication of PMMA core fibers has been made, the typical losses for commercially produced fibers have remained in the range 70 to 100 dB km$^{-1}$ and 125 to 150 dB km$^{-1}$ at wavelengths of 0.57 $\mu$m and 0.65 $\mu$m respectively [Ref. 37]. Moreover, polycarbonate core fibers exhibit far higher losses usually in the range 600 to 700 dB km$^{-1}$ while the lower attenuation provided by polystyrene, typically in the range 70 to 90 dB km$^{-1}$, is offset by the brittle nature of the material which restricts its application. Hence these POF types have limited maximum link transmission distances.
up to around 50 m and, in addition, for step index profile fiber large intermodal dispersion also severely reduces the bandwidth capability [Ref. 34]. The structure of a typical step index PMMA core fiber is illustrated in Figure 4.16. A common dimension for this fiber type is 980 μm core diameter plus a carbon polymer cladding with an additional thickness of only 10 μm giving an overall cladding diameter of 1000 μm [Ref. 37]. It also exhibits an attenuation of 150 dB km$^{-1}$ at a wavelength of 0.65 μm with a bandwidth–distance product of 4 MHz km. Other common PMMA fibers have core/cladding diameters of 480/500 μm and 735/750 μm, each with a numerical aperture of 0.5 ± 0.15 [Ref. 37].

Although multimode step index PMMA fiber has been commercially available for many years with a bandwidth limited to a few megahertz kilometres, it is only more recently that an improvement in bandwidth has been obtained by grading the refractive index profile. Hence graded index PMMA POF has demonstrated a bandwidth–distance product of 0.5 GHz km at a wavelength of 0.65 μm [Ref. 46]. Nevertheless, the large fiber attenuation at this wavelength still proves a restriction and also there are very few suitable high-speed light sources available.

Reduction of transmission loss for POF was achieved, however, in 1996 by employing amorphous perfluorinated polymer for the core material. Hence a graded index POF using poly perfluoro-butenylvinyl ether or PFBVE provided for both lower attenuation and potentially high capacity [Refs 47, 48]. This new type of POF, which has been named perfluorinated (PF) plastic optical fiber (PF-POF) produced by Asahi Glass Co. (the perfluorinated material is also called CYTOP®), has been commercially available since June 2000 [Ref. 49].

The attenuation spectrum for a graded index PF-POF is shown in Figure 4.17 where it is compared with the spectra of a graded index PMMA and a low water peak (LWP) silica core fiber [Refs 38, 46]. It may be observed that the PF-POF has a low-loss (for POF) wavelength region from 0.65 μm to 1.31 μm with attenuation of around 40 dB km$^{-1}$ at the latter wavelength. The good near-infrared transparency of PFBVE results from the material’s lack of carbon–hydrogen bonds, thus removing the major mechanism causing losses in PMMA fibers. Nevertheless, PF-POF is still subject to significant attenuation due to both intrinsic and extrinsic scattering which causes high losses in it in comparison with silica core fiber. A spectral characteristic displaying the theoretical lower limit of PF-POF attenuation is also displayed in Figure 4.17, the losses in this case being caused by intrinsic scattering resulting from thermodynamic fluctuations of density and of orientational order within the chemical structure of the polymer, the former phenomenon being greater when a dopant is utilized to provide a graded index profile. Although the estimated intrinsic losses
PF-POF are 9.9 dB km$^{-1}$ and 1.8 dB km$^{-1}$ at the wavelengths of 0.85 μm and 1.31 μm respectively [Ref. 38], the attenuation spectrum for the practical graded index PF-POF is dominated by extrinsic scattering induced by processing defects such as impurities and geometric perturbations. These loss mechanisms have been reduced, however, by recent material and processing improvements, such that attenuation below 40 dB km$^{-1}$ over the 0.65 μm to 1.31 μm wavelength region has been obtained, with losses as low as 10 dB km$^{-1}$ at a wavelength of 1.21 μm also being achieved [Ref. 45].

Combined with the lower attenuation facilitated by the PFBVE polymer, graded index PF-POFs exhibit low material dispersion. Indeed, while PMMA fibers have higher material dispersion than silica fibers, PF-POFs have substantially lower material dispersion. The other major dispersive mechanism in the latter fibers is intermodal dispersion which is largely dependent on the shape of the core refractive index profile together with the degree of mode coupling and differential mode attenuation that may occur. Nevertheless, it is predicted that a graded index PF-POF with an index which is optimized to minimize dispersion should be able to achieve a bandwidth–distance product in the order of 10 GHz km [Ref. 50].

The structure of the Lucina® PF-POF is shown in Figure 4.18. This commercially available CYTOP fiber has a graded index profile and transmission at 1.25 Gbit s$^{-1}$ over 1 km of the fiber has been demonstrated [Refs 50, 51].

**Structure**
- Core diameter: 120 μm
- Cladding diameter: 230 μm
- Buffer diameter: 500 μm
- Numerical aperture: 0.170 to 0.195.

**Performance characteristics**
- Attenuation: 20 dB km$^{-1}$ at a wavelength of 0.85 μm
- Bandwidth: 2.5 GHz over 100 m.
4.6 Optical fiber cables

It was indicated in Section 4.1 that if optical fibers are to be alternatives to electrical transmission lines it is imperative that they can be safely installed and maintained in all the environments (e.g. underground ducts) in which metallic conductors are normally placed. Therefore, when optical fibers are to be installed in a working environment their mechanical properties are of prime importance. In this respect the unprotected optical fiber has several disadvantages with regard to its strength and durability. Bare glass fibers are brittle and have small cross-sectional areas which make them very susceptible to damage when employing normal transmission line handling procedures. It is therefore necessary to cover the fibers to improve their tensile strength and to protect them against external influences. This is usually achieved by surrounding the fiber with a series of protective layers, which is referred to as coating and cabling. The initial coating of plastic with high elastic modulus is applied directly to the fiber cladding, as illustrated in Section 4.5. It is then necessary to incorporate the coated and buffered fiber into an optical cable to increase its resistance to mechanical strain and stress as well as adverse environmental conditions.

The functions of the optical cable may be summarized into four main areas. These are as follows:

1. **Fiber protection.** The major function of the optical cable is to protect against fiber damage and breakage both during installation and throughout the life of the fiber.

2. **Stability of the fiber transmission characteristics.** The cabled fiber must have good stable transmission characteristics which are comparable with the uncabled fiber. Increases in optical attenuation due to cabling are quite usual and must be minimized within the cable design.

3. **Cable strength.** Optical cables must have similar mechanical properties to electrical transmission cables in order that they may be handled in the same manner. These mechanical properties include tension, torsion, compression, bending, squeezing and vibration. Hence the cable strength may be improved by incorporating a suitable strength member and by giving the cable a properly designed thick outer sheath.

4. **Identification and jointing of the fibers within the cable.** This is especially important for cables including a large number of optical fibers. If the fibers are arranged in a suitable geometry it may be possible to use multiple jointing techniques rather than jointing each fiber individually.
In order to consider the cabling requirements for fibers with regard to areas 1 and 2, it is necessary to discuss the fiber strength and durability as well as any possible sources of degradation of the fiber transmission characteristics which are likely to occur due to cabling.

4.6.1 Fiber strength and durability

Optical fibers for telecommunications usage are almost exclusively fabricated from silica or a compound of glass (multicomponent glass). These materials are brittle and exhibit almost perfect elasticity until their breaking point is reached. The bulk material strength of flawless glass is quite high and may be estimated for individual materials using the relationship [Ref. 33]:

\[ S_t = \left( \frac{\gamma \mu E}{4l_a} \right)^{\frac{1}{2}} \]  

(4.6)

where \( S_t \) is the theoretical cohesive strength, \( \gamma \) is the surface energy of the material, \( E \) is Young’s modulus for the material (stress/strain), and \( l_a \) is the atomic spacing or bond distance. However, the bulk material strength may be drastically reduced by the presence of surface flaws within the material.

In order to treat surface flaws in glass analytically, the Griffith theory [Ref. 52] is normally used. This theory assumes that the surface flaws are narrow cracks with small radii of curvature at their tips, as illustrated in Figure 4.19. It postulates that the stress is concentrated at the tip of the crack, which leads to crack growth and eventually catastrophic failure. Figure 4.19 shows the concentration of stress lines at the crack tip which indicates that deeper cracks have higher stress at their tips. The Griffith theory gives a stress intensity factor \( K_I \) as:

\[ K_I = SYC^{\frac{1}{2}} \]  

(4.7)

where \( S \) is the macroscopic stress on the fiber, \( Y \) is a constant dictated by the shape of the crack (e.g. \( Y = \pi^2 \) for an elliptical crack, as illustrated in Figure 4.19) and \( C \) is the depth of the crack (this is the semimajor axis length for an elliptical crack).

![Figure 4.19](image-url) An elliptical surface crack in a tensioned optical fiber
Further, the Griffith theory gives an expression for the critical stress intensity factor $K_{IC}$ where fracture occurs as:

$$K_{IC} = (2E\gamma_p)^{\frac{1}{2}}$$

(4.8)

Combining Eqs (4.7) and (4.8) gives the Griffith equation for fracture stress of a crack $S_f$ as:

$$S_f = \left(\frac{2E\gamma_p}{\pi^2C}\right)^{\frac{1}{2}}$$

(4.9)

It is interesting to note that $S_f$ is proportional to $C^{-\frac{1}{2}}$. Therefore, $S_f$ decreases by a factor of 2 for a fourfold increase in the crack depth $C$.

**Example 4.1**

The Si–O bond has a theoretical cohesive strength of $2.6 \times 10^6$ psi which corresponds to a bond distance of 0.16 nm. A silica optical fiber has an elliptical crack of depth 10 nm at a point along its length. Estimate

(a) the fracture stress in psi for the fiber if it is dependent upon this crack:
(b) the percentage strain at the break.

Young’s modulus for silica is approximately $9 \times 10^{10}$ N m$^{-2}$ and 1 psi $\equiv 6894.76$ N m$^{-2}$.

**Solution:** (a) Using Eq. (4.6), the theoretical cohesive strength for the Si–O bond is:

$$S_t = \left(\frac{\gamma_pE}{4l_a}\right)^{\frac{1}{2}}$$

Hence:

$$\gamma_p = \frac{4laS_t^2}{E} = \frac{4 \times 0.16 \times 10^{-9} \times (2.6 \times 10^6 \times 6894.76)^2}{9 \times 10^{10}}$$

$$= 2.29 \text{ J}$$

The fracture stress for the silica fiber may be obtained from Eq. (4.9) where:

$$S_f = \left(\frac{2E\gamma_p}{\pi^2C}\right)^{\frac{1}{2}}$$

For an elliptical crack:

$$S_f = \left(\frac{2E\gamma_p}{\pi C}\right)^{\frac{1}{2}} = \left(\frac{2 \times 9 \times 10^{10} \times 2.29}{\pi \times 10^9}\right)^{\frac{1}{2}}$$

$$= 3.62 \times 10^9 \text{ N m}^{-2}$$

$$= 5.25 \times 10^5 \text{ psi}$$
In Example 4.1 we considered only a single crack when predicting the fiber fracture. However, when a fiber surface is exposed to the environment and is handled, many flaws may develop. The fracture stress of a length of fiber is then dependent upon the dominant crack (i.e. the deepest) which will give a fiber fracture at the lowest strain. Hence, the fiber surface must be protected from abrasion in order to ensure high fiber strength. A primary protective plastic coating is usually applied to the fiber at the end of the initial production process so that mechanically induced flaws may be minimized. Flaws also occur due to chemical and structural causes. These flaws are generally smaller than the mechanically induced flaws and may be minimized within the fiber fabrication process.

There is another effect which reduces the fiber fracture stress below that predicted by the Griffith equation. It is due to the slow growth of flaws under the action of stress and water and is known as stress corrosion. Stress corrosion occurs because the molecular bonds at the tip of the crack are attacked by water when they are under stress. This causes the flaw to grow until breakage eventually occurs. Hence stress corrosion must be taken into account when designing and testing optical fiber cables. It is usual for optical fiber cables to have some form of water-protective barrier, as is the case for most electrical cable designs.

In order to predict the life of practical optical fibers under particular stresses it is necessary to use a technique which takes into account the many flaws a fiber may possess, rather than just the single surface flaw considered in Example 4.1. This is approached using statistical methods because of the nature of the problem which involves many flaws of varying depths over different lengths of fiber.

Calculations of strengths of optical fibers are usually conducted using Weibull statistics [Ref. 53] which describe the strength behavior of a system that is dependent on the weakest link within the system. In the case of optical fibers this reflects fiber breakage due to the dominant or deepest crack. The empirical relationship established by Weibull and applied to optical fibers indicates that the probability of failure \( F \) at a stress \( S \) is given by:

\[
F = 1 - \exp\left[ -\left( \frac{S}{S_0} \right)^n \left( \frac{L}{L_0} \right) \right] \tag{4.10}
\]

(b) Young's modulus is defined as:

\[
E = \frac{\text{stress}}{\text{strain}}
\]

Therefore:

\[
\text{Strain} = \frac{\text{stress}}{E} = \frac{S_r}{E} = \frac{3.62 \times 10^9}{9 \times 10^{10}} = 0.04
\]

Hence the strain at the break is 4%, which corresponds to the change in length over the original length for the fiber.
where \( m \) is the Weibull distribution parameter, \( S_0 \) is a scale parameter, \( L \) is the fiber length and \( L_0 \) is a constant with dimensions of length.

The expression given in Eq. (4.10) may be plotted for a fiber under test by breaking a large number of 10 to 20 m fiber lengths and measuring the strain at the break. The various strains are plotted against the cumulative probability of their occurrence to give the Weibull plot as illustrated in Figure 4.20 [Ref. 54]. It may be observed from Figure 4.20 that most of the fiber tested breaks at strain due to the prevalence of many shallow surface flaws. However, some of the fiber tested contains deeper flaws (possibly due to external damage) giving the failure at lower strain depicted by the tail of the plot. This reduced strength region is of greatest interest when determining the fiber’s lifetime under stress.

Finally, the additional problem of stress corrosion must be added to the information on the fiber under stress gained from the Weibull plot. The stress corrosion is usually predicted using an empirical relationship for the crack velocity \( v_c \) in terms of the applied stress intensity factor \( K_I \), where [Ref. 54]:

\[
v_c = AK_I^n
\]  

(4.11)

The constant \( n \) is called the stress corrosion susceptibility (typically in the range 15 to 50 for glass), and \( A \) is also a constant for the fiber material. Equation (4.11) allows estimation of the time to failure of a fiber under stress corrosion conditions. Therefore, from a combination of fiber testing (Weibull plot) and stress corrosion, information estimates of the maximum allowable fiber strain can be made available to the cable designer. These estimates may be confirmed by straining the fiber up to a specified level (proof testing) such as 1% strain. Fiber which survives this test can be accepted. However, proof testing presents further problems, as it may cause fiber damage. Also, it is necessary to derate the maximum allowable fiber strain from the proof test value to increase confidence in fiber survival under stress conditions. It is suggested [Ref. 54] that a reasonable derating for use by the cable designer for fiber which has survived a 1% strain proof test is around 0.3%, in order that the fiber has a reasonable chance of surviving with a continuous strain for 20 years.
4.7 Stability of the fiber transmission characteristics

Optical fiber cables must be designed so that the transmission characteristics of the fiber are maintained after the cabling process and cable installation. Therefore, potential increases in the optical attenuation and reduction in the bandwidth of the cabled fiber should be avoided.

Certain problems can occur either within the cabling process or subsequently which can significantly affect the fiber transmission characteristics. In particular, a problem which often occurs in the cabling of optical fiber is the meandering of the fiber core axis on a microscopic scale within the cable form. This phenomenon, known as microbending, results from small lateral forces exerted on the fiber during the cabling process and it causes losses due to radiation in both multimode and single-mode fibers.

In addition to microbending losses caused by fiber stress and deformation on a micron scale, macrobending losses occur when the fiber cable is subjected to a significant amount of bending above a critical value of curvature. Such fiber bend losses are discussed in Section 3.6. However, additional optical losses can occur when fiber cables are in situ. These losses may result from hydrogen absorption by the fiber material or from exposure of the fiber cable to ionizing radiation. The above phenomena are discussed in this section in order to provide an insight into the problems associated with the stability of the cabled fiber transmission characteristics.

4.7.1 Microbending

Microscopic meandering of the fiber core axis, known as microbending, can be generated at any stage during the manufacturing process, the cable installation process or during service. This is due to environmental effects, particularly temperature variations causing differential expansion or contraction [Ref. 55]. Microbending introduces slight surface imperfections which can cause mode coupling between adjacent modes, which in turn creates a radiative loss which is dependent on the amount of applied fiber deformation, the length of fiber, and the exact distribution of power among the different modes.

It has become accepted to consider, in particular, two forms of modal power distribution. The first form occurs when a fiber is excited by a diffuse Lambertian source, launching all possible modes, and is referred to as a uniform or fully filled mode distribution. The second form occurs when, due to a significant amount of mode coupling and mode attenuation, the distribution of optical power becomes essentially invariant with the distance of propagation along the fiber. This second distribution is generally referred to as a steady-state or equilibrium mode distribution, which typically occurs after transmission over approximately 1 km of fiber (see Section 14.1).

Since microbending losses are mode dependent and from Eq. (2.69) the number of modes is an inverse function of the wavelength of the transmitted light within a particular fiber, it is to be expected that microbending losses will be wavelength dependent. This effect is demonstrated for multimode fiber in Figure 4.21 [Ref. 56], which illustrates the theoretical microbending loss for both the uniform and the steady-state mode distributions as a function of applied linear pressure (i.e. simulated microbending), for a normalized frequency \( V = 39 \), corresponding to a wavelength of 0.82 \( \mu \)m, and \( V = 21 \), corresponding
to a wavelength of 1.55 μm. It may be observed from Figure 4.21 that the microbending loss decreases at longer wavelengths, and that it is also dependent on the modal power distribution present within the fiber; microbending losses corresponding to a uniform power distribution are approximately 1.75 times greater than those obtained with a steady-state distribution. In addition it has been predicted \[Ref. 57\] that microbending losses for single-mode fiber follow an approximately exponential form, with increasing losses at longer wavelengths. Minimal losses were predicted at operating wavelengths below 1.3 μm, with a rapid rise in attenuation at wavelengths above 1.5 μm. Experimental measurements have confirmed these predictions.

It is clear that excessive microbending can create additional fiber losses to an unacceptable level. To avoid deterioration in the optical fiber transmission characteristics resulting from mode-coupling-induced microbending, it is important that the fiber is free from irregular external pressure within the cable. Carefully controlled coating and cabling of the fiber is therefore essential in order to minimize the cabled fiber attenuation. Furthermore, the fiber cabling must be capable of maintaining this situation under all the strain and environmental conditions envisaged in its lifetime.

### 4.7.2 Hydrogen absorption

The diffusion of hydrogen into optical fiber has been shown to affect the spectral attenuation characteristic \[Ref. 58\]. There are two fundamental mechanisms by which hydrogen...
absorption causes an increase in optical fiber losses [Ref. 55]. The first is where hydrogen diffuses into interstitial spaces in the glass, thereby altering the spectral loss characteristics through the formation of new absorption peaks. This phenomenon has been found to affect all silica-based glass fibers, both multimode and single mode. However, the extra losses obtained can be reversed if the hydrogen source is removed. Typically, it causes losses in the range 0.2 to 0.3 dB km$^{-1}$ atm$^{-1}$ at an optical wavelength of 1.3 μm and a temperature of 25°C with 500 h exposure [Ref. 58]. At higher temperatures these additional losses may be substantially increased, as can be observed from Figure 4.22, which displays the change in spectral attenuation obtained for a fiber with 68 h hydrogen exposure at a temperature of 150°C [Ref. 59].

![Figure 4.22 Attenuation spectra for multimode fiber before (untreated) and after (treated) hydrogen diffusion [Ref. 59]](OPTF_C04.qxd 11/6/08 10:55 Page 201)

The second mechanism occurs when hydrogen reacts with the fiber deposits to give P–OH, Ge–OH or Si–OH absorption. These losses are permanent and can be greater than 25 dB km$^{-1}$ [Ref. 55]. Studies suggest that hydrogen can be generated by either chemical decomposition of the fiber coating materials or through metal–electrolytic action (i.e. moisture affecting the metal sheathing of the fiber cable). These effects can be minimized by careful selection of the cable, the prevention of immersion of the cable in water, or by pressurizing the cable to prevent water ingress. Alternatively, the fiber cable may be periodically purged using an inert gas.

### 4.7.3 Nuclear radiation exposure

The optical transmission characteristics of fiber cables can be seriously degraded by exposure to nuclear radiation. Such radiation forms color centers in the fiber core which can cause spectral attenuation [Ref. 60]. The precise nature of this attenuation depends upon a number of factors including: fiber parameters such as structure; core and cladding material
composition; system parameters such as optical intensity and wavelength as well as temperature; and radiation parameters such as total dose, dose rate and energy levels, together with the length of recovery time allowed. The radiation-induced attenuation comprises a permanent component which is irreversible, and a metastable component which is reversible and contains both a transient (with decay time less than 1 s) and steady-state (with decay time less than 10 s) constituents. The nature of both the permanent and decaying components of the attenuation is dependent on the fiber composition.

Typical measured spectral loss characteristics for two single-mode fibers, following exposure to a 10 krad dose of steady-state radiation for 1 h, are shown in Figure 4.23 [Ref. 61]. The Corning fiber under test had a Ge-doped silica core and a pure silica cladding, whereas the Dainichi fiber had a pure silica core and an F–P-doped silica cladding. Figure 4.23 displays the spectral loss characteristics over the wavelength range 1.2 to 1.7 μm, but it should also be noted that pure silica core fibers exhibit considerable radiation-induced losses at wavelengths around 0.85 μm. These losses initially increase linearly with increasing radiation dose and can become hundreds of decibels per kilometer [Ref. 60].

Radiation-resistant fibers have been developed which are less sensitive to the effects of nuclear radiation. For example, hydrogen treatment of a pure silica core fiber, or use of boron–fluoride-doped silica cladding fiber, has been found to reduce gamma-ray-induced attenuation in the visible wavelength region [Ref. 61]. It has also been reported that radiation-induced attenuation can be reduced through photobleaching [Ref. 62]. In general, however, the only fiber structures likely to have an acceptable performance over a wide wavelength range when exposed to ionizing radiation are those having pure undoped silica.
cores, or those with core dopants of germanium and germanium with small amounts of fluorine-phosphorus [Ref. 63].

Clearly, radiation exposure can induce a considerable amount of attenuation in optical fibers, although the number of possible variable parameters, relating to both fiber structure and the nature of the radiation, make it difficult to generalize on the precise spectral effects. Nevertheless, more specific details relating to these effects can be found in the literature [Refs 60–64].

### 4.8 Cable design

The design of optical fiber cables must take account of the constraints discussed in Section 4.6. In particular, the cable must be designed so that the strain on the fiber in the cable does not exceed 0.2% [Ref. 36]. Alternatively, it is suggested that the permanent strain on the fiber should be less than 0.1% [Ref. 34]. In practice, these constraints may be overcome in various ways which are, to some extent, dependent upon the cable’s application. Nevertheless, cable design may generally be separated into a number of major considerations. These can be summarized into the categories of fiber buffering, cable structural and strength members, and cable sheath and water barrier.

#### 4.8.1 Fiber buffering

It was indicated in Section 4.6 that the fiber is given a primary coating during production (typically 5 to 10 μm of Teflon) in order to prevent abrasion of the glass surface and subsequent flaws in the material. The primary coated fiber is then given a secondary or buffer coating (jacket) to provide protection against external mechanical and environmental influences. This buffer jacket is designed to protect the fiber from microbending losses and may take several different forms. These generally fall into one of three distinct types which are illustrated in Figure 4.24 [Refs 10, 39, 65]. A tight buffer jacket is shown in Figure 4.24(a), which usually consists of a hard plastic (e.g. nylon, Hytrel, Tefzel) and is in direct contact with the primary coated fiber which has a typical diameter of 250 μm. This thick buffer coating (usually 900 μm in diameter) provides stiffening for the fiber.

![Figure 4.24 Techniques for buffering of optical fibers [Ref. 65]: (a) tight buffer jacket; (b) loose tube buffer jacket; (c) filled loose tube buffer jacket](image-url)
against outside microbending influences, but it must be applied in such a manner as not to cause microbending losses itself.

An alternative and now common approach, which is shown in Figure 4.24(b), is the use of a loose tube buffer jacket. This produces an over sized cavity in which the fiber is placed and which mechanically isolates the fiber from external forces. Loose tube buffering is generally achieved by using a hard, smooth, flexible material, or combination of materials (e.g. polyester and polyamide), in the form of an extruded tube with an outer diameter of typically 1.4 mm. As the buffer tube is smooth inside, it exhibits a low resistance to movement of the fiber. In addition, it provides the benefit that it can be easily stripped for jointing or fiber termination.

A variation on the loose tube buffering in which the oversized cavity is filled with a moisture-resistant compound is depicted in Figure 4.24(c). This technique, which combines the advantages of the previous methods, also provides a water barrier in the immediate vicinity of the fiber. The filling material must be soft, self-healing and stable over a wide range of temperatures (i.e. it should not drip out or freeze between −30 and +70°C), and therefore usually consists of specially blended petroleum or silicon-based compounds.

Although single-fiber loose tube buffers have proved useful within cable constructions, the buffer size limits these cables to low fiber counts (e.g. 16 fibers). In order to reduce the cable complexity, size and overall weight while increasing the number of fibers, several single-mode or multimode fibers (typically between 2 and 12) can be inserted into a larger loose tube buffer jacket with an outside diameter of 1.8 to 3.5 mm (Ref. 10) to create a multifiber loose tube buffer. As with the single-fiber approach, the hollow cavity space is often filled with a moisture-resistant compound.

A further development of the multifiber loose tube buffer is referred to as the maxitube (Ref. 10). This comprises a larger buffer jacket with an outside diameter of typically 6 mm, inside which a greater number of either individual fibers or fibers in the form of bundles or ribbon structures can be placed. Optical fibers located inside the multifiber maxitube are stranded and through this process an excess length of approximately 0.5% can be obtained, as illustrated in Figure 4.25.

4.8.2 Cable structural and strength members

One or more structural members are usually included in the optical fiber cable to serve as a cable core foundation around which the buffered fibers may be wrapped, or into which
they may be slotted. This approach, which is referred to as stranding, is illustrated in Figure 4.26. It may be observed that the cable elements in Figure 4.26(a) and (b) are stranded in one, two or indeed several layers around the central structural member. When the stranding is composed of individual elements (e.g. single-fiber or multifiber loose tube buffer, or a maxitube) then the cable is described as a layer cable. If, however, the cable core consists of stranding elements each of which comprises a unit of stranded elements, then this is termed an optical unit cable. Such a unit cable construction is shown in Figure 4.26(c), which typically enables increased fiber packing density.

The structural member may also be a strength or tensile member if it consists of suitable material such as solid or stranded steel wire, dielectric aramid yarns, often simply referred to as a dielectric strength member (e.g. Kevlar (DuPont Ltd)) and/or glass elements. This situation is indicated in Figure 4.26(a), (b) and (c) where the central steel member acts as both a structural and strength member. In these cases the central steel member is the primary load-bearing element providing strain relief.

Figure 4.27 shows a slotted core cable which comprises a special design of layer cable with a single layer incorporating an extruded plastic structural member around a central steel wire strength member. In this case optical fiber ribbons lie in helical grooves or slots formed in the surface of the structural member rather than the fibers being inside buffer jackets and stranded in layers. Moreover, the primary function of the structural member is therefore not load bearing, but to provide suitable accommodation for the fiber ribbons within the cable. It should be noted that although the overall fiber count provided by this
cable is 100, a unit cable construction using a similar element can incorporate 1000 fibers [Ref. 10].

Structural members may be nonmetallic with plastics, fiberglass and Kevlar often being used. However, for strength members the preferred features include a high Young’s modulus, high strain capability, flexibility and low weight per unit length. Therefore, although similar materials are frequently utilized for both strength and structural members, the requirement for additional tensile strength of the strength member must be considered within the cable design.

Flexibility in strength members formed of materials with high Young’s modulii may be improved by using a stranded or bunched assembly of smaller units, as in the case of steel wire. Similar techniques are also employed with other materials used for strength members which include plastic monofilaments (i.e. specially processed polyester), textile fiber (nylon, Terylene, Dacron and the widely used Kevlar) and carbon and glass fibers. These materials provide a variety of tensile strengths for different cable applications. However, it is worth noting that Kevlar, an aromatic polyester, has a very high Young’s modulus (up to $13 \times 10^{10} \text{ N m}^{-2}$) which gives it a strength to weight ratio advantage four times that of steel.

It is usual when utilizing a stranded strength member to cover it with a coating of extruded plastic or helically applied tape. This is to provide the strength member with a smooth (cushioned) surface which is especially important for the prevention of microbending losses when the member is in contact with the buffered optical fibers.

**4.8.3 Cable sheath, water barrier and cable core**

The cable is normally covered with a substantial outer plastic sheath in order to reduce abrasion and to provide the cable with extra protection against external mechanical effects such as crushing. The cable sheath is said to contain the cable core and may vary in complexity from a single extruded plastic jacket to a multilayer structure comprising two or more jackets with intermediate armouring. The common and well-proven polyethylene
(PE) sheath material is most often utilized, while polyvinyl chloride (PVC) finds frequent application for indoor cables [Ref. 10]. Hence, an additional water barrier is usually incorporated for outdoor cables. This may take the form of an axially laid aluminum foil/polyethylene laminated film immediately inside the sheath.

Alternatively, the ingress of water may be prevented by filling the spaces in the cable with moisture-resistant compounds. Specially formulated silicone rubber or petroleum-based compounds are often used, which do not cause difficulties in identification and handling of individual optical fibers within the cable form. These filling compounds are also easily removed from the cable and provide protection from corrosion for any metallic strength members within the fiber. Also, the filling compounds must not cause degradation of the other materials within the cable and must remain stable under pressure and temperature variations. Finally, if filled cables are required to have a metal-free sheath construction, then a barrier plastic layer comprising, for example, polyimide-thermoplastic adhesive can be incorporated between the cable sheath and the yarns or filling compound. This approach also prevents migration of the filling compound into the sheath from the cable core.

4.8.4 Examples of fiber cables

A number of different cable designs have emerged and been adopted by various organizations throughout the world. In this section we consider some of the more common designs used in optical fiber cable construction to provide the reader with an insight into the developments in this important field.

Leading cable designs in the late 1970s included the use of loose buffer tubes or, alternatively, fiber ribbons [Ref. 66]. In the former design the fibers are enclosed in tubes which are stranded around a central strength (see Figure 4.26(a)) prior to the application of a polymeric sheath, thus providing large fiber strain relief. In the latter case high fiber packing density as well as ease of connectorization can be obtained. More recently, other designs have also found widespread application, in particular the slotted core design, an example of which is shown in Figure 4.27, and the loose fiber bundle design in which the fibers are packaged into bundles before being enclosed in a single, loose-fitting tube [Ref. 65]. All of the aforementioned multifiber cable designs are available with both single-mode and multimode fibers.

Figure 4.28 [Refs 35, 39] shows two examples of cable construction for single fibers. In Figure 4.28(a) the normally 250 μm diameter fiber protective coating is followed by a tight buffer jacket (usually 900 μm diameter) which is surrounded by a layer of Kevlar for strengthening. Finally, an outer cable jacket with a typical diameter of 2.4 mm is provided. In this construction the optical fiber itself acts as a central strength member. The cable construction illustrated in Figure 4.28(b) uses a loose tube buffer around the central optical fiber. This is surrounded by a Kevlar strength member which is protected by an inner sheath or jacket before the outer sheath layer. The strength members of single optical fiber cables are not usually incorporated at the center of the cable (unless the fiber is acting as a strength member), but are placed in the surrounding cable form, as illustrated in Figure 4.28(b).

Although the single-fiber cables shown in Figure 4.28 can be utilized for indoor applications, alternative two- and multiple-fiber designs have been produced for such areas. A
A duplex tight-buffered fiber interconnect cable is shown in Figure 4.29(a). Each of the buffered fibers is surrounded by a dielectric (aramid yarn) strength member and then they are both located within the cable sheath. Figure 4.29(b) depicts a 6-fiber subunit for a multifiber indoor cable which can incorporate a total of eight such subunits creating a 48-fiber cable [Ref. 10]. The tight-buffered fibers in the subunit are placed around a coated central strength member and then surrounded by a further aramid yarn strength member prior to a subunit sheath creating a structure with a diameter of 2.4 mm for standard duty applications. This dimension can be reduced to 2.0 mm for light-duty or increased to 2.7 mm for heavy-duty tasks [Ref. 10].

Multifiber cables for outside plant applications, as mentioned previously, exhibit several different design methodologies. The use of a central strength member, as illustrated in Figure 4.26(a), is a common technique for the incorporation of either loose buffer or tight
buffer jacketed fibers. Such a structural member is utilized in the loose tube cable structure for multimode fibers shown in Figure 4.30(a) in which filled loose tubes are extruded over fiber bundles with typically 10 fibers per tube [Refs 10, 66]. The tubes are then stranded around a central strength member, forming the cable core which is completed with a polyethylene sheath. A similar multifiber cable construction is illustrated in Figure 4.30(b). This type of layered cable design with loose tube buffers incorporating between 2 and 12 single-mode fibers per tube predominates in the core telecommunications network. A number (e.g. four) of such cable cores can also be incorporated into a unit cable structure to provide for a much higher fiber count (e.g. 240 fibers).

Although the slotted core structural member design depicted in Figure 4.27 is a useful approach, an alternative for incorporating fiber ribbons in order to produce high-fiber-count cables is illustrated in Figure 4.31(a) [Ref. 67]. In this common modular ribbon cable design the ribbons are located in a central tube which is surrounded by an appropriate water-retardant filling compound. It can be observed that in this case the strength members are, by necessity, placed in the cable sheath which also provides for an element
of armoring of the cable. Eighteen edge-bonded ribbons each containing 16 fibers give a
typical fiber count of 288 for this cable type, while the slotted core design which usually
employs encapsulated fiber ribbons (see Figure 4.27) can similarly incorporate a large
number of single-mode fibers.

Furthermore, as with the slotted core design, a unit cable approach using the central
tube can scale up the fiber count by stranding multiple tubes around a central strength
member, as shown in Figure 4.31(b). In addition, it should be noted that the use of fiber
ribbons provides the most efficient technique for simultaneously locating, handling, splic-
ing and connectorizing a large number of fibers while also maximizing fiber packing
density and facilitating mechanical robustness [Ref. 68]. As indicated above, one of three
basic ribbon structures may be distinguished based on the way in which the fibers are
joined to form the ribbon. Individual fibers are positioned in parallel and equally spaced
from each other in a single layer. They are then sandwiched, edge bonded or encapsulated.
In the first structure they are bonded together in one layer between two polyester adhesive
foils. By contrast, in the edge-bonded structure glue is applied without the foils in the
interstices between the fibers and in the encapsulated structure the bonding matrix extends
well beyond the outer boundary of the fibers providing complete encapsulation in a plastic
coating [Ref. 10].

Finally, two significant cable designs incorporating standard loose tube buffered fibers
are depicted in Figure 4.32. A 264-fiber indoor-outdoor cable is shown in Figure 4.32(a)
which is configured in two layers. As this cable finds use either indoors or outside, or both,
eliminating the need for transitional splicing or termination between buildings, it is fully water blocked. The loose buffer tubes containing 12 fibers each, together with filling compound, are stranded around a dielectric (i.e. aramid yarn) central member and wrapped in water-blocking tapes. Although the cable core is not filled, it contains further water-blocking threads. In addition, a dielectric strength member is also incorporated beneath the cable outer sheath.

Figure 4.32(b) displays an optical submarine cable design incorporating fibers in loose tube buffer structures stranded around a steel wire central strength member. In this case...
the cable core is filled with water-blocking gel and a further water barrier is contained together with the wrapping tape around the inner core prior to a polyethylene inner sheath. The inner core is surrounded by a lead sheath before further layers of polyethylene (outer sheath) and aramid yarn. A heavy armor jacket containing galvanized steel wire provides substantial armoring underneath the final outer protection layer. Such cables also typically contain copper wires rather than fibers within one of the loose buffer tubes to enable the provision of electric power to submerged optical amplifiers or regenerators.

Problems

4.1 Describe in general terms liquid-phase techniques for the preparation of multicomponent glasses for optical fibers. Discuss with the aid of a suitable diagram one melting method for the preparation of multicomponent glass.

4.2 Indicate the major advantages of vapor-phase deposition in the preparation of glasses for optical fibers. Briefly describe the various vapor-phase techniques currently in use.

4.3 (a) Compare and contrast, using suitable diagrams, the outside vapor-phase oxidation (OVPO) process and the modified chemical vapor deposition (MCVD) technique for the preparation of low-loss optical fibers. (b) Briefly describe the salient features of vapor axial deposition (VAD) and the plasma-activated chemical vapor deposition (PCVD) when applied to the preparation of optical fibers.

4.4 Discuss the drawing of optical fibers from prepared glasses with regard to: (a) multicomponent glass fibers; (b) silica-rich fibers.

4.5 List the various silica-based optical fiber types currently on the market indicating their important features. Hence, briefly describe the general areas of application for each type.

4.6 Outline the developments that have taken place in relation to plastic optical fibers since 1996, with particular reference to contrasting the performance attributes of PF-POF with PMMA POF.

4.7 Briefly describe the major reasons for the cabling of optical fibers which are to be placed in a field environment. Thus state the functions of the optical fiber cable.

4.8 Explain how the Griffith theory is developed in order to predict the fracture stress of an optical fiber with an elliptical crack. Silica has a Young’s modulus of $9 \times 10^{10} \text{ N m}^{-2}$ and a surface energy of 2.29 J. Estimate the fracture stress in psi for a silica optical fiber with a dominant elliptical crack of depth 0.5 $\mu$m. Also, determine the strain at the break for the fiber (1 psi $\equiv 6894.76 \text{ N m}^{-2}$).
4.9 Another length of the optical fiber described in Problem 4.8 is found to break at 1% strain. The failure is due to a single dominant elliptical crack. Estimate the depth of this crack.

4.10 Describe the effects of stress corrosion on optical fiber strength and durability. It is found that a 20 m length of fused silica optical fiber may be extended to 24 m at liquid nitrogen temperatures (i.e. little stress corrosion) before failure occurs. Estimate the fracture stress in psi for the fiber under these conditions. Young's modulus for silica is $9 \times 10^{10}$ N m$^{-2}$ and 1 psi $= 6894.76$ N m$^{-2}$.

4.11 Outline the phenomena that can affect the stability of the transmission characteristics in optical fiber cables and describe any techniques by which these problems may be avoided.

4.12 Discuss optical fiber cable design with regard to:
(a) fiber buffering;
(b) cable strength and structural members;
(c) layered cable construction;
(d) cable sheath and water barrier.
Further, compare and contrast possible cable designs for multifiber cables, making particular reference to unit cables.

Answers to numerical problems

4.8 $7.43 \times 10^4$ psi, 0.6%
4.9 0.2 $\mu$m
4.10 $2.61 \times 10^6$ psi
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5.1 Introduction

Optical fiber links, in common with any line communication system, have a requirement for both jointing and termination of the transmission medium. The number of intermediate fiber connections or joints is dependent upon the link length (between repeaters), the continuous length of fiber cable that may be produced by the preparation methods outlined in Sections 4.2 to 4.4, and the length of the fiber cable that may be practically or conveniently installed as a continuous section on the link. Although scaling up of the preparation processes now provides the capability to produce very large preforms allowing continuous single-mode fiber lengths of around 200 km, such fiber spans cannot be readily installed [Ref. 1]. However, continuous cable lengths of tens of kilometers have already been deployed, in particular within submarine systems where continuous cable laying presents fewer problems [Ref. 2].
Repeater spacing on optical fiber telecommunication links is a continuously increasing parameter with currently installed digital systems operating over spacings in the range 40 to 60 km at transmission rates of between 2.5 Gbit s\(^{-1}\) and 10 Gbit s\(^{-1}\). For example, a transatlantic optical fiber system operating over a distance of 6000 km employs 120 optical repeaters with a 50 km spacing and is capable of carrying 32 wavelength division multiplexed channels each at a transmission rate of 10 Gbit s\(^{-1}\) [Ref. 3]. An experimental optical fiber link covering a distance of 4800 km with optoelectronic repeater spacing of 120 km has also been demonstrated [Ref. 4]. It carried 64 wavelength multiplexed channels each operating at a transmission rate of 10 Gbit s\(^{-1}\). In addition, more advanced optical fiber communication links utilize optical amplifiers (see Section 10.12) and optical regenerators (see Section 10.6) [Ref. 5]. A field trial using a combination of both erbium-doped fiber and Raman amplifiers has produced high-capacity wavelength division multiplexed transmission of 1.28 Tbit s\(^{-1}\) with 32 channels each operating at a transmission rate of 43 Gbit s\(^{-1}\) [Ref. 6]. A also an eight-channel wavelength division multiplexed system with each channel operating at a rate of 170 Gbit s\(^{-1}\) utilizing a Raman fiber amplifier per channel has demonstrated successful transmission over a 185 km span of standard single-mode fiber [Ref. 7].

It is therefore apparent that fiber-to-fiber connection with low loss and minimum distortion (i.e. modal noise) remains an important aspect of optical fiber communication systems (fiber, sources, detectors, etc.). In addition, it also serves to increase the number of terminal connections permissible within the developing optical fiber communication networks (see Chapter 15). Although fiber jointing techniques appeared to lag behind the technologies associated with the other components required in optical fiber communication systems (fiber sources, detectors, etc.) it is clear that, in recent years, significant developments have continued to be made. Therefore, in this and the sections immediately following we review the theoretical and practical aspects of fiber–fiber connection with regard to both multimode and single-mode systems. Fiber termination to sources and detectors is not considered since the important aspects of these topics are discussed in the chapters covering sources and detectors (Chapters 6, 7 and 8). Nevertheless, the discussion on fiber jointing is relevant to both source and detector coupling, as many manufacturers supply these electro-optic devices already terminated to a fiber optic pigtail in order to facilitate direct fiber–fiber connection to an optical fiber link.

Before we consider fiber–fiber connection in further detail it is necessary to indicate the two major categories of fiber joint currently in both use and development. These are as follows:

1. Fiber splices. These are semipermanent or permanent joints which find major use in most optical fiber telecommunication systems (analogous to electrical soldered joints).

2. Demountable fiber connectors or simple connectors. These are removable joints which allow easy, fast, manual coupling and uncoupling of fibers (analogous to electrical plugs and sockets).

The above fiber–fiber joints are designed ideally to couple all the light propagating in one fiber into the adjoining fiber. By contrast fiber couplers are branching devices that split all the light from a main fiber into two or more fibers or, alternatively, couple a proportion of the light propagating in the main fiber into a branch fiber. Moreover, these
Fiber alignment and joint loss

A major consideration with all types of fiber–fiber connection is the optical loss encountered at the interface. Even when the two jointed fiber ends are smooth and perpendicular to the fiber axes, and the two fiber axes are perfectly aligned, a small proportion of the light may be reflected back into the transmitting fiber causing attenuation at the joint. This phenomenon, known as Fresnel reflection, is associated with the step changes in refractive index at the jointed interface (i.e. glass–air–glass). The magnitude of this partial reflection of the light transmitted through the interface may be estimated using the classical Fresnel formula for light of normal incidence and is given by [Ref. 8]:

\[
    r = \left(\frac{n_1 - n}{n_1 + n}\right)^2
\]

(5.1)

where \( r \) is the fraction of the light reflected at a single interface, \( n_1 \) is the refractive index of the fiber core and \( n \) is the refractive index of the medium between the two jointed fibers (i.e. for air \( n = 1 \)). However, in order to determine the amount of light reflected at a fiber joint, Fresnel reflection at both fiber interfaces must be taken into account. The loss in decibels due to Fresnel reflection at a single interface is given by:

\[
    \text{Loss}_{\text{Fres}} = -10 \log_{10}(1 - r)
\]

(5.2)

Hence, using the relationships given in Eqs (5.1) and (5.2) it is possible to determine the optical attenuation due to Fresnel reflection at a fiber–fiber joint.
It is apparent that Fresnel reflection may give a significant loss at a fiber joint even when all other aspects of the connection are ideal. However, the effect of Fresnel reflection at a fiber–fiber connection can be reduced to a very low level through the use of an index-matching fluid in the gap between the jointed fibers. When the index-matching fluid has the same refractive index as the fiber core, losses due to Fresnel reflection are in theory eradicated.

Unfortunately, Fresnel reflection is only one possible source of optical loss at a fiber joint. A potentially greater source of loss at a fiber–fiber connection is caused by misalignment of the two jointed fibers. In order to appreciate the development and relative success of various connection techniques it is useful to discuss fiber alignment in greater detail.

Example 5.1

An optical fiber has a core refractive index of 1.5. Two lengths of the fiber with smooth and perpendicular (to the core axes) end faces are butted together. Assuming the fiber axes are perfectly aligned, calculate the optical loss in decibels at the joint (due to Fresnel reflection) when there is a small air gap between the fiber end faces.

Solution: The magnitude of the Fresnel reflection at the fiber–air interface is given by Eq. (5.1) where:

$$r = \left(\frac{n_1 - n}{n_1 + n}\right)^2 = \left(\frac{1.5 - 1.0}{1.5 + 1.0}\right)^2 = \left(\frac{0.5}{2.5}\right)^2 = 0.04$$

The value obtained for $r$ corresponds to a reflection of 4% of the transmitted light at the single interface. Further, the optical loss in decibels at the single interface may be obtained using Eq. (5.2) where:

$$\text{Loss}_{\text{Fres}} = -10 \log_{10}(1 - r) = -10 \log_{10} 0.96 = 0.18 \text{ dB}$$

A similar calculation may be performed for the other interface (air–fiber). However, from considerations of symmetry it is clear that the optical loss at the second interface is also 0.18 dB.

Hence the total loss due to Fresnel reflection at the fiber joint is approximately 0.36 dB.

Any deviations in the geometrical and optical parameters of the two optical fibers which are jointed will affect the optical attenuation (insertion loss) through the connection. It is not possible within any particular connection technique to allow for all these variations. Hence, there are inherent connection problems when jointing fibers with, for instance:
(a) different core and/or cladding diameters;
(b) different numerical apertures and/or relative refractive index differences;
(c) different refractive index profiles;
(d) fiber faults (core ellipticity, core concentricity, etc.).

The losses caused by the above factors together with those of Fresnel reflection are usually referred to as intrinsic joint losses.

The best results are therefore achieved with compatible (same) fibers which are manufactured to the lowest tolerance. In this case there is still the problem of the quality of the fiber alignment provided by the jointing mechanism. Examples of possible misalignment between coupled compatible optical fibers are illustrated in Figure 5.1 [Ref. 9]. It is apparent that misalignment may occur in three dimensions: the separation between the fibers (longitudinal misalignment), the offset perpendicular to the fiber core axes (lateral/radial/axial misalignment) and the angle between the core axes (angular misalignment).

Optical losses resulting from these three types of misalignment depend upon the fiber type, core diameter and the distribution of the optical power between the propagating modes. Examples of the measured optical losses due to the various types of misalignment are shown in Figure 5.2. Figure 5.2(a) [Ref. 9] shows the attenuation characteristic for both longitudinal and lateral misalignment of a graded index fiber of 50 μm core diameter. It may be observed that the lateral misalignment gives significantly greater losses per unit displacement than the longitudinal misalignment. For instance, in this case a lateral displacement of 10 μm gives about 1 dB insertion loss whereas a similar longitudinal displacement gives an insertion loss of around 0.1 dB. Figure 5.2(b) [Ref. 10] shows the attenuation characteristic for the angular misalignment of two multimode step index fibers with numerical apertures of 0.22 and 0.3. An insertion loss of around 1 dB is obtained with angular misalignment of 4° and 5° for the NA = 0.22 and NA = 0.3 fibers respectively. It may also be observed in Figure 5.2(b) that the effect of an index-matching fluid in the fiber gap causes increased losses with angular misalignment. Therefore, it is clear that relatively small levels of lateral and/or angular misalignment can cause significant attenuation at a fiber joint. This is especially the case for fibers of small core diameter (less than 150 μm) which are currently employed for most telecommunication purposes.
5.2.1 Multimode fiber joints

Theoretical and experimental studies of fiber misalignment in optical fiber connections [Refs 11–19] allow approximate determination of the losses encountered with the various misalignments of different fiber types. We consider here some of the expressions used to

Figure 5.2 Insertion loss characteristics for jointed optical fibers with various types of misalignment: (a) insertion loss due to lateral and longitudinal misalignment for a graded index fiber of 50 μm core diameter. Reproduced with permission from P. Mossman, *Radio Electron. Eng.*, 51, p. 333. 1981; (b) insertion loss due to angular misalignment for joints in two multimode step index fibers with numerical apertures of 0.22 and 0.3. From C. P. Sandback (Ed.), *Optical Fiber Communication Systems*, John Wiley & Sons, 1980

5.2.1 Multimode fiber joints

Theoretical and experimental studies of fiber misalignment in optical fiber connections [Refs 11–19] allow approximate determination of the losses encountered with the various misalignments of different fiber types. We consider here some of the expressions used to
calculate losses due to lateral and angular misalignment of optical fiber joints. Longitudinal misalignment is not discussed in detail as it tends to be the least important effect and may be largely avoided in fiber connection. Also there is some disagreement over the magnitude of the losses due to longitudinal misalignment when it is calculated theoretically between Miyazaki et al. [Ref. 12] and Tsuchiya et al. [Ref. 13]. Both groups of workers claim good agreement with experimental results, which is perhaps understandable when considering the number of variables involved in the measurement. However, it is worth noting that the lower losses predicted by Tsuchiya et al. agree more closely with a third group of researchers [Ref. 14]. Also, all groups predict higher losses for fibers with larger numerical apertures, which is consistent with intuitive considerations (i.e. the larger the numerical aperture, the greater the spread of the output light and the higher the optical loss at a longitudinally misaligned joint).

Theoretical expressions for the determination of lateral and angular misalignment losses are by no means definitive, although in all cases they claim reasonable agreement with experimental results. However, experimental results from different sources tend to vary (especially for angular misalignment losses) due to difficulties of measurement. It is therefore not implied that the expressions given in the text are necessarily the most accurate, as at present the choice appears somewhat arbitrary.

Lateral misalignment reduces the overlap region between the two fiber cores. Assuming uniform excitation of all the optical modes in a multimode step index fiber, the overlapped area between both fiber cores approximately gives the lateral coupling efficiency \( \eta_{lat} \). Hence, the lateral coupling efficiency for two similar step index fibers may be written as [Ref. 13]:

\[
\eta_{lat} = \frac{16(n_2/n_1)^2}{1 + (n_2/n_1)^4} \frac{1}{\pi} \left[ 2 \cos^{-1}\left( \frac{y}{2a} \right) - \left( \frac{y}{a} \right) \left[ 1 - \left( \frac{y}{2a} \right)^2 \right] \right] \quad (5.3)
\]

where \( n_1 \) is the core refractive index, \( n \) is the refractive index of the medium between the fibers, \( y \) is the lateral offset of the fiber core axes, and \( a \) is the fiber core radius. The lateral misalignment loss in decibels may be determined using:

\[
\text{Loss}_{lat} = -10 \log_{10} \eta_{lat} \text{ dB} \quad (5.4)
\]

The predicted losses obtained using the formulas given in Eqs (5.3) and (5.4) are generally slightly higher than the measured values due to the assumption that all modes are equally excited. This assumption is only correct for certain cases of optical fiber transmission. Also, certain authors [Refs 12, 18] assume index matching and hence no Fresnel reflection, which makes the first term in Eq. (5.3) equal to unity (as \( n_2/n_1 = 1 \)). This may be valid if the two fiber ends are assumed to be in close contact (i.e. no air gap in between) and gives lower predicted losses. Nevertheless, bearing in mind these possible inconsistencies, useful estimates for the attenuation due to lateral misalignment of multimode step index fibers may be obtained.

Lateral misalignment loss in multimode graded index fibers assuming a uniform distribution of optical power throughout all guided modes was calculated by Gloge [Ref. 16]. He estimated that the lateral misalignment loss was dependent on the refractive index gradient \( \alpha \) for small lateral offset and may be obtained from:
where the lateral coupling efficiency was given by:

\[ \eta_{lat} = 1 - L_t \]  \hspace{1cm} (5.6)

Hence Eq. (5.6) may be utilized to obtain the lateral misalignment loss in decibels. With a parabolic refractive index profile where \( \alpha = 2 \), Eq. (5.5) gives:

\[ L_t = \frac{8}{3\pi} \left( \frac{y}{a} \right) = 0.85 \left( \frac{y}{a} \right) \]  \hspace{1cm} (5.7)

A further estimate including the leaky modes gave a revised expression for the lateral misalignment loss given in Eq. (5.6) of 0.75(y/a). This analysis was also extended to step index fibers (where \( \alpha = \infty \)) and gave lateral misalignment losses of 0.64(y/a) and 0.5(y/a) for the cases of guided modes only and both guided plus leaky modes respectively.

Example 5.2

A step index fiber has a core refractive index of 1.5 and a core diameter of 50 \( \mu \text{m} \). The fiber is jointed with a lateral misalignment between the core axes of 5 \( \mu \text{m} \). Estimate the insertion loss at the joint due to the lateral misalignment assuming a uniform distribution of power between all guided modes when:

(a) there is a small air gap at the joint;

(b) the joint is considered index matched.

Solution: (a) The coupling efficiency for a multimode step index fiber with uniform illumination of all propagating modes is given by Eq. (5.3) as:

\[ \eta_{lat} = \frac{16(n_2/n)^2}{[1 + (n_2/n)]^4} \frac{1}{\pi} \left[ 2 \cos^{-1}\left( \frac{y}{2a} \right) - \left( \frac{y}{a} \right) \left[ 1 - \left( \frac{y}{2a} \right)^2 \right]^{1/2} \right] \]

\[ = \frac{16(1.5)^2}{[1 + 1.5]^4} \frac{1}{\pi} \left[ 2 \cos^{-1}\left( \frac{5}{50} \right) - \left( \frac{5}{25} \right) \left[ 1 - \left( \frac{5}{50} \right)^2 \right]^{1/2} \right] \]

\[ = 0.293 \{2(1.471) - 0.2(0.99)^{1/2}\} \]

\[ = 0.804 \]

The insertion loss due to lateral misalignment is given by Eq. (5.4) where:

\[ \text{Loss}_{lat} = -10 \log_{10} \eta_{lat} = -10 \log_{10} 0.804 \]

\[ = 0.95 \text{ dB} \]
With index matching, the insertion loss at the joint in Example 5.2 is reduced to approximately 0.36 dB when the lateral offset is 10% of the fiber diameter.

(b) When the joint is considered index matched (i.e. no air gap) the coupling efficiency may again be obtained from Eq. (5.3) where:

$$\eta_{\text{lat}} = \frac{1}{\pi} \left\{ 2 \cos^{-1} \left( \frac{5}{50} \right) - \left( \frac{5}{25} \right) \left[ 1 - \left( \frac{5}{50} \right)^2 \right] \right\}$$

$$\eta_{\text{lat}} = 0.318 \{ 2(1.471) - 0.2[0.99] \}$$

$$\eta_{\text{lat}} = 0.872$$

Therefore the insertion loss is:

$$\text{Loss}_{\text{lat}} = -10 \log_{10} 0.872 = 0.59 \text{ dB}$$

Hence, assuming a small air gap at the joint, the insertion loss is approximately 1 dB when the lateral offset is 10% of the fiber diameter.

With index matching, the insertion loss at the joint in Example 5.2 is reduced to approximately 0.36 dB. It may be noted that the difference between the losses obtained in parts (a) and (b) corresponds to the optical loss due to Fresnel reflection at the similar fiber–air–fiber interface determined in Example 5.1.

The result may be checked using the formulas derived by Gloge for a multimode step index fiber where the lateral misalignment loss assuming uniform illumination of all guided modes is obtained using:

$$L_t = 0.64 \left( \frac{Y}{a} \right) = 0.64 \left( \frac{5}{25} \right) = 0.128$$

Hence the lateral coupling efficiency is given by Eq. (5.6) as:

$$\eta_{\text{lat}} = 1 - 0.128 = 0.872$$

Again using Eq. (5.4), the insertion loss due to the lateral misalignment assuming index matching is:

$$\text{Loss}_{\text{lat}} = -10 \log_{10} 0.872 = 0.59 \text{ dB}$$

Hence using the expression derived by Gloge we obtain the same value of approximately 0.6 dB for the insertion loss with the inherent assumption that there is no change in refractive index at the joint interface. Although this estimate of insertion loss may be shown to agree with certain experimental results [Ref. 12], a value of around 1 dB insertion loss for a 10% lateral displacement with regard to the core diameter (as estimated in Example 5.2(a)) is more usually found to be the case with multimode step index fibers [Refs 8, 19–21]. Further, it is generally accepted that the lateral offset must be kept below 5% of the fiber core diameter in order to reduce insertion loss at a joint to below 0.5 dB [Ref. 19].
Example 5.3
A graded index fiber has a parabolic refractive index profile ($\alpha = 2$) and a core diameter of 50 $\mu$m. Estimate the insertion loss due to a 3 $\mu$m lateral misalignment at a fiber joint when there is index matching and assuming:

(a) there is uniform illumination of all guided modes only;
(b) there is uniform illumination of all guided and leaky modes.

Solution: (a) Assuming uniform illumination of guided modes only, the misalignment loss may be obtained using Eq. (5.7), where:

$$ L_t = 0.85 \left( \frac{Y}{a} \right) = 0.85 \left( \frac{3}{25} \right) = 0.102 $$

The coupling efficiency is given by Eq. (5.6) as:

$$ \eta_{lat} = 1 - L_t = 1 - 0.102 = 0.898 $$

Hence the insertion loss due to the lateral misalignment is given by Eq. (5.4), where:

$$ \text{Loss}_{lat} = -10 \log_{10} 0.898 = 0.47 \text{ dB} $$

(b) When assuming the uniform illumination of both guided and leaky modes Gloge’s formula becomes:

$$ L_t = 0.75 \left( \frac{Y}{a} \right) = 0.75 \left( \frac{3}{25} \right) = 0.090 $$

Therefore the coupling efficiency is:

$$ \eta_{lat} = 1 - 0.090 = 0.910 $$

and the insertion loss due to lateral misalignment is:

$$ \text{Loss}_{lat} = -10 \log_{10} 0.910 = 0.41 \text{ dB} $$

It may be noted by observing Figure 5.2(a), which shows the measured lateral misalignment loss for a 50 $\mu$m diameter graded index fiber, that the losses predicted above are very pessimistic (the loss for 3 $\mu$m offset shown in Figure 5.2(a) is less than 0.2 dB). A model which is found to predict insertion loss due to lateral misalignment in graded index fibers with greater accuracy was proposed by Miller and Mettler [Ref. 17]. In this model they assumed the power distribution at the fiber output to be of Gaussian form. Unfortunately, the analysis is too detailed for this text as it involves integration using numerical techniques.
Example 5.4

Two multimode step index fibers have numerical apertures of 0.2 and 0.4, respectively, and both have the same core refractive index of 1.48. Estimate the insertion loss at a joint in each fiber caused by a 5° angular misalignment of the fiber core axes. It may be assumed that the medium between the fibers is air.

Solution: The angular coupling efficiency is given by Eq. (5.8) as:

\[
\eta_{\text{ang}} = \frac{16(n_2/n)^2}{[1 + (n_2/n)]^4} \left[ 1 - \frac{n \theta}{\pi n_1 (2 \Delta)^{\frac{1}{2}}} \right]
\]

(5.8)

where \( \theta \) is the angular displacement in radians and \( \Delta \) is the relative refractive index difference for the fiber. The insertion loss due to angular misalignment may be obtained from the angular coupling efficiency in the same manner as the lateral misalignment loss following:

\[
\text{Loss}_{\text{ang}} = -10 \log_{10} \eta_{\text{ang}}
\]

(5.9)

The formulas given in Eqs (5.8) and (5.9) predict that the smaller the values of \( \Delta \), the larger the insertion loss due to angular misalignment. This appears intuitively correct as small values of \( \Delta \) imply small numerical aperture fibers, which will be more affected by angular misalignment. It is confirmed by the measurements shown in Figure 5.2(b) and demonstrated in Example 5.4.

Example 5.4

Two multimode step index fibers have numerical apertures of 0.2 and 0.4, respectively, and both have the same core refractive index of 1.48. Estimate the insertion loss at a joint in each fiber caused by a 5° angular misalignment of the fiber core axes. It may be assumed that the medium between the fibers is air.

Solution: The angular coupling efficiency is given by Eq. (5.8) as:

\[
\eta_{\text{ang}} = \frac{16(n_2/n)^2}{[1 + (n_2/n)]^4} \left[ 1 - \frac{n \theta}{\pi n_1 (2 \Delta)^{\frac{1}{2}}} \right]
\]

The numerical aperture is related to the relative refractive index difference following Eq. (2.10) where:

\[
NA = n_1(2 \Delta)^{\frac{1}{2}}
\]

Hence:

\[
\eta_{\text{ang}} = \frac{16(n_2/n)^2}{[1 + (n_2/n)]^4} \left[ 1 - \frac{n \theta}{\pi NA} \right]
\]

For the NA = 0.2 fiber:

\[
\eta_{\text{ang}} = \frac{16(1.48)^2}{[1 + 1.48]^4} \left[ 1 - \frac{5\pi/180}{\pi 0.2} \right]
\]

\[
= 0.797
\]
Hence it may be noted from Example 5.4 that the insertion loss due to angular misalignment is reduced by using fibers with large numerical apertures. This is the opposite trend to the increasing insertion loss with numerical aperture for fiber longitudinal misalignment at a joint.

Factors causing fiber–fiber intrinsic losses were listed in Section 5.2; the major ones comprising a mismatch in the fiber core diameters, a mismatch in the fiber numerical apertures and differing fiber refractive index profiles are illustrated in Figure 5.3. Connections between multimode fibers with certain of these parameters being different can be quite common, particularly when a pigtailed optical source is used, the fiber pigtail of which has different characteristics from the main transmission fiber. Moreover, as indicated previously, diameter variations can occur with the same fiber type.

Assuming all the modes are equally excited in a multimode step or graded index fiber, and that the numerical apertures and index profiles are the same, then the loss resulting from a mismatch of core diameters (see Figure 5.3(a)) is given by [Refs 11, 22]:

\[
\text{Loss}_{CD} = -10 \log_{10} \left( \frac{2}{a_2} \right) (\text{dB}) \quad \text{for } a_2 < a_1
\]

\[
= 0.09 \text{ dB}
\]

For the \(\text{NA} = 0.4\) fiber:

\[
\eta_{\text{ang}} = 0.926 \left[ 1 - \frac{5\pi/180}{\pi0.4} \right] = 0.862
\]

The insertion loss due to the angular misalignment is therefore:

\[
\text{Loss}_{\text{ang}} = -10 \log_{10} 0.862
\]

The insertion loss due to the angular misalignment may be obtained from Eq. (5.9), where:

\[
\text{Loss}_{\text{ang}} = -10 \log_{10} \eta_{\text{ang}} = -10 \log_{10} 0.797 = 0.98 \text{ dB}
\]
fiber and they will therefore not be coupled through the joint. Again assuming a uniform modal power distribution, and fibers with equivalent refractive index profiles and core diameters, then the loss caused by a mismatch of numerical apertures (see Figure 5.3(b)) can be obtained from [Refs 18, 22]:

$$\text{Loss}_{NA} = \begin{cases} -10 \log_{10} \left( \frac{N_{A_2}}{N_{A_1}} \right)^2 & (\text{dB}) \quad N_{A_2} < N_{A_1} \\ 0 & (\text{dB}) \quad N_{A_2} \geq N_{A_1} \end{cases} \quad (5.11)$$

where $N_{A_1}$ and $N_{A_2}$ are the numerical apertures for the transmitting and receiving fibers respectively. Equation (5.11) is valid for both step and graded index* fibers and in common with Eq. (5.10) it demonstrates that no losses occur when the receiving parameter (i.e. numerical aperture) is larger than the transmitting one.

Finally, a mismatch in refractive index profiles (see Figure 5.3(a)) results in a loss which can be shown to be [Ref. 22]:

$$\text{Loss}_{RI} = \begin{cases} -10 \log_{10} \left( \frac{\alpha_2(\alpha_1 + 2)}{\alpha_1(\alpha_2 + 2)} \right) & (\text{dB}) \quad \alpha_2 < \alpha_1 \\ 0 & (\text{dB}) \quad \alpha_2 \geq \alpha_1 \end{cases} \quad (5.12)$$

where $\alpha_1$ and $\alpha_2$ are the profile parameters for the transmitting and receiving fibers respectively (see Section 2.4.4). When connecting from a step index fiber with $\alpha_1 = \infty$ to a parabolic profile graded index fiber with $\alpha_2 = 2$, both having the same core diameter and axial numerical aperture, then a loss of 3 dB is produced. The reverse connection, however, does not incur a loss due to refractive index profile mismatch.

The intrinsic losses obtained at multimode fiber–fiber joints provided by Eqs (5.10) to (5.12) can be combined into a single expression as follows:

$$\text{Loss}_{int} = \begin{cases} -10 \log_{10} \left( \frac{(a_2 N_{A_2})^2}{(a_1 N_{A_1})^2} \right)^2 & (\text{dB}) \quad a_2 > a_1, \quad N_{A_2} > N_{A_1}, \quad \alpha_2 > \alpha_1 \\ 0 & (\text{dB}) \quad a_2 \leq a_1, \quad N_{A_2} \leq N_{A_1}, \quad \alpha_2 \leq \alpha_1 \end{cases} \quad (5.13)$$

* In the case of graded index fibers the numerical aperture on the fiber core axis must be used.
It should be noted that Eq. (5.13) assumes that the three mismatches occur together. Distributions of losses which are obtained when, with particular distributions of parameters, various random combinations of mismatches occur in a long series of connections are provided in Ref. 11.

5.2.2 Single-mode fiber joints

Misalignment losses at connections in single-mode fibers have been theoretically considered by Marcuse [Ref. 23] and Gambling et al. [Refs 24, 25]. The theoretical analysis which was instigated by Marcuse is based upon the Gaussian or near-Gaussian shape of the modes propagating in single-mode fibers regardless of the fiber type (i.e. step index or graded index). Further development of this theory by Gambling et al. [Ref. 25] gave simplified formulas for both the lateral and angular misalignment losses at joints in single-mode fibers. In the absence of angular misalignment Gambling et al. calculated that the loss $T_l$ due to lateral offset $y$ was given by:

$$T_l = 2.17 \left( \frac{\omega}{\omega_0} \right)^2 \text{dB}$$

(5.14)

where $\omega$ is the normalized spot size of the fundamental mode.* However, the normalized spot size for the LP$_{01}$ mode (which corresponds to the HE mode) may be obtained from the empirical formula [Refs 19, 24]:

$$\omega = a \left( \frac{0.65 + 1.62 V^{-3} + 2.88 V^{-6}}{2} \right)^{1/2}$$

(5.15)

where $\omega$ is the spot size in $\mu$m, $a$ is the fiber core radius and $V$ is the normalized frequency for the fiber. Alternatively, the insertion loss $T_a$ caused by an angular misalignment $\theta$ (in radians) at a joint in a single-mode fiber may be given by:

$$T_a = 2.17 \left( \frac{\theta \omega n_2 V}{a NA} \right)^2 \text{dB}$$

(5.16)

where $n_2$ is the fiber core refractive index and NA is the numerical aperture of the fiber. It must be noted that the formulas given in Eqs (5.15) and (5.16) assume that the spot sizes of the modes in the two coupled fibers are the same. Gambling et al. [Ref. 25] also derived a somewhat complicated formula which gave a good approximation for the combined losses due to both lateral and angular misalignment at a fiber joint. However, they indicate that for small total losses (less than 0.75 dB) a reasonable approximation is obtained by simply combining Eqs (5.14) and (5.16).

* The spot size for single-mode fibers is discussed in Section 2.5.2. It should be noted, however, that the normalization factor for the spot size causes it to differ in Eq. (5.15) by a factor of $z^2$ from that provided in Eq. (2.125).
Example 5.5

A single-mode fiber has the following parameters:

- normalized frequency \( V \) = 2.40
- core refractive index \( n_1 \) = 1.46
- core diameter \( 2a \) = 8 μm
- numerical aperture \( NA \) = 0.1

Estimate the total insertion loss of a fiber joint with a lateral misalignment of 1 μm and an angular misalignment of 1°.

Solution: Initially it is necessary to determine the normalized spot size in the fiber. This may be obtained from Eq. (5.15) where:

\[
\omega = a \left( \frac{0.65 + 1.62V^{-1} + 2.88V^{-6}}{2^\frac{1}{2}} \right)
\]

\[
= 4 \left( \frac{0.65 + 1.62(2.4)^{-1.5} + 2.88(2.4)^{-6}}{2^\frac{1}{2}} \right)
= 3.12 \text{ μm}
\]

The loss due to the lateral offset is given by Eq. (5.14) as:

\[
T_l = 2.17 \left( \frac{y}{\omega} \right)^2 = 2.17 \left( \frac{1}{3.12} \right)^2
= 0.22 \text{ dB}
\]

The loss due to angular misalignment may be obtained from Eq. (5.16) where:

\[
T_a = 2.17 \left( \frac{\theta \omega n_1 V}{a NA} \right)^2
= 2.17 \left( \frac{(\pi/180) \times 3.12 \times 1.46 \times 2.4}{4 \times 0.1} \right)
= 0.49 \text{ dB}
\]

Hence, the total insertion loss is:

\[
T_T = T_l + T_a = 0.22 + 0.49 = 0.71 \text{ dB}
\]

In this example the loss due to angular misalignment is significantly larger than that due to lateral misalignment. However, aside from the actual magnitudes of the respective misalignments, the insertion losses incurred are also strongly dependent upon the normalized frequency of the fiber. This is especially the case with angular misalignment at a single-mode
fiber joint where insertion losses of less than 0.3 dB may be obtained when the angular
misalignment is 1° with fibers of appropriate V value. Nevertheless, for low-loss single-
mode fiber joints it is important that angular alignment is better than 1°.

The theoretical model developed by Marcuse [Ref. 23] has been utilized by Nemota
and Makimoto [Ref. 26] in a derivation of a general equation for determining the coupling
loss between single-mode fibers. Their full expression takes account of all the extrinsic
factors (lateral, angular and longitudinal misalignments, and Fresnel reflection), as well
as the intrinsic factor associated with the connection of fibers with unequal mode-field
diameters. Moreover, good agreement with various experimental investigations has been
obtained using this generalized equation [Ref. 27]. Although consideration of the full
expression [Ref. 28] is beyond the scope of this text, a reduced equation, to allow calcula-
tion of the intrinsic factor which quite commonly occurs in the interconnection of single-
mode fibers, may be employed. Hence, assuming that no losses are present due to the
extrinsic factors, the intrinsic coupling loss is given by [Ref. 27]:

\[
\text{Loss}_{\text{int}} = -10 \log_{10} \left[ 4 \left( \frac{\omega_0}{\omega_1} + \frac{\omega_0}{\omega_2} \right)^2 \right] \text{ (dB)} \tag{5.17}
\]

where \(\omega_0\) and \(\omega_1\) are the spot sizes of the transmitting and receiving fibers respectively.
Equation (5.17) therefore enables the additional coupling loss resulting from mode-field
diameter mismatch between two single-mode fibers to be calculated.

**Example 5.6**

Two single-mode fibers with mode-field diameters of 9.2 \(\mu\m\) and 8.4 \(\mu\m\) are to be
connected together. Assuming no extrinsic losses, determine the loss at the connection
due to the mode-field diameter mismatch.

**Solution:** The intrinsic loss is obtained using Eq. (5.17) where:

\[
\text{Loss}_{\text{int}} = -10 \log_{10} \left[ 4 \left( \frac{\omega_0}{\omega_1} + \frac{\omega_0}{\omega_2} \right)^2 \right]
\]

\[
= -10 \log_{10} \left[ 4 \left( \frac{4.2}{5.6} + \frac{5.6}{4.2} \right)^2 \right]
\]

\[
= -10 \log_{10} 0.922
\]

\[
= 0.35 \text{ dB}
\]

It should be noted from Example 5.6 that the same result is obtained irrespective of
which fiber is transmitting or receiving through the connection. Hence, by contrast to the
situation with multimode fibers (see Section 5.2.1), the intrinsic loss through a single-
mode fiber joint is independent of the direction of propagation.

We have considered in some detail the optical attenuation at fiber–fiber connections.
However, we have not yet discussed the possible distortion of the transmitted signal at a
fiber joint. Although work in this area is in its infancy, increased interest has been generated
with the use of highly coherent sources (injection lasers) and very low dispersion fibers. It is apparent that fiber connections strongly affect the signal transmission causing modal noise (see Section 3.10.3) and nonlinear distortion [Ref. 29] when a coherent light source is utilized with a multimode fiber. Also, it has been reported [Ref. 30] that the transmission loss of a connection in a coherent multimode system is extremely wavelength dependent, exhibiting a possible 10% change in the transmitted optical wavelength for a very small change (0.001 nm) in the laser emission wavelength. Although it has been found that these problems may be reduced by the use of single-mode optical fiber [Ref. 29], a theoretical model for the wavelength dependence of joint losses in single-mode fiber has been obtained [Ref. 31]. This model predicts that as the wavelength increases then the width of the fundamental mode field increases and hence for a given lateral offset or angular tilt the joint loss decreases. For example, the lateral offset loss at a wavelength of 1.5 μm was calculated to be only around 80% of the loss at a wavelength of 1.3 μm.

Furthermore, the above modal effects become negligible when an incoherent source (LED) is used with multimode fiber. However, in this instance there is often some mode conversion at the fiber joint which can make the connection effectively act as a mode mixer or filter [Ref. 32]. Indications are that this phenomenon, which has been investigated [Ref. 33] with regard to fiber splices, is more pronounced with fusion splices than with mechanical splices, both of which are described in Section 5.3.

5.3 Fiber splices

A permanent joint formed between two individual optical fibers in the field or factory is known as a fiber splice. Fiber splicing is frequently used to establish long-haul optical fiber links where smaller fiber lengths need to be joined, and there is no requirement for repeated connection and disconnection. Splices may be divided into two broad categories depending upon the splicing technique utilized. These are fusion splicing or welding and mechanical splicing.

Fusion splicing is accomplished by applying localized heating (e.g. by a flame or an electric arc) at the interface between two butted, prealigned fiber ends causing them to soften and fuse. Mechanical splicing, in which the fibers are held in alignment by some mechanical means, may be achieved by various methods including the use of tubes around the fiber ends (tube splices) or V-grooves into which the butted fibers are placed (groove splices). All these techniques seek to optimize the splice performance (i.e. reduce the insertion loss at the joint) through both fiber end preparation and alignment of the two joint fibers. Typical average splice insertion losses for multimode fibers are in the range 0.1 to 0.2 dB [Ref. 34] which is generally a better performance than that exhibited by demountable connections (see Sections 5.4 and 5.5). It may be noted that the insertion losses of fiber splices are generally much less than the possible Fresnel reflection loss at a butted fiber–fiber joint. This is because there is no large step change in refractive index with the fusion splice as it forms a continuous fiber connection, and some method of index matching (e.g. a fluid) tends to be utilized with mechanical splices. Although fiber splicing (especially fusion splicing) can be a somewhat difficult process to perform in a field environment, these problems have been overcome through the development of field-usable equipment.
A requirement with fibers intended for splicing is that they have smooth and square end faces. In general this end preparation may be achieved using a suitable tool which cleaves the fiber as illustrated in Figure 5.4 [Ref. 35]. This process is often referred to as scribe and break or score and break as it involves the scoring of the fiber surface under tension with a cutting tool (e.g. sapphire, diamond, tungsten carbide blade). The surface scoring creates failure as the fiber is tensioned and a clean, reasonably square fiber end can be produced. Figure 5.4 illustrates this process with the fiber tensioned around a curved mandrel. However, straight pull, scribe and break tools are also utilized, which arguably give better results [Ref. 36]. An alternative technique involves circumferential scoring which provides a controlled method of lightly scoring around the fiber circumference [Ref. 31]. In this case the score can be made smooth and uniform and large-diameter fibers may be prepared by a simple straight pull with end angles less than 1°.

5.3.1 Fusion splices

The fusion splicing of single fibers involves the heating of the two prepared fiber ends to their fusing point with the application of sufficient axial pressure between the two optical fibers. It is therefore essential that the stripped (of cabling and buffer coating) fiber ends are adequately positioned and aligned in order to achieve good continuity of the transmission medium at the junction point. Hence the fibers are usually positioned and clamped with the aid of an inspection microscope.

Flame heating sources such as microplasma torches (argon and hydrogen) and oxhydric microburners (oxygen, hydrogen and alcohol vapor) have been utilized with some success [Ref. 37]. However, the most widely used heating source is an electric arc. This technique offers advantages of consistent, easily controlled heat with adaptability for use under field conditions. A schematic diagram of the basic arc fusion method is given in Figure 5.5(a) [Refs 34, 35] illustrating how the two fibers are welded together. Figure 5.5(b) [Ref. 24] shows a development of the basic arc fusion process which involves the rounding of the fiber ends with a low-energy discharge before pressing the fibers together and fusing with a stronger arc. This technique, known as prefusion, removes the requirement for fiber end preparation which has a distinct advantage in the field environment. It has been utilized with multimode fibers giving average splice losses of 0.09 dB [Ref. 39].

![Figure 5.4](image-url)
Fusion splicing of single-mode fibers with typical core diameters between 5 and 10 μm presents problems of more critical fiber alignment (i.e. lateral offsets of less than 1 μm are required for low-loss joints). However, splice insertion losses below 0.3 dB may be achieved due to a self-alignment phenomenon which partially compensates for any lateral offset.

Self-alignment, illustrated in Figure 5.6 (Refs 38, 40, 41), is caused by surface tension effects between the two fiber ends during fusing. An early field trial of single-mode fiber fusion splicing over a 31.6 km link gave mean splice insertion losses of 0.18 and 0.12 dB at wavelengths of 1.3 and 1.55 μm respectively [Ref. 42]. Mean splice losses of only 0.06 dB have also been obtained with a fully automatic single-mode fiber fusion splicing machine [Ref. 43].
A possible drawback with fusion splicing is that the heat necessary to fuse the fibers may weaken the fiber in the vicinity of the splice. It has been found that even with careful handling, the tensile strength of the fused fiber may be as low as 30% of that of the uncoated fiber before fusion [Ref. 44]. The fiber fracture generally occurs in the heat-affected zone adjacent to the fused joint. The reduced tensile strength is attributed [Refs 44, 45] to the combined effects of surface damage caused by handling, surface defect growth during heating and induced residential stresses due to changes in chemical composition. It is therefore necessary that the completed splice is packaged so as to reduce tensile loading upon the fiber in the vicinity of the splice.

Commercial fusion splicers are produced in various sizes from handheld to laptop or tabletop depending on the requirements of the optical network [Refs 46, 47]. Two fusion splicers are shown in Figure 5.7 where a tabletop model is depicted in Figure 5.7(a) and a smaller handheld size device is presented in Figure 5.7(b). Both these instruments are capable of splicing various fiber configurations including the ribbon fiber with average splicing loss of 0.01 dB and 0.02 dB for multimode and single-mode fiber, respectively [Ref. 47]. Furthermore, the tabletop device can splice a wide range of fiber types including erbium-doped, PANDA and bow-tie fibers (see Section 3.13). Moreover, digital interface and control options are provided on these instruments which facilitate data analysis both during and after the splicing process.

5.3.2 Mechanical splices

A number of mechanical techniques for splicing individual optical fibers have been developed. A common method involves the use of an accurately produced rigid alignment tube into which the prepared fiber ends are permanently bonded. This snug tube splice is illustrated in Figure 5.8(a) [Ref. 48] and may utilize a glass or ceramic capillary with an inner diameter just large enough to accept the optical fibers. Transparent adhesive (e.g. epoxy resin) is injected through a transverse bore in the capillary to give mechanical sealing and index matching of the splice. Average insertion losses as low as 0.1 dB have been obtained [Ref. 47] with multimode graded index and single-mode fibers using ceramic capillaries. However, in general, snug tube splices exhibit problems with capillary tolerance requirements. Hence as a commercial product they may exhibit losses of up to 0.5 dB [Ref. 49].
Figure 5.7 Fujioka optical fiber fusion splicers: (a) tabletop model; (b) handheld device [Ref. 46]

Figure 5.8 Techniques for tube splicing of optical fibers: (a) snug tube splice. Reprinted with permission from Ref. 48 © IEEE 1978; (b) loose tube splice utilizing square cross-section capillary [Ref. 50]
A mechanical splicing technique which avoids the critical tolerance requirements of the snug tube splice is shown in Figure 5.8(b) [Ref. 50]. This loose tube splice uses an oversized square-section metal tube which easily accepts the prepared fiber ends. Transparent adhesive is first inserted into the tube followed by the fibers. The splice is self-aligning when the fibers are curved in the same plane, forcing the fiber ends simultaneously into the same corner of the tube, as indicated in Figure 5.8(b). Mean splice insertion losses of 0.073 dB have been achieved [Refs 41, 51] using multimode graded index fibers with the loose tube approach.

Other common mechanical splicing techniques involve the use of grooves to secure the fibers to be jointed. A simple method utilizes a V-groove into which the two prepared fiber ends are pressed. The V-groove splice which is illustrated in Figure 5.9(a) [Ref. 52] gives alignment of the prepared fiber ends through insertion in the groove. The splice is made permanent by securing the fibers in the V-groove with epoxy resin. Jigs for producing V-groove splices have proved quite successful, giving joint insertion losses of around 0.1 dB [Ref. 35].

V-groove splices formed by sandwiching the butted fiber ends between a V-groove glass substrate and a flat glass retainer plate, as shown in Figure 5.9(b), have also proved very successful in the laboratory. Splice insertion losses of less than 0.01 dB when coupling single-mode fibers have been reported [Ref. 53] using this technique. However, reservations are expressed regarding the field implementation of these splices with respect to manufactured fiber geometry, and housing of the splice in order to avoid additional losses due to local fiber bending.

![V-groove splices](image_url)
A further variant on the V-groove technique is the elastic tube or elastomeric splice shown in Figure 5.10 [Ref. 54]. The device comprises two elastomeric internal parts, one of which contains a V-groove. An outer sleeve holds the two elastic parts in compression to ensure alignment of the fibers in the V-groove, and fibers with different diameters tend to be centered and hence may be successfully spliced. Although originally intended for multimode fiber connection, the device has become a widely used commercial product [Ref. 49] which is employed with single-mode fibres, albeit often as a temporary splice for laboratory investigations. The splice loss for the elastic tube device was originally reported as 0.12 dB or less [Ref. 54] but is generally specified as around 0.25 dB for the commercial product [Ref. 49]. In addition, index-matching gel is normally employed within the device to improve its performance.

A slightly more complex groove splice known as the Springgroove® splice utilized a bracket containing two cylindrical pins which serve as an alignment guide for the two prepared fiber ends. The cylindrical pin diameter was chosen to allow the fibers to protrude above the cylinders, as shown in Figure 5.11(a) [Ref. 55]. An elastic element (a spring) was used to press the fibers into a groove and maintain the fiber end alignment, as illustrated in Figure 5.11(b). The complete assembly was secured using a drop of epoxy resin. Mean splice insertion losses of 0.05 dB [Ref. 41] were obtained using multimode graded index fibers with the Springgroove® splice. This device found practical use in Italy.

**Figure 5.10** The elastomeric splice [Ref. 54]: (a) cross-section; (b) assembly

**Figure 5.11** The Springgroove® splice [Ref. 55]: (a) expanded overview of the splice; (b) schematic cross-section of the splice
The aforementioned mechanical splicing methods employ alignment of the bare fibers, whereas subsequently alignment of secondary elements around the bare fibers is a technique which has gained favor [Ref. 31]. Secondary alignment generally gives increased ruggedness and provides a structure that can be ground and polished for fiber end preparation. Furthermore, with a good design the fiber coating can be terminated within the secondary element leaving only the fiber end face exposed. Hence when the fiber end face is polished flat to the secondary element, a very rugged termination is produced. This technique is particularly advantageous for use in fiber remountable connectors (see Section 5.4). However, possible drawbacks with this method include the time taken to make the termination and the often increased splice losses resulting from the tolerances on the secondary elements which tend to contribute to the fiber misalignment.

An example of a secondary aligned mechanical splice for multimode fiber is shown in Figure 5.12. This device uses precision glass capillary tubes called ferrules as the secondary elements with an alignment sleeve of metal or plastic into which the glass tubed fibers are inserted. Normal assembly of the splice using 50 μm core diameter fiber yields an average loss of around 0.2 dB [Ref. 56].

Finally, the secondary alignment technique has been employed in the realization of a low-loss, single-mode fiber mechanical splice which has been used in several large installations in the United States. This device, known as a single-mode rotary splice, is shown in Figure 5.13 [Ref. 57]. The fibers to be spliced are initially terminated in precision glass capillary tubes which are designed to make use of the small eccentricity that is present, as illustrated in Figure 5.13(a). An ultraviolet curable adhesive is used to cement the fibers in
the glass tubes and the fiber terminations are prepared with a simple grinding and polishing operation.

Alignment accuracies of the order of 0.05 \( \mu \text{m} \) are obtained using the three glass rod alignment sleeve shown in Figure 5.13(b). Such alignment accuracies are necessary to obtain low losses as the mode-field diameter for single-mode fiber is generally in the range 8 to 10 \( \mu \text{m} \). The sleeve has a built-in offset such that when each ferrule is rotated within it, the two circular paths of the center of each fiber core cross each other. Excellent alignment is obtained utilizing a simple algorithm, and strong metal springs provide positive alignment retention. Using index-matching gel such splices have demonstrated mean losses of 0.03 dB with a standard deviation of 0.018 dB [Ref. 31]. Moreover, these results were obtained in the field, suggesting that the rotary splicing technique was not affected by the skill level of the splicer in that harsh environment.

5.3.3 Multiple splices

Multiple simultaneous fusion splicing of an array of fibers in a ribbon cable has been demonstrated for both multimode [Ref. 58] and single-mode [Ref. 59] fibers. In both cases a 12-fiber ribbon was prepared by scoring and breaking prior to pressing the fiber ends onto a contact plate to avoid difficulties with varying gaps between the fibers to be fused. An electric arc fusing device was then employed to provide simultaneous fusion. Such a device is now commercially available to allow the splicing of 12 fibers simultaneously in a time of around 6 minutes, which requires only 30 seconds per splice [Refs 46, 47]. Splice losses using this device with multimode graded index fiber range from an average of 0.04 dB to a maximum of 0.12 dB, whereas for single-mode fiber the average loss is 0.04 dB with a 0.4 dB maximum.

A simple technique employed for multiple simultaneous splicing involves mechanical splicing of an array of fibers, usually in a ribbon cable. The V-groove multiple-splice secondary element comprising etched silicon chips has been used extensively in the
United States [Ref. 31] for splicing multimode fibers. In this technique a 12-fiber splice is prepared by stripping the ribbon and coating material from the fibers. Then the 12 fibers are laid into the trapezoidal* grooves of a silicon chip using a comb structure, as shown in Figure 5.14. The top silicon chip is then positioned prior to applying epoxy to the chip–ribbon interface. Finally, after curing, the front end face is ground and polished.

The process is normally carried out in the factory and the arrays are clipped together in the field, putting index-matching silica gel between the fiber ends. The average splice loss obtained with this technique in the field is 0.12 dB, with the majority of the loss resulting from intrinsic fiber mismatch. Major advantages of this method are the substantial reduction in splicing time (by more than a factor of 10) per fiber and the increased robustness of the final connection. Although early array splicing investigations using silicon chips [Refs 60, 61] demonstrated the feasibility of connecting 12 × 12 fiber arrays, in practice only single 12-fiber ribbons have been spliced at one time due to concerns in relation to splice tolerance and the large number of telecommunication channels which would be present in the two-dimensional array [Ref. 31].

An alternative V-groove flat chip molded from a glass-filled polymer resin has been employed in France [Ref. 62]. Moreover, direct mass splicing of 12-fiber ribbons has also been accomplished [Ref. 63]. In this technique simultaneous end preparation of all 24 fibers was achieved using a ribbon grinding and polishing procedure. The ribbons were then laid in guides and all 12 fibers were positioned in grooves in the glass-filled plastic.

* A natural consequence of etching.
substrate shown in Figure 5.15. A vacuum technique was used to hold the fibers in position while the cover plate was applied, and spring clips were used to hold the assembly together. Index-matching gel was applied through a hole in the cover plate giving average splice losses of 0.18 dB with multimode fiber.

5.4 Fiber connectors

Demountable fiber connectors are more difficult to achieve than optical fiber splices. This is because they must maintain similar tolerance requirements to splices in order to couple light between fibers efficiently, but they must accomplish it in a removable fashion. Also, the connector design must allow for repeated connection and disconnection without problems of fiber alignment, which may lead to degradation in the performance of the transmission line at the joint. Hence to operate satisfactorily the demountable connector must provide reproducible accurate alignment of the optical fibers.

In order to maintain an optimum performance the connection must also protect the fiber ends from damage which may occur due to handling (connection and disconnection), must be insensitive to environmental factors (e.g. moisture and dust) and must cope with tensile load on the cable. Additionally, the connector should ideally be a low-cost component which can be fitted with relative ease. Hence optical fiber connectors may be considered in three major areas, which are:
(a) the fiber termination, which protects and locates the fiber ends;
(b) the fiber end alignment to provide optimum optical coupling;
(c) the outer shell, which maintains the connection and the fiber alignment, protects the fiber ends from the environment and provides adequate strength at the joint.

The use of an index-matching material in the connector between the two jointed fibers can assist the connector design in two ways. It increases the light transmission through the connection while keeping dust and dirt from between the fibers. However, this design aspect is not always practical with demountable connectors, especially where fluids are concerned. Apart from problems of sealing and replacement when the joint is disconnected and reconnected, liquids in this instance may have a detrimental effect, attracting dust and dirt to the connection.

There are a large number of demountable single-fiber connectors, both commercially available and under development, which have insertion losses in the range 0.2 to 3 dB. Fiber connectors may be separated into two broad categories: butt-jointed connectors and expanded beam connectors. Butt-jointed connectors rely upon alignment of the two prepared fiber ends in close proximity (butted) to each other so that the fiber core axes coincide. Expanded beam connectors utilize interposed optics at the joint (i.e. lenses) in order to expand the beam from the transmitting fiber end before reducing it again to a size compatible with the receiving fiber end.

Butt-jointed connectors are the most widely used connector type and a substantial number have been reported. In this section we review some of the more common butt-jointed connector designs which have been developed for use with both multimode and single-mode fibers. In Section 5.5, following, expanded beam connectors are discussed.

5.4.1 Cylindrical ferrule connectors

The basic ferrule connector (sometimes referred to as a concentric sleeve connector), which is perhaps the simplest optical fiber connector design, is illustrated in Figure 5.16(a) [Ref. 9]. The two fibers to be connected are permanently bonded (with epoxy resin) in metal plugs known as ferrules which have an accurately drilled central hole in their end faces where the stripped (of buffer coating) fiber is located. Within the connector the two ferrules are placed in an alignment sleeve which, using accurately machined components, allows the fiber ends to be butt jointed. The ferrules are held in place via a retaining mechanism which, in the example shown in Figure 5.16(a), is a spring.

It is essential with this type of connector that the fiber end faces are smooth and square (i.e. perpendicular to the fiber axis). This may be achieved with varying success by:

(a) cleaving the fiber before insertion into the ferrule;
(b) inserting and bonding before cleaving the fiber close to the ferrule end face;
(c) using either (a) or (b) and polishing the fiber end face until it is flush with the end of the ferrule.
Polishing the fiber end face after insertion and bonding provides the best results but it tends to be time consuming and inconvenient, especially in the field.

The fiber alignment accuracy of the basic ferrule connector is largely dependent upon the ferrule hole into which the fiber is inserted. Hence, some ferrule connectors have incorporated a watch jewel in the ferrule end face (jeweled ferrule connector), as illustrated in Figure 5.16(b) [Ref. 10]. In this case the fiber is centered with respect to the ferrule through the watch jewel hole. The use of the watch jewel allows the close diameter and tolerance requirements of the ferrule end face hole to be obtained more easily than simply through drilling of the metallic ferrule end face alone. Nevertheless, typical concentricity errors between the fiber core and the outside diameter of the jeweled ferrule are in the range 2 to 6 μm giving insertion losses in the range 1 to 2 dB with multimode step index fibers.

Subsequently, capillary ferrules manufactured from ceramic materials (e.g. alumina porcelain) found widespread application within precision ferrule connectors. Such capillary ferrules have a precision bore which is accurately centered in the ferrule. Final assembly of the connector includes the fixture of the fiber within the ferrule, using adhesive prior to the grinding and polishing for end preparation. The ceramic materials possess outstanding thermal, mechanical and chemical resistance characteristics in comparison with metals and plastics [Ref. 64]. In addition, unlike metal and plastic components, the ceramic ferrule material is harder than the optical fiber and is therefore unaffected by the grinding and polishing process, a factor which assists in the production of low-loss fiber
connectors. Typical average losses for multimode graded index fiber (i.e. core/cladding: 50/125 μm) and single-mode fiber (i.e. core/cladding: 9/125 μm) with the precision ceramic ferrule connector are 0.2 and 0.3 dB respectively [Ref. 60]. For example, an early ferrule-type connector widely used as part of jumper cable in a variety of applications in the United States was the biconical plug connector [Refs 34, 65]. The plugs were either transfer molded directly onto the fiber or cast around the fiber employing a silica-loaded epoxy resin, and when modified for single-mode fiber to ensure core eccentricity to 0.33 μm or less gave an average connector loss of 0.28 dB [Ref. 60].

Numerous cylindrical sleeve ferrule connectors are commercially available for both multimode and single-mode fiber termination. The most common design types are the straight tip (ST), the subminiature assembly (SMA), the fiber connector (FC), the miniature unit (MU), the subscriber connector (SC) and the D4 connector [Refs 27, 31, 60, 65]. An example of an ST series multimode fiber connector is shown in Figure 5.17, which exhibits an optimized cylindrical sleeve with a cross-section designed to expand uniformly when the ferrules are inserted. Hence, the constant circumferential pressure provides accurate alignment, even when the ferrule diameters differ slightly. In addition, the straight ceramic ferrule may be observed in Figure 5.17 which contrasts with the stepped ferrule (i.e. a ferrule with a single step which reduces the diameter midway along its length) provided in the SMA connector design. The average loss obtained using this connector with multimode graded index fiber (i.e. core/cladding: 62.5/125 μm) was 0.22 dB with less than 0.1 dB change in loss after 1000 reconnections [Ref. 66].

More recently, an improved version of the ST connector known as the field assembly simple technique (FAST) connector has been produced which exhibits an average insertion loss of 0.20 dB for single-mode fiber while giving an average insertion loss of only 0.03 dB for 62.5/125 μm multimode graded index fiber [Ref. 67]. A summary depicting some of the available connector types is provided in Section 5.4.3.
5.4.2 Duplex and multiple-fiber connectors

A number of duplex fiber connector designs were developed in order to provide two-way communication, but few have found widespread use [Ref. 27]. For example, AT&T produced a duplex version of the ST single-fiber connector (see Section 5.4.1). Moreover, the media interface connector plug shown in Figure 5.18 was part of a duplex fiber connector which was developed to meet the American National Standards Institute (ANSI) specification for use within optical fiber LANs [Ref. 68]. This connector plug will mate directly with connectorized optical LAN components (i.e. transmitters and receivers). A duplex fiber connector for use with the Fiber Distributed Data Interface also subsequently became commercially available. It comprised two ST ferrules housed in a protective molded shroud and exhibits a typical insertion loss of 0.6 dB. Hence, such duplex connectors were preferred for their simplicity.

Multiple-fiber connection is obviously advantageous when interconnecting a large number of fibers. Both cylindrical and biconical ferrule connectors (see Sections 5.4.1 and 5.4.2) can be assembled in housings to form multiple-fiber configurations [Ref. 31]. Single-ferrule connectors generally allow the alignment sleeve to float within the housing, thus removing any requirement for high tolerance on ferrule positioning within multiple-ferrule versions. However, the force needed to insert multiple cylindrical ferrules can be large when many ferrules are involved. In this case multiple biconical ferrule connectors prove advantageous due to the low insertion force of the biconic configuration.

In addition to assembling a number of single-fiber connectors to form a multiple-fiber connector, other examples of multiple-fiber connectors have been explored. Silicon chip arrays were suggested for the jointing of fiber ribbon cable for many years [Ref. 69]. However, difficulties were experienced in the design of an appropriate coupler for the two arrays. These problems were then largely overcome by the multiple-connector design shown in Figure 5.19(a) which utilizes V-grooved silicon chips [Ref. 70]. In this connector, ribbon fibers were mounted and bonded into the V-grooves in order to form a plug together with precision metal guiding rods and coil springs. The fiber connections were
then accomplished by butt jointing the two pairs of guiding rods in the slitted sleeves located in the adaptor, also illustrated in Figure 5.19(b). This multiple-fiber connector exhibited average insertion losses of 0.8 dB which were reduced to 0.4 dB by the use of index-matching fluid. Improved loss characteristics were obtained with another five-fiber molded connector, also used with fiber ribbons [Ref. 71]. In this case the mean loss and standard deviation without index matching were only 0.45 dB and 0.12 dB, respectively, when terminating 50 μm core multimode fibers [Ref. 72].

The structure of a small plastic molded single-mode 10-fiber connector is shown in Figure 5.19(b) [Ref. 73]. It comprised two molded ferrules with 10-fiber ribbon cables which are accurately aligned by guide pins, then held stable with a rectangular guide sleeve and a cramp spring. This compact multifiber connector which has dimensions of only 6 × 4 mm exhibited an average connection loss of 0.43 dB when used with single-mode fibers having a spot size ($\omega_0$) of 5 μm.

**Figure 5.19** Multiple-fiber connectors: (a) fiber ribbon connector using V-groove silicon chips [Ref. 70]; (b) single-mode 10-fiber connector [Ref. 73]
5.4.3 Fiber connector-type summary

Table 5.1 provides a summary listing of the common fiber connector types used for both multimode and single-mode fiber systems. Multimode optical connectors are generally used within data communications (i.e. LANs), transport (i.e. automobiles and aircraft) and with specific test instruments, while single-mode fiber connectors are employed extensively in optical fiber telecommunication systems.

It should be noted that the majority of the commercially available fiber connectors are designed to specifications determined by international standards bodies such as the Telecommunication Industry Association (TIA), International Electrotechnical Commission (IEC) and American National Standards Institute (ANSI). Furthermore, reduced size and low weight are significant features of small form factor (SFF) and small form pluggable (SFP) connectors enabling the production of cost-effective components. Hence SFF and SFP connectors can be used to provide high-density interconnections where several fiber connectors of the same (or different) type are combined to form an array using bulkhead.

**Table 5.1 Fiber connector types**

<table>
<thead>
<tr>
<th>Type</th>
<th>Shape</th>
<th>Insertion loss (dB)</th>
<th>Features and applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMA</td>
<td><img src="image" alt="SMA connector" /></td>
<td>1.00–1.50</td>
<td>A slotted screw-on connector; preferred in multimode fiber, data communication, multimedia and instrumentation connections</td>
</tr>
<tr>
<td>FDDI</td>
<td><img src="image" alt="FDDI connector" /></td>
<td>0.20–0.70</td>
<td>A push-on, pull-off type of dual connector primarily used with multimode fiber in LANs.</td>
</tr>
<tr>
<td>D4</td>
<td><img src="image" alt="D4 connector" /></td>
<td>0.30–1.00</td>
<td>A slotted screw-on type of multimode and single-mode fiber connector; used for data communications, instrumentation connections and telecommunication applications</td>
</tr>
<tr>
<td>ST</td>
<td><img src="image" alt="ST connector" /></td>
<td>0.20–0.50</td>
<td>A slotted bayonet (push-in, twist-out) type of metallic multimode or single-mode fiber connector with a ceramic ferrule; widely used in inter/intra building, data communication and also telecommunication applications</td>
</tr>
<tr>
<td>SC (simplex and duplex)</td>
<td><img src="image" alt="SC connector" /></td>
<td>0.20–0.45</td>
<td>A push-on, pull-off type of multimode or single-mode connector with a ceramic ferrule and an SFF design in a simplex or a duplex plastic housing; often used for LANs and data communication</td>
</tr>
</tbody>
</table>
Table 5.1 (continued)

<table>
<thead>
<tr>
<th>Type</th>
<th>Shape</th>
<th>Insertion loss (dB)</th>
<th>Features and applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td></td>
<td>0.25–1.00</td>
<td>A screw-on metallic connector with a ceramic ferrule; widely used with single-mode fiber, for active device termination and in high-vibration environments</td>
</tr>
<tr>
<td>MU</td>
<td></td>
<td>0.10–0.30</td>
<td>A push-on, pull-off type of multimode or single-mode fiber connector with plastic housing and ceramic ferrule; SFF and SFP designs with packaging density that is greater than the SC connector and can be simplex or duplex; useful for board-mounted applications and high-density interconnections</td>
</tr>
<tr>
<td>LC</td>
<td>(simplex and duplex)</td>
<td>0.10–0.50</td>
<td>A push-on, pull-off, multimode or single-mode fiber type of connector containing a standard RJ 45 telephone plug housing with a ceramic ferrule in a simplex or duplex plastic housing; SFF and SFP designs are suitable for high-density interconnection and also useful for instrumentation and test equipment interconnections</td>
</tr>
<tr>
<td>E2000</td>
<td></td>
<td>0.12–0.30</td>
<td>A push-on, pull-off type of connector, mostly preferred for single-mode fiber operation; SFF and SFP designs similar to the SC type but also contains an eye protection safety cover built into the end face</td>
</tr>
<tr>
<td>MT-RJ</td>
<td>(single or multiple)</td>
<td>0.25–0.75</td>
<td>A push-on, pull-off type of connector with two (or more) fibers in a single plastic ferrule where the housing uses the standard RJ 45 latch mechanism; it can connect up to 72 fibers, and it is suitable for both local and metropolitan area networks, particularly with high-density interconnections</td>
</tr>
<tr>
<td>MTP/MPO</td>
<td></td>
<td>0.25–1.00</td>
<td>A push-on, pull-off type of connector for multifiber ribbon cable (4 to 72 fibers) based on multiple MT-RJ connectors in a plastic housing and used for high-density interconnections</td>
</tr>
</tbody>
</table>
adaptors. For example, a commercially available multiple MT–RJ connector can combine 6 cables each with 12 fibers to form an MMC® connector accommodating a total of 72 optical fibers. Moreover, several other fiber connectors are produced with SFF and SFP features which include the variants of LC-, MU- and MTP-type optical connectors. The use of screw-on connectors (i.e. SMA and D4), however, is declining as they are not compliant with the SFF and SFP requirements for optical networking.

Finally, the coupling of signals into optical fiber with a 90° bend is important when fiber is required to be housed in a small space. Figure 5.20(a) displays the structure for optical interconnection using a 90° bent fiber connector which comprises two parts: namely, a lower body and an upper body to provide U-shaped grooves which support the optical fibers [Ref. 74]. The connector facilitates four fiber connections using a single-layer structure. To achieve more interconnections it is possible to produce a multilayer connector employing a similar approach. A multilayered structure providing eight interconnections is illustrated in Figure 5.20(b). Such single-layered or multilayered fiber connectors oriented at 90° can also be very useful for implementing optical printed circuit boards and in this function they enable surface- or bottom-emitting/receiving devices to be interfaced with the circuit board. These connectors have displayed a total interconnection loss of around 1.3 dB between a transmitter and a receiver while also exhibiting relatively low optical crosstalk of 53 dB between neighboring channels when operating at transmission rates of 2.5 Gbit s\(^{-1}\) [Ref. 74].

### 5.5 Expanded beam connectors

An alternative to connection via direct butt joints between optical fibers is offered by the principle of the expanded beam. Fiber connection utilizing this principle is illustrated in Figure 5.21, which shows a connector consisting of two lenses for collimating and refocusing the light from one fiber into the other. The use of these interposed optics makes the achievement of lateral alignment much less critical than with a butt-jointed fiber connector.
Also, the longitudinal separation between the two mated halves of the connector ceases to be critical. However, this is achieved at the expense of more stringent angular alignment. Nevertheless, expanded beam connectors are useful for multifiber connection and edge connection for printed circuit boards where lateral and longitudinal alignment are frequently difficult to achieve.

Two examples of lens-coupled expanded beam connectors are illustrated in Figure 5.22. The connector shown in Figure 5.22(a) [Ref. 75] utilized spherical microlenses for beam expansion and reduction. It exhibited average losses of 1 dB which were reduced to 0.7 dB with the application of an antireflection coating on the lenses and the use of graded index fiber of 50 μm core diameter. A similar configuration has been used for single-mode fiber connection in which the lenses have a 2.5 mm diameter [Ref. 76]. Again with antireflection-coated lenses, average losses around 0.7 dB were obtained using single-mode
fibers of 8 μm core diameter. Furthermore, successful single-mode fiber connection has been achieved with a much smaller (250 μm diameter) sapphire ball lens expanded beam design [Ref. 31]. In this case losses in the range 0.4 to 0.7 dB were demonstrated over 1000 connections.

Figure 5.22(b) shows an expanded beam connector which employs a molded spherical lens [Ref. 77]. The fiber is positioned approximately at the focal length of the lens in order to obtain a collimated beam and hence minimize lens-to-lens longitudinal misalignment effects. A lens alignment sleeve is used to minimize the effects of angular misalignment which, together with a ferrule, grommet, spring and external housing, provides the complete connector structure. The repeatability of this relatively straightforward lens design was found to be good, incurring losses of around 0.7 dB.

More recently, an array of microlenses has been used to connect several fibers simultaneously. Figure 5.23 shows an assembly where two arrays of microlenses are employed to interconnect two arrays of fibers. It displays a multifiber connector assembly in which the fibers are placed onto a tray of V-grooves inside the adaptor by a mechanical fixture which provides a permanent bond. This multifiber connector can be inserted into an adaptor containing two arrays of microlenses also indicated in Figure 5.23. The microlens arrays translate the divergent beams from the optical fibers into collimated beams and vice versa. Furthermore, optical coupling losses (per lens transition) remain under 1 dB for multimode fiber and around 0.5 dB for single-mode fiber arrays [Ref. 78].

**Figure 5.23** Multifiber connectivity using microlenses showing an assembly for a multifiber connector and an adaptor with a V-groove platform for the fiber array which also contains microlens arrays. Reprinted with permission from Ref. 78 © IEEE 2005
5.5.1 GRIN-rod lenses

An alternative lens geometry to facilitate efficient beam expansion and collimation within expanded beam connectors is that of the graded index (GRIN) rod lens [Ref. 79]. In addition the focusing properties of such microlens devices have enabled them to find application within both fiber couplers (see Section 5.6) and source-to-fiber coupling (see Section 6.8).

The GRIN-rod lens, which arose from developments on graded index fiber waveguides [Ref. 80], comprises a cylindrical glass rod typically 0.2 to 2 mm [Ref. 81] in diameter which exhibits a parabolic refractive index profile with a maximum at the axis similar to graded index fiber. Light propagation through the lens is determined by the lens dimensions and, because refractive index is a wavelength-dependent parameter, by the wavelength of the light. The GRIN-rod lens can produce a collimated output beam with a divergent angle $\alpha$ of between 1° and 5° from a light source situated on, or near to, the opposite lens face, as illustrated in Figure 5.24. Conversely, it can focus an incoming light beam onto a small area located at the center of the opposite lens face. Typically, light launched from a 50 $\mu$m diameter fiber core using a GRIN-rod lens results in a collimated output beam of between 0.5 and 1 mm.

Ray propagation through the GRIN-rod lens medium is approximately governed by the paraxial ray equation:

$$\frac{dr}{dz} = \frac{1}{n} \frac{dn}{dr} \tag{5.18}$$

where $r$ is the radial coordinate, $z$ is the distance along the optical axis and $n$ is the refractive index at a point.

Furthermore, the refractive index at $r$ following Eq. (2.75), distance $r$ from the optical axis in a gradient index medium, may be expressed as [Ref. 82]:

$$n(r) = n_1 \left(1 - \frac{Ar^2}{2}\right) \tag{5.19}$$

where $n_1$ is the refractive index on the optical axis and $A$ is a positive constant.

Using Eqs (5.18) and (5.19), the position $r$ of the ray is given by:

$$\frac{dr}{dz} = -Ar \tag{5.20}$$

$\textbf{Figure 5.24}$ Formation of a collimated output beam from a GRIN-rod lens
Following Miller [Ref. 83], the general solution of Eq. (5.20) becomes:

\[ r = K_1 \cos \frac{A}{2} r + K_2 \sin \frac{A}{2} r \]  \hspace{1cm} (5.21)

where $K_1$ and $K_2$ are constants.

The refractive index variation with radius therefore causes all the input rays to follow a sinusoidal path through the lens medium. The traversal of one sinusoidal period is termed one full pitch and GRIN-rod lenses are manufactured with several pitch lengths. Three major pitch lengths are as follows:

1. The quarter pitch (0.25 pitch) lens, which produces a perfectly collimated output beam when the input light emanates from a point source on the opposite lens face. Conversely, the lens focuses an incoming light beam to a point at the center of the opposite lens face (Figure 5.25(a)). Thus the focal point of the quarter pitch GRIN-rod

\[ \text{Figure 5.25} \text{ Operation of various GRIN-rod lenses: (a) the quarter pitch lens; (b) the 0.23 pitch lens; (c) the 0.29 pitch lens} \]
lens is coincident with the lens faces, thus providing efficient direct butted connection to optical fiber.

2. The 0.23 pitch lens is designed such that its focal point lies outside the lens when a collimated beam is projected on the opposite lens face. It is often employed to convert the diverging beam from a fiber or laser diode into a collimated beam, as illustrated in Figure 5.25(b) [Ref. 84].

3. The 0.29 pitch lens is designed such that both focal points lie just outside the lens end faces. It is frequently used to convert a diverging beam from a laser diode into a converging beam. Hence, it proves useful for coupling the output from a laser diode into an optical fiber (Figure 5.25(c)), or alternatively for coupling the output from an optical fiber into a photodetector.

The majority of GRIN-rod lenses which have diameters in the range 0.5 and 2 mm may be employed with either single-mode or multimode (step or graded index) fiber. Various fractional pitch lenses, including those above as well as 0.5 p and 0.75 p, may be obtained from Nippon Sheet Glass Co. Ltd under the trade name SELFOC. They are available with numerical apertures of 0.37, 0.46 and 0.6.

A number of factors can cause divergence of the collimated beam from a GRIN rod lens. These include errors in the lens cut length, the finite size of the fiber core and chromatic aberration. As indicated previously, divergence angles as small as 1° may be obtained which yield expanded beam connector losses of around 1 dB [Ref. 31]. Furthermore, in contrast to butt-jointed multimode fiber connectors, GRIN-rod lens connectors have demonstrated loss characteristics which are independent of the modal power distribution in the fiber [Ref. 85]. In addition, GRIN-rod lenses have been employed to efficiently connect microstructured fiber (see Section 2.6) demonstrating low transmission loss of 0.4 dB, a value which could not be otherwise achieved [Ref. 81].

5.6 Fiber couplers

An optical fiber coupler is a device that distributes light from a main fiber into one or more branch fibers. The latter case is more normal and such devices are known as multiplex fiber couplers. Requirements are increasing for the use of these devices to divide or combine optical signals for application within optical fiber information distribution systems including data buses, LANs, computer networks and telecommunication access networks (see Chapter 15).

Optical fiber couplers are often passive devices in which the power transfer takes place either:

(a) through the fiber core cross-section by butt jointing the fibers or by using some form of imaging optics between the fibers (core interaction type); or

* Devices of this type are also referred to as directional couplers.
(b) through the fiber surface and normal to its axis by converting the guided core modes to both cladding and refracted modes which then enable the power-sharing mechanism (surface interaction type).

The mechanisms associated with these two broad categories are illustrated in Figure 5.26. Active waveguide directional couplers are also available which are realized using integrated optical fabrication techniques. Such device types, however, are dealt with in Section 11.4.1 and thus in this section the discussion is restricted to the above passive coupling strategies.

Multiport optical fiber couplers can also be subdivided into the following three main groups [Ref. 86], as illustrated in Figure 5.27.

1. Three- and four-port* couplers, which are used for signal splitting, distribution and combining.
2. Star couplers, which are generally used for distributing a single input signal to multiple outputs.
3. Wavelength division multiplexing (WDM) devices, which are a specialized form of coupler designed to permit a number of different peak wavelength optical signals to be transmitted in parallel on a single fiber (see Section 12.9.4). In this context WDM couplers either combine the different wavelength optical signal onto the fiber (i.e. multiplex) or separate the different wavelength optical signals output from the fiber (i.e. demultiplex).

Ideal fiber couplers should distribute light among the branch fibers with no scattering loss† or the generation of noise, and they should function with complete insensitivity to factors including the distribution of light between the fiber modes, as well as the state of polarization of the light. Unfortunately, in practice passive fiber couplers do not display all of the above properties and hence the characteristics of the devices affect the performance of

* Four-port couplers may also be referred to as 2 × 2 star couplers.
† The scattering loss through the coupler is often referred to as the excess loss.
optical fiber networks. In particular, the finite scattering loss at the coupler limits the number of terminals that can be connected, or alternatively the span of the network, whereas the generation of noise and modal effects can cause problems in the specification of the network performance. Hence, couplers in a network cannot usually be treated as individual components with known parameters, a factor which necessitates certain compromises in their application. In this section, therefore, a selection of the more common fiber coupler types is described in relation to the coupling mechanisms, their performance and limitations.

Figure 5.27 Optical fiber coupler types and functions: (a) three-port couplers; (b) four-port coupler; (c) star coupler; (d) wavelength division multiplexing and demultiplexing couplers
5.6.1 Three- and four-port couplers

Several methods are employed to fabricate three- and four-port optical fiber couplers [Refs 86–89]. The lateral offset method, illustrated in Figure 5.28(a), relies on the overlapping of the fiber end faces. Light from the input fiber is coupled to the output fibers according to the degree of overlap. Hence the input power can be distributed in a well-defined proportion by appropriate control of the amount of lateral offset between the fibers. This technique, which can provide a bidirectional coupling capability, is well suited for use with multimode step index fibers but may incur higher excess losses than other methods as all the input light cannot be coupled into the output fibers.

Another coupling technique is to incorporate a beam splitter element between the fibers. The semitransparent mirror method provides an ingenious way to accomplish such a fiber coupler, as shown in Figure 5.28(b). A partially reflecting surface can be applied directly to the fiber end face cut at an angle of 45° to form a thin-film beam splitter. The input power may be split in any desired ratio between the reflected and transmitted beams depending upon the properties of the intervening mirror, and typical excess losses for the device lie in the range 1 to 2 dB. Using this technology both three- and four-port couplers with both multimode and single-mode fibers have been fabricated [Ref. 88]. In addition, with suitable wavelength-selective interference coatings this coupler type can form a WDM device (see Section 5.6.3).

A fast-growing category of optical fiber coupler is based on the use of micro-optic components. In particular, a complete range of couplers has been developed which utilize the beam expansion and collimation properties of the GRIN-rod lens (see Section 5.5.1).

![Fabrication techniques for three-port fiber couplers: (a) the lateral offset method; (b) the semitransparent mirror method](image_url)
combined with spherical retro-reflecting mirrors [Ref. 88]. These devices, two of which are displayed in Figure 5.29, are miniature optical assemblies of compact construction which generally exhibit low insertion loss (typically less than 1 dB) and are insensitive to modal power distribution.

Figure 5.29(a) shows the structure of a parallel surface type of GRIN-rod lens three-port coupler which comprises two quarter pitch lenses with a semitransparent mirror in between. Light rays from the input fiber $F_1$ collimate in the first lens before they are incident on the mirror. A portion of the incident beam is reflected back and is coupled to fiber $F_2$, while the transmitted light is focused in the second lens and then coupled to fiber $F_3$.

The slant surface version of the similar coupler is shown in Figure 5.29(b). The parallel surface type, however, is the most attractive due to its ease of fabrication, compactness, simplicity and relatively low insertion loss. Finally, the substitution of the mirror by an interference filter* offers application of these devices to WDM (see Section 5.6.3).

Perhaps the most common method for manufacturing couplers is the fused biconical taper (FBT) technique, the basic structure and principle of operation of which are illustrated in Figure 5.30. In this method the fibers are generally twisted together and then spot fused under tension such that the fused section is elongated to form a biconical taper structure. A three-port coupler is formed by removing one of the input fibers. Optical power

* Such a dichroic device transmits only a certain wavelength band and reflects all other shorter or longer wavelengths.
launched into the input fiber propagates in the form of guided core modes. The higher order modes, however, leave the fiber core because of its reduced size in the tapered-down region and are therefore guided as cladding modes. These modes transfer back to guided core modes in the tapered-up region of the output fiber with an approximately even distribution between the two fibers.

Often only a portion of the total power is coupled between the two fibers because only the higher order modes take part in the process, the lower order modes generally remaining within the main fiber. In this case a mode-dependent (and therefore wavelength-dependent) coupling ratio is obtained. However, when the waist of the taper is made sufficiently narrow, then the entire mode volume can be encouraged to participate in the coupling process and a larger proportion of input power can be shared between the output fibers. This strategy gives an improvement in both the power and modal uniformity of the coupler.

The various loss parameters associated with four-port couplers may be written down with reference to Figure 5.30. Hence, the excess loss which is defined as the ratio of power input to power output is given by:

$$\text{Excess loss (four-port coupler)} = 10 \log_{10} \frac{P_1}{(P_3 + P_4)} \text{ (dB)}$$ \hspace{1cm} (5.22)

The insertion loss, however, is generally defined as the loss obtained for a particular port-to-port optical path.* Therefore, considering Figure 5.32:

$$\text{Insertion loss (ports 1 to 4)} = 10 \log_{10} \frac{P_1}{P_4} \text{ (dB)}$$ \hspace{1cm} (5.23)

The crosstalk which provides a measure of the directional isolation† achieved by the device is the ratio of the backscattered power received at the second input port to the input power which may be written as:

* It should be noted that there is some confusion in the literature between coupler insertion loss and excess loss. Insertion loss is sometimes referred to when the value quoted is actually the excess loss. However, the author has not noticed the opposite where excess loss is used in place of insertion loss.
† The directional isolation and the crosstalk associated with a coupler are the same value in decibels but the former parameter is normally given as a positive value whereas the latter is a negative value. Sometimes the directional isolation is referred to as the insertion loss between the two particular ports of the coupler which would be ports 1 to 2 in Figure 5.30.
Crosstalk (four-port coupler) = \(10 \log_{10} \frac{P_2}{P_1}\) (5.24)

Finally, the splitting or coupling ratio indicates the percentage division of optical power between the output ports. A gain referring to Figure 5.30:

\[
\text{Split ratio} = \left( \frac{P_3}{P_3 + P_4} \right) \times 100\% \quad (5.25)
\]

\[
= \left[ 1 - \frac{P_4}{P_3 + P_4} \right] \times 100\% \quad (5.26)
\]

Example 5.7
A four-port multimode fiber FBT coupler has 60 μW optical power launched into port 1. The measured output powers at ports 2, 3 and 4 are 0.004, 26.0 and 27.5 μW respectively. Determine the excess loss, the insertion losses between the input and output ports, the crosstalk and the split ratio for the device.

Solution: The excess loss for the coupler may be obtained from Eq. (5.22) where:

\[
\text{Excess loss} = 10 \log_{10} \frac{P_1}{P_3 + P_4} = 10 \log_{10} \frac{60}{53.5} = 0.5 \text{ dB}
\]

The insertion loss is provided by Eq. (5.23) as:

\[
\text{Insertion loss (ports 1 to 3)} = 10 \log_{10} \frac{P_3}{P_3} = 10 \log_{10} \frac{60}{26} = 3.63 \text{ dB}
\]

\[
\text{Insertion loss (ports 1 to 4)} = 10 \log_{10} \frac{60}{27.5} = 3.39 \text{ dB}
\]

Crosstalk is given by Eq. (5.24) where:

\[
\text{Crosstalk} = 10 \log_{10} \frac{P_2}{P_1} = 10 \log_{10} \frac{0.004}{60} = -41.8 \text{ dB}
\]

Finally, the split ratio can be obtained from Eq. (5.25) as:

\[
\text{Split ratio} = \left( \frac{P_3}{P_3 + P_4} \right) \times 100\% = \frac{26}{53.5} \times 100 = 48.6\%
\]
The split ratio for the FBT coupler is determined by the difference in the relative cross-sections of the fibers, and the mode coupling mechanism is observed in both multimode and single-mode fibers [Refs 87, 89]. An advantage of the FBT structure is its relatively low excess loss which is typically less than 0.5 dB,* with low crosstalk being usually better than −50 dB. A further advantage is the capability to fabricate FBT couplers with almost any fiber and geometry. Hence, they can be tailored to meet the specific requirements of a system or network. A major disadvantage, however, concerns the modal basis of the coupling action. The mode-dependent splitting can result in differing losses through the coupler, a wavelength-dependent performance, as well as the generation of modal noise when coherent light sources are employed [Ref. 90].

The precise spectral behavior of FBT couplers is quite complex. It depends upon the dimensions and the geometry of the fused cross-section, and on whether the fusing process produces a coupling region where the two cores are close (strongly fused) or relatively far apart (weakly fused) [Ref. 91]. It can also depend upon the refractive index of the surrounding medium [Ref. 92] and, in coherent systems, on the state of polarization of the optical field. Theoretical considerations [Ref. 91] show that for a single-mode FBT coupler, a minimum wavelength dependence on the splitting ratio is achieved for small cladding radii and strong fusing (i.e. the fiber cores placed close together). In order to obtain such performance it is necessary to taper the fibers down to a radius of around 15 μm or less, and to ensure that the rate of taper is such that the major proportion of the coupling occurs in the neck region. The wavelength-dependent behavior associated with single-mode FBT couplers follows an approximately sinusoidal pattern over the wavelength range 0.8 to 1.5 μm as a result of the single-mode coupling length between the two fibers [Ref. 93]. This mechanism has been used in the manufacture of WDM multiplexer/demultiplexer couplers (see Section 5.6.3).

Single-mode fiber couplers have also been fabricated from polarization-maintaining fiber (so-called hi-birefringence couplers) which preserve the polarization of the input signals (see Section 3.13.3). Moreover, using polarization-maintaining fiber, it is possible to fabricate polarization-sensitive couplers, which effectively function as polarizing beam splitters [Ref. 94].

An alternative technology to fiber joint couplers, micro-optic lensed devices or fused fiber couplers is the optical waveguide coupler. Corning has demonstrated [Ref. 95] the way in which such passive optical waveguide coupling components compatible with both multimode and single-mode fiber can be fabricated. The production involved two basic processes. Firstly, a mask of the desired branching function was deposited onto a glass substrate using a photolithographic process. The substrate was then subjected to a two-stage ion exchange [Ref. 96], which created virtually circular waveguides embedded within the surface of the substrate on which the mask was deposited. An example of a three-port integrated waveguide coupler fabricated using the above process is shown schematically in Figure 5.31. Multimode fibers are bonded to the structure using etched V-grooves. Excess losses were measured at 0.5 dB for the three-port coupler and at 0.8 dB for the 1 × 8 star coupler [Ref. 95]. Clearly, this type of waveguide coupler is attractive because

* Environmentally stable single-mode fused fiber couplers with excess losses less than 0.1 dB are commercially available.
of the flexibility it allows at the masking stage. Furthermore, the same technique has been employed to fabricate WDM multiplexing demultiplexing devices (see Section 5.6.3).

Finally, directional couplers have been produced which use the mode coupling that takes place between the guided and radiation modes when a periodic deformation is applied to the fiber. The principle of operation for this microbend* type of coupler is illustrated in Figure 5.32 [Ref. 88]. Mode coupling between the guided and radiation modes may be obtained by pressing the fiber in close contact with a transparent mechanical grating. The radiated optical power can be collected by a lens or a shaped, curved glass plate. Interesting features of such devices are their variable coupling ratios which may be controlled over a wide range by altering the pressure on the fiber. In this context low light levels can be extracted from the fiber with very little excess loss (e.g. estimated at 0.05 dB [Ref. 97].

5.6.2 Star couplers

Star couplers distribute an optical signal from a single-input fiber to multiple-output fibers, as may be observed in Figure 5.27. The two principal manufacturing techniques for

* This coupler operates in a similar manner to a microbend optical fiber sensor.
producing multimode fiber star couplers are the mixer-rod and the FBT methods. In the mixer-rod method illustrated in Figure 5.33 a thin platelet of glass is employed, which effectively mixes the light from one fiber, dividing it among the outgoing fibers. This method can be used to produce a transmissive star coupler or a reflective star coupler, as displayed in Figure 5.33. The typical insertion loss for an $8 \times 8$ mixer-rod transmissive star coupler with fiber pigtails is 12.5 dB with port-to-port uniformity of $\pm 0.7$ dB [Ref. 86].

The manufacturing process for the FBT star coupler is similar to that discussed in Section 5.6.1 for the three- and four-port FBT coupler. Thus the fibers which constitute the star coupler are bundled, twisted, heated and pulled, to form the device illustrated in Figure 5.34. With multimode fiber this method relies upon the coupling of higher order modes between the different fibers. It is therefore highly mode dependent, which results in a relatively wide port-to-port output variation in comparison with star couplers based on the mixer-rod technique [Ref. 86].

In an ideal star coupler the optical power from any input fiber is evenly distributed among the output fibers. The total loss associated with the star coupler comprises its theoretical splitting loss together with the excess loss. The splitting loss is related to the number of output ports $N$ following:

\[
\text{Splitting loss (star coupler)} = 10 \log_{10} N \text{ (dB)} \tag{5.27}
\]

It should be noted that for a reflective star coupler $N$ is equal to the total number of ports (both input and output combined).
For a single input port and multiple output ports where \( j = 1, N \), then the excess loss is given by:

\[
\text{Excess loss (star coupler)} = 10 \log_{10} \left( \frac{P_i}{\sum_{j=1}^{N} P_j} \right) \text{ (dB)} \quad (5.28)
\]

The insertion loss between any two ports on the star coupler may be obtained in a similar manner to the four-port coupler using Eq. (5.23). Similarly, the crosstalk between any two input ports is given by Eq. (5.24).

**Example 5.8**

A \( 32 \times 32 \) port multimode fiber transmissive star coupler has 1 mW of optical power launched into a single input port. The average measured optical power at each output port is 14 \( \mu \)W. Calculate the total loss incurred by the star coupler and the average insertion loss through the device.

**Solution:** The total loss incurred by the star coupler comprises the splitting loss and the excess loss through the device. The splitting loss is given by Eq. (5.27) as:

\[
\text{Splitting loss} = 10 \log_{10} N = 10 \log_{10} 32 = 15.05 \text{ dB}
\]

The excess loss may be obtained from Eq. (5.28) where:

\[
\text{Excess loss} = 10 \log_{10} \left( \frac{P_i}{\sum_{j=1}^{N} P_j} \right) = 10 \log_{10}(10^{3}/32 \times 14) = 3.49 \text{ dB}
\]
An alternative strategy for the realization of a star coupler is to construct a ladder coupler, as illustrated in Figure 5.35. The ladder coupler generally comprises a number of cascaded stages, each incorporating three- or four-port FBT couplers in order to obtain a multiport output. Hence, the example shown in Figure 5.35 consists of three stages, which gives eight output ports. It must be noted, however, that when three-port couplers are used

**Figure 5.35** The $8 \times 8$ star coupler formed by cascading 12 four-port couplers (ladder coupler). This strategy is often used to produce low-loss single-mode fiber star or tree couplers

Hence the total loss for the star coupler:

\[
\text{Total loss} = \text{splitting loss} + \text{excess loss} = 15.05 + 3.49 = 18.54 \text{ dB}
\]

The average insertion loss from the input port to an output port is provided by Eq. (5.23) as:

\[
\text{Insertion loss} = 10 \log_{10} \frac{10^3}{14} = 18.54 \text{ dB}
\]

Therefore, as may have been anticipated, the total loss incurred by the star coupler is equivalent to the average insertion loss through the device. This result occurs because the total loss is the loss incurred on a single (average) optical path through the coupler which effectively defines the average insertion loss for the device.
such devices do not form symmetrical star couplers* in that they provide a $1 \times N$ rather than $N \times N$ configuration. Nevertheless, the ladder coupler presents a useful device to achieve a multiport output with relatively low insertion loss. Furthermore, when four-port couplers are employed, then a true $N \times N$ star coupler may be obtained. It may be deduced from Figure 5.37 that the number of output ports $N$ obtained with an $M$-stage ladder coupler is $2^M$. These devices have found relatively widespread application for the production of single-mode fiber star couplers.

**Example 5.9**

A number of three-port single-mode fiber couplers are utilized in the fabrication of a tree (ladder) coupler with 16 output ports. The three-port couplers each have an excess loss of 0.2 dB with a split ratio of 50%. In addition, there is a splice loss of 0.1 dB at the interconnection of each stage. Determine the insertion loss associated with one optical path through the device.

Solution: The number of stages $M$ within the ladder design is given by $2^M = 16$. Hence $M = 4$. Thus the excess loss through four stages of the coupler with three splices is:

$$\text{Excess loss} = (4 \times 0.2) + (3 \times 0.1) = 1.1 \text{ dB}$$

Assuming a 50% split ratio at each stage, the splitting loss for the coupler may be obtained using Eq. (5.27) as:

$$\text{Splitting loss} = 10 \log_{10} 16 = 12.04 \text{ dB}$$

Hence the insertion loss for the coupler which is equivalent to the total loss for one optical path through the device is:

$$\text{Insertion loss} = \text{splitting loss} + \text{excess loss (four stages)}$$

$$= 12.04 + 1.1 = 13.14 \text{ dB}$$

Significantly lower excess losses than that indicated in Example 5.9 have been achieved with single-mode fiber ladder couplers. In particular, a mean excess loss of only 0.13 dB for an $8 \times 8$ star coupler constructed using this technique has been reported [Ref. 98]. Four-port FBT couplers with mean excess losses of 0.05 dB were used in this device. Alternatively, $3 \times 3$ single-mode fiber FBT couplers have been employed as a basis for ladder couplers. For example, a $9 \times 9$ star coupler with an excess loss of 1.46 dB and output port power uniformity of $\pm 1.50 \text{ dB}$ has been demonstrated [Ref. 99].

* Such devices are sometimes referred to as tree couplers.
5.6.3 Wavelength division multiplexing couplers

It was indicated in Section 5.6 that WDM devices are a specialized coupler type which enable light from two or more optical sources of differing nominal peak optical wavelength to be launched in parallel into a single optical fiber. Hence such couplers perform as either wavelength multiplexers or wavelength demultiplexers (see Section 12.9.4). The spectral performance characteristic for a typical five-channel WDM device is shown in Figure 5.36. The important optical parameters associated with the WDM coupler are the attenuation of the light over a particular wavelength band, the interband isolation and the wavelength band or channel separation. Ideally, the device should have a low-loss transmission window for each wavelength band, giving a low insertion loss.* In addition, the device should exhibit high interband isolation, thus minimizing crosstalk. However, in practice, high interchannel isolation is only required at the receiver (demultiplexer) end of the link or at both ends in a bidirectional system. Finally, the channel separation should be as small as may be permitted by light source availability and stability together with crosstalk considerations.

Numerous techniques have been developed for the implementation of WDM couplers. Passive devices, however, may be classified into three major categories [Ref. 101], two of which are core interaction types: namely, angularly dispersive (usually diffraction grating) and filter, and a surface interaction type which may be employed with single-mode fiber in the form of a directional coupler. Any other implementations tend to be hybrid combinations of the two core interaction types.

![Figure 5.36](image_url)

* Figure 5.36  Typical flat passband spectral output characteristic for a WDM demultiplexer device (diffraction grating type). Reprinted with permission from Ref. 100 © IEEE 1980

* In the case of the WDM coupler the device loss is specified by the insertion loss associated with a particular wavelength band. The use of excess loss as in the case of other fiber couplers is inappropriate because the optical signals are separated into different wavelength bands.
Although a glass prism may be utilized as an angularly dispersive element to facilitate wavelength multiplexing and demultiplexing, the principal angularly dispersive element used in this context is the diffraction grating. Any arrangement which is equivalent in its action to a number of parallel equidistant slits of the same width may be referred to as a diffraction grating. A common form of diffraction grating comprises an epoxy layer deposited on a glass substrate, on which lines are blazed. There are two main types of blazed grating. The first is produced by conventional mechanical techniques, while the other is fabricated by the anisotropic etching of single-crystal silicon [Ref. 100] and hence is called a silicon grating. The silicon grating has been found to be superior to the conventional mechanically ruled device, since it provides greater design freedom in the choice of blazing angle $\theta_B$ (see Figure 5.37) and grating constant (number of lines per unit length). It is also highly efficient and produces a more environmentally stable surface.

A diffraction grating reflects light in particular directions according to the grating constant, the angle at which the light is incident on the grating and the optical wavelength. Two main structural types are used in the manufacture of WDM couplers: the Littrow device, which employs a single lens and a separate plane grating; and the concave grating, which does not utilize a lens since both focusing and diffraction functions are performed by the grating.

In a Littrow mounted grating, the blaze angle of the grating is such that the incident and reflected light beams follow virtually the same path, as illustrated in Figure 5.37, thereby maximizing the grating efficiency and minimizing lens astigmatism. For a given center wavelength $\lambda$, the blaze angle is set such that [Ref. 102]:

$$\theta_B = \sin^{-1}\left(\frac{\lambda}{2\Lambda}\right)$$  \hspace{1cm} (5.29)

where $\Lambda$ is the line spacing on the grating (i.e. grating period). Schematic diagrams of Littrow-type grating demultiplexers employing a conventional lens [Ref. 100] and a
GRIN-rod lens [Ref. 103] are shown in Figure 5.38. The use of a spherical ball microlens has also been reported [Ref. 104]. Although all the lens-type devices exhibit similar operating mechanisms and hence performance, the GRIN-rod lens configuration proves advantageous for its compactness and ease of alignment. Therefore the operation of a GRIN-rod lens type of demultiplexer is considered in greater detail.

Referring to Figure 5.38(b), the single input fiber and multiple output fibers are arranged on the focal plane of the lens, which, for a quarter pitch GRIN-rod lens, is coincident with the fiber end face (see Section 5.5.1). The input wavelength multiplexed optical beam is collimated by the lens and hence transmitted to the diffraction grating, which is offset at the blaze angle so that the incoming light is incident virtually normal to the groove faces. The required offset angle can be produced by interposing a prism (glass wedge) between the lens and the grating, as illustrated in Figure 5.38(b) or, alternatively, by cutting and polishing the GRIN-rod lens and by mounting the grating on its end face. The former method gives superior performance since the optical properties of the GRIN-rod lens are not altered [Ref. 104]. On reflection from the grating, the diffraction process causes the light to be angularly dispersed according to the optical wavelength. Finally, the different
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optical wavelengths pass through the lens and are focused onto the different collecting output fibers. Devices of this type have demonstrated channel insertion losses of less than 2 dB and channel spacings of 18 nm with low crosstalk [Ref. 105].

In addition, single-mode wavelength multiplexer and demultiplexer pairs based on a planar diffraction grating and a lithium niobate strip waveguide structure have also been reported [Ref. 106]. Six wavelength multiplexed channels were demonstrated, three over the wavelength region from 1275 to 1335 nm and three over the wavelength range from 1510 to 1570 nm. Crosstalk levels were less than $-25$ dB, with insertion losses for the multiplexer and demultiplexer of 5 to 8 dB and 1 to 2.2 dB respectively.

The other major core interaction types of WDM devices employ optical filter technology. Optical spectral filters fall into two main categories: namely, interference filters and absorption filters. Dielectric thin-film (DTF) interference filters can be constructed from alternate layers of high refractive index (e.g. zinc sulfide) and low refractive index (e.g. magnesium fluoride) materials, each of which is one-quarter wavelength thick [Ref. 107]. In this structure, shown schematically in Figure 5.39, light which is reflected within the high-index layers does not suffer any phase shift on reflection, while those optical beams reflected within the low-index layers undergo a phase shift of 180°. Thus the successive reflected beams recombine constructively at the filter front face, producing a high reflectance over a limited wavelength region which is dependent upon the ratio between the high and low refractive indices. Outside this high-reflectance region, the reflectance changes abruptly to a low value. Consequently, the quarter-wave stack can be used as a high-pass filter, a low-pass filter or a high-reflectance coating.

Absorption filters comprise a thin film of material (e.g. germanium) which exhibits an absorption edge at a specific wavelength. Absorption filters usually display very high rejection in the cutoff region. However, as their operation is dependent upon the fundamental optical properties of the material structure, they tend to be inflexible because the edge positions are fixed. Nevertheless, by fabricating interference filters onto an absorption layer substrate, a filter can be obtained which combines the sharp rejection of the absorption filter together with the flexibility of the interference filter. Such combined structures can be used as high-performance edge filters.
Specific filter WDM coupler designs are now considered in further detail. Firstly, edge filters are generally used in devices which require the separation of two wavelengths (generally reasonably widely separated by 10% or more of median wavelength). A configuration which has been adopted [Ref. 108] is one in which the fiber is cleaved at a specific angle and then an edge filter is interposed between the two fiber ends, as illustrated in Figure 5.40(a). In a demultiplexing structure light at one wavelength is reflected by the filter and collected by a suitably positioned receive fiber, while the other optical wavelength is transmitted through the filter and then propagates down the cleaved fiber. Such a device, which has been tested with LED sources emitting at center wavelengths of 755 and 825 nm, exhibited insertion losses of 2 to 3 dB with crosstalk levels less than $-60$ dB [Ref. 108].

An alternative two-wavelength WDM device employing a cascaded BPF sandwiched between two GRIN-rod lenses is shown in Figure 5.40(b). A practical two-channel (operating at wavelengths of 1.2 and 1.3 μm) multiplex/demultiplex system which is capable of operation in both directions using this WDM design has been reported [Ref. 107] to exhibit low insertion losses of around 1.5 dB with crosstalk levels less than $-58$ dB. This device also displayed acceptable environmental stability with insertion loss variations of less than 0.3 dB throughout a range of tests (i.e. vibration, temperature cycling and damp/heat tests).

Multiple wavelength multiplexer/demultiplexer devices employing DTF interference filters may be constructed from a suitably aligned series of bandpass filters with different passband wavelength regions, cascaded in such a way that each filter transmits a particular wavelength, but reflects all others. Such a multiple-reflection demultiplexing device is illustrated in Figure 5.41. This structure has the disadvantage that the insertion losses increase linearly with the number of multiplexed channels since losses are incurred at each
successive reflection due to filter imperfections and the difficulties of maintaining good alignment [Ref. 101].

A two-channel slab waveguide version of a filter WDM device has been introduced by Corning, which is based on the same technology as its optical waveguide coupler (see Section 5.6.1). The wavelength separation is accomplished within the waveguide using a dichroic filter which intersects the path of the incoming light beam. Longer wavelengths are transmitted and shorter wavelengths reflected. The multiplexer/demultiplexer device reported [Ref. 109] is compatible with both 50/125 \( \mu \text{m} \) and 85/125 \( \mu \text{m} \) graded index fibers. It combines/separates optical wavelength regions between 0.8 to 0.9 \( \mu \text{m} \) and 1.2 to 1.4 \( \mu \text{m} \) with an insertion loss lower than 1.5 dB and crosstalk levels less than −25 dB.

The wavelength-dependent characteristics of single-mode fiber directional couplers were mentioned in Section 5.6.1. Both single-mode ground fiber and FBT fiber couplers can be fabricated to provide the complete transfer of optical power between the two fibers. However, since the optical power coupling characteristic of such single-mode fiber couplers is highly wavelength dependent, they can be used to fabricate WDM devices.

Optical power transfer within multimode fiber couplers is a mode-dependent phenomenon which, in general, takes place between the higher order modes propagating in the outer reaches of the fiber cores as well as in the cladding regions. These higher order modes couple more freely when the fibers are in close proximity. Consequently, the spectral dependence of light transfer within multimode fiber couplers is far less pronounced and predictable than that exhibited by single-mode fiber structures. Therefore, multimode fiber WDM devices cannot readily be fabricated using the FBT or ground fiber techniques.

Optical power is coupled between two single-mode fibers by bringing the fiber cores close together over a region known as the interaction length. One or two methods are generally
used to perform this function. The first technique [Ref. 110] necessitates bending and fixing the two fibers into two blocks of suitable material (e.g. quartz) prior to grinding the two blocks down so that a proportion of each of the fiber cladding regions is worn away. Finally, the two blocks are brought together, as shown in Figure 5.42.

Parallel single-mode fiber waveguides exchange energy with a spatial period (coupling length) \( L = \frac{2\pi}{k} \), where \( k \) is the coupling coefficient (units of inverse length) for the two interacting waveguide modes [Ref. 111]. This result can be extended to curved regions where spacing between the waveguides over the interaction length is no longer fixed [Ref. 112]. Thus, for a pair of fibers curved against each other, the coupling coefficient \( k \) is a nonlinear function of the interaction length (which in turn is proportional to the square root of the radius of curvature \( R \)), the minimum spacing between the fiber cores, the refractive index of the intervening material, the fiber parameters and the wavelength of the light. The wavelength-dependent properties of a single-mode ground fiber coupler can therefore be altered by adjusting several different parameters.

An early demonstration of such a two-channel ground fiber directional coupler was made from two identical single-mode fibers of 2 \( \mu \)m core diameter [Ref. 113]. This device, with a radius of curvature \( R_1 = R_2 = 70 \) cm and a minimum core separation of 4.5 \( \mu \)m, gave a measured coupling ratio which followed the typical sinusoidal pattern, with approximately two periods over the 0.45 to 0.9 \( \mu \)m wavelength region. By offsetting the cores laterally (i.e. in the direction \( z \) indicated in Figure 5.42), and effectively altering \( d_0 \), the spectral characteristics of the coupler were altered. The sinusoidal response curve was shifted by around 400 nm with a lateral offset of 5 \( \mu \)m. Interchannel wavelength spacings (wavelength separation between minimum and maximum on the sinusoidal pattern) were about 140 nm for this structure, which exhibited insertion losses as low as 0.1 dB using suitable index matching.

Wavelength-selective ground fiber directional couplers constructed from single-mode fibers of different core diameters and refractive indices exhibit propagation constants which are matched at only one wavelength and hence can be used to produce true bandpass filters. The center wavelength and spectral bandwidth of these couplers are essentially determined by the fiber parameters [Ref. 114]. Measured insertion losses for such devices fabricated for operation in the longer wavelength region were between 0.5 and 0.6 dB with crosstalk levels less than \(-22 \) dB [Ref. 110].

![Figure 5.42](https://example.com)  
**Figure 5.42** Schematic diagram showing ground (polished) single-mode fiber coupler
The second method of fabricating a single-mode fiber WDM coupler is the FBT technique [Refs 87, 89]. Carefully fabricated fused couplers display very low insertion losses and provide a high degree of environmental stability. The manufacturing process requires the single-mode fibers to be fused together at around 1500 °C before being pulled while heat is still applied. The pulling process decreases the fiber core size causing the evanescent field of the transmitted optical signal to spread out further from the fiber core, which enables light to couple into the adjacent fiber. In practice this manufacturing process necessitates the monitoring of the optical power output from the two fibers, the process being halted when the required coupling ratio is reached [Ref. 115].

In common with the ground fiber coupler constructed by using similar fibers, the optical power transferred between the two fibers (or the coupling ratio) in an FBT coupler as a function of wavelength is sinusoidal with a period dependent on the dimensions and the geometry of the fused cross-section, and on the refractive index of the surrounding medium [Ref. 92]. It can also depend upon whether the fusing process produces a coupling region where the two fiber cores are close (strongly fused) or relatively far apart (weakly fused) [Ref. 91]. The most popular method of varying the periodic coupling function in such fused WDM couplers is to extend the interaction length by continuing the stretching process during fusing. An increase in the interaction length has the effect of increasing the coupling ratio period. Such two-channel devices have displayed insertion losses of 0.25 and 0.37 dB with crosstalk levels less than $-22$ dB [Ref. 116]. It should be noted, however, that a limitation with these WDM couplers is that they are not well suited for the provision of closely spaced or multiple channels.

More recently, fiber Bragg grating (FBG) assisted devices to couple optical signals into fiber have been demonstrated [Refs 117, 118]. Such an approach reduces the need for optical filters and lenses when coupling a signal from one fiber into another fiber. The FBG operates by facilitating reflections where an optical signal at the Bragg wavelength propagating through alternating regions of different refractive indices has a portion of signal power reflected back at each interface between the regions. If the spacing between regions is such that all the partial reflections are constructively in phase then the total reflection can grow to nearly 100%. Figure 5.43 illustrates this situation showing a fiber core comprising four FBG sections transmitting and reflecting an optical signal. The output signal is therefore transmitted through these Bragg gratings while the reflected signal due to the back reflections from each grating appears at the input to the fiber core. To form an FBG the variations in refractive index can be incorporated by exposing the core of the fiber to an intense ultraviolet optical interference pattern that has a periodicity equal to the periodicity of the grating to be formed. This process of altering the refractive index of the core

![Figure 5.43 Schematic diagram of an optical fiber core containing four fiber Bragg gratings](image)
through exposure to high-intensity radiation is referred to as photosensitivity [Ref. 119]. The reflections are dependent on the Bragg wavelength, $\lambda_B$, given by:

$$\lambda_B = 2n\Lambda$$  \hspace{1cm} (5.30)

where $n$ is the refractive index of the material and $\Lambda$ is the grating period.

**Example 5.10**

A FBG is developed within a fiber core which has a refractive index of 1.46. Find the grating period for it to reflect an optical signal with a wavelength of 1.55 $\mu$m.

**Solution:** The grating period of the FBG can be obtained by rearranging Eq. (5.30) as:

$$\Lambda = \frac{\lambda_B}{2n} = \frac{1.55 \times 10^{-6}}{2 \times 1.46} = 0.53 \mu m$$

The grating period of the FBG is therefore 0.53 $\mu$m in order to reflect an optical signal at a wavelength of 1.55 $\mu$m.

Equation (5.30) implies that any variation in refractive index of the material or the grating period produces a different Bragg wavelength, and therefore it is possible to construct FBGs capable of reflecting back or transmitting through an optical signal at any desired wavelength. When there is a uniform period between all the Bragg gratings then the FBG reflects an optical signal at a particular wavelength. However, when the period between each Bragg grating is linearly varied along the length of the fiber core, then the FBG is referred to as being chirped with each grating element reflecting a different optical wavelength. Although in an ideal case the optical signal power that is not transmitted through the FBG should be reflected within the fiber core, depending upon the angle of reflection (see Section 2.2), it can be reflected into the cladding. It should also be noted that the refractive index of an optical fiber can vary with changes in temperature and therefore the spectral response of FBGs is also temperature dependent. The variation in spectral response, however, remains within the range of ±50 pm of the Bragg wavelength when operating over a temperature range of 0 to 65 °C [Ref. 119].

FBGs are also useful devices to perform wavelength division multiplexing (WDM) where optical signals at desired wavelengths can be multiplexed or demultiplexed using gratings combined with simple optical couplers. For example, a grating-assisted three-port optical fiber coupler which functions as an add-multiplexer for WDM transmission is displayed in Figure 5.44. The coupler comprises two active parallel waveguides of InGaAs material separated by 1 $\mu$m which are buried in an indium phosphide medium. Core and cladding refractive indices for the waveguides are 3.60 and 3.41 respectively, while the lower waveguide shown in Figure 5.44 incorporates a unidirectional complex FBG structure. It may be noted that the device operates without any interception of through-traffic WDM channels when another signal at wavelength $\lambda_4$ is combined with the three transmission channels $\lambda_1$, $\lambda_2$ and $\lambda_3$. Finally, the device shown in Figure 5.44, which has a
length of just 1.5 μm, exhibits a 3 dB loss when operating over the wavelength range from 1.5 to 1.6 μm [Ref. 118].

Another category of passive optical multiplexer and demultiplexer coupler using the diffraction grating mechanism is the arrayed waveguide grating (AWG) [Refs 120–124]. These devices can potentially replace FGB-based devices which support only a limited number of wavelengths as, in particular, the several times smaller size AWG can perform multiplexing/demultiplexing functions in dense WDM networks with narrow channel spacing. An AWG essentially comprises a number of waveguides with different lengths (i.e. a waveguide array) converging at the same point(s). Optical signals passing through each of these waveguides interfere with the signals passing through their neighbouring waveguides at the convergence points. Depending upon the phase difference of interfering signals (i.e. constructive or destructive) an optical signal at a desired wavelength can be obtained at the device output. The AWG can therefore be used as a wavelength selective filter or a wavelength switch thus providing an add/drop multiplexer function in optical networks (see Section 15.2.2).

An AWG primarily comprises five elements as illustrated in Figure 5.45(a) which include input/output waveguides, arrayed waveguides of different lengths (i.e. shown by ΔL for topmost waveguide channel of order M) and two focusing slab waveguides, each one to split and combine at the input and the output ports of the device, respectively. The basic operation of wavelength multiplexing/demultiplexing is carried out in these two focusing slab waveguides each of which act as multimode interference coupler or a free space propagation region. When a wavelength division multiplexed signal is coupled to the input waveguide the multiplexed signal propagates through the input waveguide slab region where it illuminates the grating by splitting the optical signal into each arrayed waveguide (often more than 64 waveguides) with a Gaussian distribution. Although curved arrayed waveguides are preferred to produce waveguide channels over a suitable distance, dispersive elements can also be incorporated into the arrayed waveguide structure to modify the refractive index and hence propagation time thus avoiding the need for the curved shape of the arrayed waveguide structure [Ref. 121]. The optical signals then travel down this waveguide array to the other waveguide slab. Since each arrayed waveguide exhibits a different path length then the optical wavefronts reach the input ports of second slab out-of-phase with one another.

As the output waveguide slab performs as a combiner the overall AWG therefore becomes a wavelength demultiplexer. Each output signal from arrayed waveguide interferes
with all the others within the second slab waveguide. As a consequence of constructive interference each single wavelength signal present in the original WDM signal will be coupled into exactly one of the output waveguides as illustrated in Figure 5.45(b). The optical signal propagating at the central wavelength $\lambda_c$ output from the array converges in the output waveguide slab and is focused into the central output channel in the image plane. If the wavelength is shifted to $\lambda_c + \Delta \lambda$, there will be a phase change in the individual waveguides that increases linearly from the lower to the upper channel. As a result the phase front at the output aperture of the array will be slightly tilted as identified by angle $\alpha$ in Figure 5.45(b) so the beam is focused on a different position in the image plane (e.g. the last output waveguide). The angle $\theta$ in Figure 5.45(b) describes the divergence angle between any two array channels in the array aperture that is obtained by moving distance $d$ equivalent to the distance between two channels subtended by the focal length of the array (i.e. distance to the focal point) as shown in Figure 5.45(b).
It should be noted that due to the optically passive nature of the device, the AWG operates as a multiplexer when operating in the opposite direction. The design of an AWG relies mainly on determining the geometry of the arrayed and slab waveguides in order to set the correct path length differences and conditions for wavelength-selective constructive interference. Several combinations of input/output ports for an AWG (i.e. $1 \times N$, $N \times M$ where $N$ and $M$ are the positive integers) and concatenations of two AWGs or their use with a Mach–Zehnder interferometer can be arranged to achieve different WDM functions [Refs 120, 125, 126]. Channel spacings of 100, 50, 25 GHz are common in commercial AWG devices while a narrower channel spacing of 6.25 GHz has also been achieved enabling the transmission of 1024 WDM channels (i.e. $8 \times 128$) with each channel operating at transmission rate of 2.67 Gbit s$^{-1}$ [Ref. 124]. In this case the operating wavelength range covered both the C- and the L-bands (i.e. from 1.53 to 1.6 μm). Moreover, the optical input signal power per channel was $-15$ dBm with incurred an adjacent-channel crosstalk of $-21$ dB.

### 5.7 Optical isolators and circulators

An optical isolator is essentially a passive device which allows the flow of optical signal power (for a particular wavelength or a wavelength band) in only one direction preventing reflections in the backward direction. Ideally, an optical isolator should transmit all the signal power in the desired forward direction. Material imperfections in the isolator medium, however, do generate backward reflections. Additionally, both the insertion loss and isolation determine the limitations for the device to transmit optical power from one terminal to another. Figure 5.46(a) illustrates the basic function of an isolator where an incident optical signal is shown to be transmitted through the device and then it appears at the output terminal. Furthermore, a small amount of optical signal power is reflected back to the input port.

Optical isolators can be implemented by using FBGs. These devices permit the optical signal to pass through the isolator and propagate to the output terminal, or, alternatively, they reflect it backwards. Since FBGs are wavelength dependent then optical isolators can be designed to allow or block the optical signal at a particular (or a range of) wavelength(s). Furthermore, the wavelength blocking feature makes the optical isolator a very attractive device for use with optical amplifiers in order to protect them from backward reflections. In addition, magneto-optic devices can be used to function as isolators [Ref. 127]. Magneto-optic devices utilize the principle of Faraday rotation which relates the TM mode characteristic and polarization state of an optical signal with its direction of propagation, according to which the rotation of the plane of polarization is proportional to the intensity of the component of the magnetic field in the direction of the optical signal. Therefore it is possible to block or divert an optical signal as desired using the magneto-optic properties of the material [Ref. 128]. Magnetic oxide materials can be used in the fabrication of optical waveguides to construct optical isolators, in particular by using photonic crystal waveguides (see Section 2.6) [Ref. 129]. Furthermore, it is also possible to develop optical waveguide isolators using either the TE or TM modes for the propagation of an optical signal.
More recently, the use of semiconductor optical amplifiers (SOAs) (see Section 10.3) to construct such optical waveguide isolators based on either TE or TM modes has also been demonstrated [Ref. 130, 131]. In this approach an SOA incorporating a ferromagnetic metal contact very close to the active region functioned as an optical waveguide isolator. Based on the TM mode and using InGaAlAs deposited onto an indium phosphide substrate, the SOA exhibited an optical isolation ratio (i.e. an optical signal power ratio between forward and backward directions) of 11.4 dB when operating at wavelength of 1.30 \( \mu \text{m} \) [Ref. 130]. Another device using an SOA fabricated from InGaAsP on an indium phosphide substrate operating on the TE mode demonstrated an optical isolation ratio of 14.7 dB at a signal wavelength of 1.55 \( \mu \text{m} \) [Ref. 131]. The main advantage of this type of isolator, however, is its ability to facilitate monolithic integration with other photonic integrated devices (see Section 11.5).

Isolators can also be connected together to form multiport devices where, depending upon their isolation characteristics, an optical signal can leave the device at an end terminal or it can continue to flow towards the next connected isolator. The resulting device is generally known as a circulator, taking its name from the path of the optical signal which follows a closed loop or a circle. Such a device is shown in Figure 5.46(b) where three isolators are interconnected to form a three-port device which does not discard the backward reflections but directs them to another isolator. Therefore the signal continues to travel from isolator 1 to isolator 2 and finally it terminates at the end terminal of isolator 3. In order to prevent the signal going back to the input port 1, no connection is usually permitted between port 3 and port 1. When a signal is transmitted from port 1 to port 2, however, the device simultaneously allows another optical signal to travel from port 2 to port 3.

**Figure 5.46** Optical isolation and circulation: (a) functional schematic of an optical fiber isolator; (b) three-port optical circulator; (c) four-port optical circulator.
A four-port optical circulator which operates in a similar manner to the three-port device but incorporates an additional isolator is displayed in Figure 5.46(c). Although it is also possible to produce a circulator with a larger number of ports, the device complexity increases with increasing number of ports and therefore in practice only three- or four-port circulators have proved useful for optical interconnection [Ref. 132]. Commercially available optical circulators exhibit insertion losses around 1 dB and high isolation in the range of 40 to 50 dB centered at signal wavelengths of 1.3 and 1.5 μm [Ref. 133].

Two optical circulators may be incorporated with an FBG where the latter device is used to enable a specific wavelength channel to exit at a particular terminal or to allow it to continue to flow to the next terminal. Such combined devices can therefore be employed to perform an all-optical add/drop wavelength multiplexer function where, for instance, an optical circulator is incorporated at both the input and the output ports as shown in Figure 5.47 [Refs 134, 135]. It may be observed that the FBG is placed in between the two circulators to transmit the selected wavelength channels from \( \lambda_2 \) to \( \lambda_N \) while reflecting back the optical channel at \( \lambda_1 \). Since the signal at wavelength \( \lambda_1 \) is removed/dropped at circulator 1, then another optical signal at this wavelength may be added at optical circulator 2 as indicated in Figure 5.47.

A combination of an FBG and optical circulators can also be used to produce non-blocking \( N \times M \) optical wavelength division add/drop multiplexers where \( N \) and \( M \) represent the number of wavelength channels in a wavelength multiplexed signal and the intended add/drop channels, respectively. For example, such a \( 4 \times 4 \) FBG-based optical wavelength multiplexer has facilitated the add/drop function for four wavelength channels simultaneously, operating over a range of wavelengths from 1548.8 to 1551.2 nm with a channel spacing of 100 GHz [Ref. 134]. In this case the maximum crosstalk level between optical wavelength channels remained under 20.4 dB with a maximum insertion loss of 2.14 dB when the transmission bit rate of each wavelength channel in the multiplexed signal was 2.5 Gbit s\(^{-1}\).

![Figure 5.47 Optical add/drop wavelength multiplexer employing a fiber Bragg grating and all-optical circulators](image-url)
Problems

5.1 State the two major categories of fiber–fiber joint, indicating the differences between them. Briefly discuss the problem of Fresnel reflection at all types of optical fiber joint, and indicate how it may be avoided.

A silica multimode step index fiber has a core refractive index of 1.46. Determine the optical loss in decibels due to Fresnel reflection at a fiber joint with:

(a) a small air gap;
(b) an index-matching epoxy which has a refractive index of 1.40.

It may be assumed that the fiber axes and end faces are perfectly aligned at the joint.

5.2 The Fresnel reflection at a butt joint with an air gap in a multimode step index fiber is 0.46 dB. Determine the refractive index of the fiber core.

5.3 Describe the three types of fiber misalignment which may contribute to insertion loss at an optical fiber joint.

A step index fiber with a 200 μm core diameter is butt jointed. The joint which is index matched has a lateral offset of 10 μm but no longitudinal or angular misalignment. Using two methods, estimate the insertion loss at the joint assuming the uniform illumination of all guided modes.

5.4 A graded index fiber has a characteristic refractive index profile (α) of 1.85 and a core diameter of 60 μm. Estimate the insertion loss due to a 5 μm lateral offset at an index-matched fiber joint assuming the uniform illumination of all guided modes.

5.5 A graded index fiber with a parabolic refractive index profile (α = 2) has a core diameter of 40 μm. Determine the difference in the estimated insertion losses at an index-matched fiber joint with a lateral offset of 1 μm (no longitudinal or angular misalignment). When performing the calculation assume (a) the uniform illumination of only the guided modes and (b) the uniform illumination of both guided and leaky modes.

5.6 A graded index fiber with a 50 μm core diameter has a characteristic refractive index profile (α) of 2.25. The fiber is jointed with index matching and the connection exhibits an optical loss of 0.62 dB. This is found to be solely due to a lateral offset of the fiber ends. Estimate the magnitude of the lateral offset assuming the uniform illumination of all guided modes in the fiber core.

5.7 A step index fiber has a core refractive index of 1.47, a relative refractive index difference of 2% and a core diameter of 80 μm. The fiber is jointed with a lateral offset of 2 μm, an angular misalignment of the core axes of 3° and a small air gap (no longitudinal misalignment). Estimate the total insertion loss at the joint which may be assumed to comprise the sum of the misalignment losses.

5.8 Briefly outline the factors which cause intrinsic losses of fiber–fiber joints.

(a) Plot the loss resulting from a mismatch in multimode fiber core diameters or numerical apertures over a mismatch range 0 to 50%.
An optical source is packaged with a fiber pigtail comprising 62.5/125 \( \mu \)m graded index fiber with a numerical aperture of 0.28 and a profile parameter of 2.1. The fiber pigtail is spliced to a main transmission fiber which is 50/125 \( \mu \)m graded index fiber with a numerical aperture of 0.22 and a profile parameter of 1.9. When the fiber axes are aligned without a gap, radial or angular misalignment, calculate the insertion loss at the splice.

5.9 Describe what is meant by the fusion splicing of optical fibers. Discuss the advantages and drawbacks of this jointing technique.

A multimode step index fiber with a core refractive index of 1.52 is fusion spliced. The splice exhibits an insertion loss of 0.8 dB. This insertion loss is found to be entirely due to the angular misalignment of the fiber core axes which is 7°. Determine the numerical aperture of the fiber.

5.10 Describe, with the aid of suitable diagrams, three common techniques used for the mechanical splicing of optical fibers.

A mechanical splice in a multimode step index fiber has a lateral offset of 16% of the fiber core radius. The fiber core has a refractive index of 1.49, and an index-matching fluid with a refractive index of 1.45 is inserted in the splice between the butt-jointed fiber ends. Assuming no longitudinal or angular misalignment, estimate the insertion loss of the splice.

5.11 Discuss the principles of operation of the two major categories of demountable optical fiber connector. Describe in detail a common technique for achieving a butt-jointed fiber connector.

A butt-jointed fiber connector used on a multimode step index fiber with a core refractive index of 1.42 and a relative refractive index difference of 1% has an angular misalignment of 9°. There is no longitudinal or lateral misalignment but there is a small air gap between the fibers in the connector. Estimate the insertion loss of the connector.

5.12 Briefly describe the types of demountable connector that may be used with single-mode fibers. Further, indicate the problems involved with the connection of single-mode fibers.

A single-mode fiber connector is used with a silica (refractive index 1.46) step index fiber of 6 \( \mu \)m core diameter which has a normalized frequency of 2.2 and a numerical aperture of 0.9. The connector has a lateral offset of 0.7 \( \mu \)m and an angular misalignment of 0.8°. Estimate the total insertion loss of the connector assuming that the joint is index matched and that there is no longitudinal misalignment.

5.13 A single-mode fiber of 10 \( \mu \)m core diameter has a normalized frequency of 2.0. A fusion splice at a point along its length exhibits an insertion loss of 0.15 dB. Assuming only lateral misalignment contributes to the splice insertion loss, estimate the magnitude of the lateral misalignment.

5.14 A single-mode step index fiber of 5 \( \mu \)m core diameter has a normalized frequency of 1.7, a core refractive index of 1.48 and a numerical aperture of 0.14. The loss in decibels due to angular misalignment at a fusion splice with a lateral offset of
0.4 μm is twice that due to the lateral offset. Estimate the magnitude in degrees of the angular misalignment.

5.15 Given the following parameters for a single-mode step index fiber with a fusion splice, estimate (a) the fiber core diameter and (b) the numerical aperture for the fiber:

- Fiber normalized frequency = 1.9
- Fiber core refractive index = 1.46
- Splice lateral offset = 0.5 μm
- Splice lateral offset loss = 0.05 dB
- Splice angular misalignment = 0.3°
- Splice angular misalignment loss = 0.04 dB

5.16 Two single-mode fibers have mode-field diameters of 9 μm and 11 μm. Assuming that there are no extrinsic losses, calculate the coupling loss between the fibers as a result of the mode-field diameter mismatch. Comment on the result in relation to the direction of transmission of the optical signal between the two fibers.

Determine the loss if the mode-field diameter mismatch between the fibers is increased to 30%.

5.17 With the aid of simple sketches outline the major categories of multiport optical fiber coupler.

Describe two common methods used in the fabrication of three- and four-port fiber couplers.

5.18 A four-port FBT coupler is shown in Figure 5.32. In addition a section of a tapered multimode step index fiber from such a coupler may be observed in Figure 5.48. A meridional ray propagating along the taper (characterized by the taper angle γ) is shown to undergo an increase in its propagation angle (i.e. the angle formed with the fiber axis). However, as long as the angle of incidence remains larger than the critical angle, then the ray is still guided and it emerges from the taper region forming an angle θo with the fiber axis. When the taper is smooth and the number of reflections is high, then, in Figure 5.49, \( \sin \theta_o = \frac{R_1}{R_2} \sin \theta_i \), where \( R_1 \) and \( R_2 \) are the core radii before and after the taper respectively. Show that the numerical aperture for the tapered fiber NA_T is given by:

\[
NA_T = \frac{R_2}{R_1} (n_1^2 - n_2^2)^{1/2}
\]
where \( n_1 \) and \( n_2 \) are the refractive indices of the fiber core and cladding respectively. Comment on this result when considering the modes of the light launched into the coupler.

5.19 The measured optical output powers from ports 3 and 4 of a multimode fiber FBT coupler are 47.0 \( \mu \)W and 52.0 \( \mu \)W respectively. If the excess loss specified for the device is 0.7 dB, calculate the amount of optical power that is launched into port 1 in order to obtain these output power levels. Hence, determine the insertion losses between the input and two output ports, as well as the split ratio for the device.

When the specified crosstalk for the coupler is −45 dB, calculate the optical output power level that would be measured at port 2 when the above input power level is maintained.

5.20 Indicate the distinction between fiber star and tree couplers.

Discuss the major techniques used in the fabrication of multimode fiber star couplers and describe how this differs from the strategy that tends to be adopted to produce single-mode fiber star couplers.

5.21 A 64 × 64 port transmissive star coupler has 1.6 mW of optical power launched into a single input port. If the device exhibits an excess loss of 3.90 dB, determine the total loss through the device and the average optical power level that would be expected at each output port.

5.22 A 8 × 8 port multimode fiber reflective star coupler has −8.0 dBm of optical power launched into a single port. The average measured optical power at each output port is −22.8 dBm. Obtain the excess loss for the device and hence the total loss experienced by an optical signal in transmission through the coupler. Check the result.

5.23 A number of four-port single-mode fiber couplers are employed in the fabrication of a 32 × 32 port star coupler. Each four-port coupler has a split ratio of 50% and when an optical input power level of −6 dBm is launched into port 1, the output power level from port 3 is found to be 122 \( \mu \)W. Furthermore, there is a splice loss of 0.06 dB at the interconnection of each stage within the ladder design. Calculate the optical power emitted from each of the output ports when the −6 dBm power level is launched into any one of the input ports. Check the result.

5.24 Outline the three major categories of passive wavelength division multiplexing coupler. Describe in detail one implementation of each category. Comment on the relative merits and drawbacks associated with each of the WDM devices you have described.

5.25 Describe the structure of the fiber Bragg grating assisted coupler and explain how it can effectively block a specific optical signal at a particular wavelength.

5.26 A fiber Bragg grating assisted coupler is designed to block an incoming optical signal present at the input port of the device. When the fiber core refractive index is 1.6 and the grating period is 0.42 \( \mu \)m, determine the wavelength of the blocked signal.

5.27 Explain the operation of both optical isolators and optical circulators. Discuss the use of these devices in wavelength division multiplexing systems as three- and four-ports devices.
Answers to numerical problems

5.1  (a) 0.31 dB; (b) \(3.8 \times 10^{-4}\) dB
5.2  1.59
5.3  0.29 dB
5.4  0.67 dB
5.5  (a) 0.19 dB; (b) 0.17 dB; difference 0.02 dB
5.6  4.0 \(\mu\)m
5.7  0.71 dB
5.8  4.25 dB
5.9  0.35
5.10 0.47 dB
5.11  1.51 dB
5.12  0.54 dB
5.13  1.2 \(\mu\)m
5.14  0.65°
5.15  (a) 7.0 \(\mu\)m; (b) 0.10
5.16  0.17 dB, 0.54 dB
5.17  116.3 \(\mu\)m, 3.93 dB, 3.50 dB, 47.5%, 3.7 nW
5.18  21.96 dB, 10.18 \(\mu\)W
5.19  5.77 dB, 14.80 dB
5.20  6.40 \(\mu\)W
5.21  0.17 dB, 0.54 dB
5.22  116.3 \(\mu\)m, 3.93 dB, 3.50 dB, 47.5%, 3.7 nW
5.23  21.96 dB, 10.18 \(\mu\)W
5.24  5.77 dB, 14.80 dB
5.25  6.40 \(\mu\)W
5.26  0.17 dB, 0.54 dB
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6.1 Introduction

The optical source is often considered to be the active component in an optical fiber communication system. Its fundamental function is to convert electrical energy in the form of a current into optical energy (light) in an efficient manner which allows the light output to be effectively launched or coupled into the optical fiber. Three main types of optical light source are available. These are:

...
(a) wideband 'continuous spectra' sources (incandescent lamps);
(b) monochromatic incoherent sources (light-emitting diodes, LEDs);
(c) monochromatic coherent sources (lasers).

To aid consideration of the sources currently in major use, the historical aspect must be mentioned. In the early stages of optical fiber communications the most powerful narrow-band coherent light sources were necessary due to severe attenuation and dispersion in the fibers. Therefore, gas lasers (helium-neon) were utilized initially. However, the development of the semiconductor injection laser and the LED, together with the substantial improvement in the properties of optical fibers, has given prominence to these two specific sources.

To a large extent these two sources fulfill the major requirements for an optical fiber emitter which are outlined below:

1. A size and configuration compatible with launching light into an optical fiber. Ideally, the light output should be highly directional.
2. Must accurately track the electrical input signal to minimize distortion and noise. Ideally, the source should be linear.
3. Should emit light at wavelengths where the fiber has low losses and low dispersion and where the detectors are efficient.
4. Preferably capable of simple signal modulation (i.e. direct - see Section 7.5) over a wide bandwidth extending from audio frequencies to beyond the gigahertz range.
5. Must couple sufficient optical power to overcome attenuation in the fiber plus additional connector losses and leave adequate power to drive the detector.
6. Should have a very narrow spectral bandwidth (linewidth) in order to minimize dispersion in the fiber.
7. Must be capable of maintaining a stable optical output which is largely unaffected by changes in ambient conditions (e.g. temperature).
8. It is essential that the source is comparatively cheap and highly reliable in order to compete with conventional transmission techniques.

In order to form some comparison between these two types of light source, the historical aspect must be enlarged upon. The first-generation optical communication sources were designed to operate between 0.8 and 0.9 \( \mu \text{m} \) (ideally around 0.85 \( \mu \text{m} \)) because initially the properties of the semiconductor materials used lent themselves to emission at this wavelength. Also, as suggested in requirement 3 this wavelength avoided the loss incurred in many fibers near 0.9 \( \mu \text{m} \) due to the OH ion (see Section 3.3.2). These early systems utilized multimode step index fibers which required the superior performance of semiconductor lasers for links of reasonable bandwidth (tens of megahertz) and distances (several kilometers). The LED (being a lower power source generally exhibiting little spatial or temporal coherence) was not suitable for long-distance wideband transmission, although it found use in more moderate distance applications.
However, the role of the LED as a source for optical fiber communications was enhanced following the development of multimode graded index fiber. The substantial reduction in intermodal dispersion provided by this fiber type over multimode step index fiber allowed incoherent LEDs emitting in the 0.8 to 0.9 μm wavelength band to be utilized for applications requiring wider bandwidths. This position was further consolidated with the development of second-generation optical fiber sources operating at wavelengths between 1.1 and 1.6 μm where both material losses and dispersion are greatly reduced. In this wavelength region, wideband graded index fiber systems utilizing LED sources may be operated over long distances without the need for intermediate repeaters. Furthermore, LEDs offer the advantages of relatively simple construction and operation with the inherent effects of these factors on cost and extended, trouble-free life.

In parallel with these later developments in multimode optical propagation came advances in single-mode fiber construction. This has stimulated the development of single-mode laser sources to take advantage of the extremely low dispersion offered by single-mode fibers. These systems are ideally suited to extra wideband, very long-haul applications and became under intensive investigation for long-distance telecommunications. On the other hand, light is usually emitted from the LED in many spatial modes which cannot be as efficiently focused and coupled into single-mode fiber. Nevertheless, more recently advanced LED sources were developed that allowed moderate optical power levels to be launched into single-mode fiber (see Chapter 7). However, to date the LED has been utilized primarily as a multimode source giving acceptable coupling efficiencies into multimode fiber. Moreover, in this capacity the LED remains the major multimode source which is extensively used for increasingly wider bandwidth, longer haul applications. Therefore at present the LED is chosen for many applications using multimode fibers and the injection laser diode (ILD) tends to find more use as a single-mode device in single-mode fiber systems. Although other laser types (e.g. Nd : YAG and glass fiber lasers, Section 6.9), as well as the injection laser, may eventually find significant use in optical fiber communications, this chapter and the following one will deal primarily with major structures and configurations of semiconductor sources (ILD and LED), taking into account recent developments and possible future advances.

We begin by describing in Section 6.2 the basic principles of laser operation which may be applied to all laser types. Immediately following, in Section 6.3, is a discussion of optical emission from semiconductors in which we concentrate on the fundamental operating principles, the structure and the materials for the semiconductor laser. Aspects concerning practical semiconductor lasers are then considered in Section 6.4 prior to a more specific discussion of the structure and operation of some common injection laser types including both quantum-well and quantum dot devices in Section 6.5. Then, in Section 6.6, the major single-frequency injection laser structures which provide single-mode operation, primarily in the longer wavelength region (1.1 to 1.6 μm), are then described. In Section 6.7 we consider the operating characteristics which are common to all injection laser types, before a short discussion of injection laser to optical fiber coupling is presented in Section 6.8. Major nonscattering laser devices which have found use in optical fiber communications (the neodymium-doped yttrium-aluminium-garnet (Nd : YAG) laser and the glass fiber laser) are then outlined in Section 6.9. This is followed in Section 6.10 with a discussion of advanced linewidth-narrowed and wavelength tunable laser types. Finally, in Section 6.11, developments in laser sources for transmission in the mid-infrared and
far-infrared wavelength regions (2 to 12 μm) are considered to give an insight into this potentially important area. In particular, the structure and operation of the quantum cascade laser for use over this wavelength range are discussed.

6.2 Basic concepts

To gain an understanding of the light-generating mechanisms within the major optical sources used in optical fiber communications it is necessary to consider both the fundamental atomic concepts and the device structure. In this context the requirements for the laser source are far more stringent than those for the LED. Unlike the LED, strictly speaking, the laser is a device which amplifies light - hence the derivation of the term LASER as an acronym for Light Amplification by Stimulated Emission of Radiation. Lasers, however, are seldom used as amplifiers since there are practical difficulties in relation to the achievement of high gain while avoiding oscillation from the required energy feedback. Thus the practical realization of the laser is as an optical oscillator. The operation of the device may be described by the formation of an electromagnetic standing wave within a cavity (or optical resonator) which provides an output of monochromatic, highly coherent radiation. By contrast the LED provides optical emission without an inherent gain mechanism. This results in incoherent light output.

In this section we elaborate on the basic principles which govern the operation of both these optical sources. It is clear, however, that the operation of the laser must be discussed in some detail in order to provide an appreciation of the way it functions as an optical source. Hence we concentrate first on the general principles of laser action.

6.2.1 Absorption and emission of radiation

The interaction of light with matter takes place in discrete packets of energy or quanta, called photons. Furthermore, the quantum theory suggests that atoms exist only in certain discrete energy states such that absorption and emission of light causes them to make a transition from one discrete energy state to another. The frequency of the absorbed or emitted radiation \( f \) is related to the difference in energy \( E \) between the higher energy state \( E_2 \) and the lower energy state \( E_1 \) by the expression:

\[
E = E_2 - E_1 = hf
\]  

where \( h = 6.626 \times 10^{-34} \text{ J s} \) is Planck's constant. These discrete energy states for the atom may be considered to correspond to electrons occurring in particular energy levels relative to the nucleus. Hence, different energy states for the atom correspond to different electron configurations, and a single electron transition between two energy levels within the atom will provide a change in energy suitable for the absorption or emission of a photon. It must be noted, however, that modern quantum theory [Ref. 1] gives a probabilistic description which specifies the energy levels in which electrons are most likely to be found. Nevertheless, the concept of stable atomic energy states and electron transitions between energy levels is still valid.
Figure 6.1 illustrates a two energy state or level atomic system where an atom is initially in the lower energy state $E_1$. When a photon with energy $(E_2 - E_1)$ is incident on the atom it may be excited into the higher energy state $E_2$ through absorption of the photon. This process is sometimes referred to as stimulated absorption. Alternatively, when the atom is initially in the higher energy state $E_2$ it can make a transition to the lower energy state $E_1$ providing the emission of a photon at a frequency corresponding to Eq. (6.1). This emission process can occur in two ways:

- (a) by spontaneous emission in which the atom returns to the lower energy state in an entirely random manner;
- (b) by stimulated emission when a photon having an energy equal to the energy difference between the two states $(E_2 - E_1)$ interacts with the atom in the upper energy state causing it to return to the lower state with the creation of a second photon.

These two emission processes are illustrated in Figure 6.1(b) and (c) respectively. The random nature of the spontaneous emission process where light is emitted by electronic transitions from a large number of atoms gives incoherent radiation. A similar emission process in semiconductors provides the basic mechanism for light generation within the LED (see Section 6.3.2).
It is the stimulated emission process, however, which gives the laser its special properties as an optical source. Firstly, the photon produced by stimulated emission is generally* of an identical energy to the one which caused it and hence the light associated with them is of the same frequency. Secondly, the light associated with the stimulating and stimulated photon is in phase and has the same polarization. Therefore, in contrast to spontaneous emission, coherent radiation is obtained. Furthermore, this means that when an atom is stimulated to emit light energy by an incident wave, the liberated energy can add to the wave in a constructive manner, providing amplification.

6.2.2 The Einstein relations

Prior to a discussion of laser action in semiconductors it is useful to consider optical amplification in the two-level atomic system shown in Figure 6.1. In 1917 Einstein [Ref. 2] demonstrated that the rates of the three transition processes of absorption, spontaneous emission and stimulated emission were related mathematically. He achieved this by considering the atomic system to be in thermal equilibrium such that the rate of the upward transitions must equal the rate of the downward transitions. The population of the two energy levels of such a system is described by Boltzmann statistics which give:

\[ \frac{N_1}{N_2} = \frac{g_1}{g_2} \frac{\exp(-E_1/kT)}{\exp(-E_2/kT)} = \frac{g_1}{g_2} \exp(E_2 - E_1/kT) \]

\[ = \frac{g_1}{g_2} \exp(hf/kT) \]

(6.2)

where \( N_1 \) and \( N_2 \) represent the density of atoms in energy levels \( E_1 \) and \( E_2 \), respectively, with \( g_1 \) and \( g_2 \) being the corresponding degeneracies of the levels, \( k \) is Boltzmann’s constant and \( T \) is the absolute temperature.

As the density of atoms in the lower or ground energy state \( E_1 \) is \( N_1 \), the rate of upward transition or absorption is proportional to both \( N_1 \) and the spectral density \( \rho_f \) of the radiation energy at the transition frequency \( f \). Hence, the upward transition rate \( R_{12} \) (indicating an electron transition from level 1 to level 2) may be written as:

\[ R_{12} = N_1 \rho_f B_{12} \]

(6.3)

where the constant of proportionality \( B_{12} \) is known as the Einstein coefficient of absorption.

By contrast, atoms in the higher or excited energy state can undergo electron transitions from level 2 to level 1 either spontaneously or through stimulation by the radiation field.

* A photon with energy \( hf \) will not necessarily always stimulate another photon with energy \( hf \). Photons may be stimulated over a small range of energies around \( hf \) providing an emission which has a finite frequency or wavelength spread (linewidth).

† In many cases the atom has several sublevels of equal energy within an energy level which is then said to be degenerate. The degeneracy parameters \( g_1 \) and \( g_2 \) indicate the number of sublevels within the energy levels \( E_1 \) and \( E_2 \), respectively. If the system is not degenerate, then \( g_1 \) and \( g_2 \) may be set to unity [Ref. 1].
For spontaneous emission the average time that an electron exists in the excited state before a transition occurs is known as the spontaneous lifetime $\tau_{21}$. If the density of atoms within the system with energy $E_2$ is $N_2$, then the spontaneous emission rate is given by the product of $N_2$ and $1/\tau_{21}$. This may be written as $N_2 A_{21}$, where $A_{21}$, the Einstein coefficient of spontaneous emission, is equal to the reciprocal of the spontaneous lifetime.

The rate of stimulated downward transition of an electron from level 2 to level 1 may be obtained in a similar manner to the rate of stimulated upward transition. Hence the rate of stimulated emission is given by $N_2 \rho f B_{21}$, where $B_{21}$ is the Einstein coefficient of stimulated emission. The total transition rate from level 2 to level 1, $R_{21}$, is the sum of the spontaneous and stimulated contributions. Hence:

$$R_{21} = N_2 A_{21} + N_2 \rho f B_{21} \quad (6.4)$$

For a system in thermal equilibrium, the upward and downward transition rates must be equal and therefore $R_{12} = R_{21}$, or:

$$N_1 \rho f B_{12} = N_2 A_{21} + N_2 \rho f B_{21} \quad (6.5)$$

It follows that:

$$\rho_f = \frac{N_2 A_{21}}{N_1 B_{12} - N_2 B_{21}}$$

and:

$$\rho_f = \frac{A_{21} / B_{21}}{(B_{12} N_1 / B_{21} N_2) - 1} \quad (6.6)$$

Substituting Eq. (6.2) into Eq. (6.6) gives:

$$\rho_f = \frac{A_{21} / B_{21}}{[(g_1 B_{12} / g_2 B_{21}) \exp(h f / k T)] - 1} \quad (6.7)$$

However, since the atomic system under consideration is in thermal equilibrium it produces a radiation density which is identical to black body radiation. Planck showed that the radiation spectral density for a black body radiating within a frequency range $f$ to $f + df$ is given by [Ref. 3]:

$$\rho_f = \frac{8 \pi h f^3}{c^4} \left[ \frac{1}{\exp(h f / k T) - 1} \right] \quad (6.8)$$

Comparing Eq. (6.8) with Eq. (6.7) we obtain the Einstein relations:

$$B_{12} = \left( \frac{g_2}{g_1} \right) B_{21} \quad (6.9)$$
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and:

\[
\frac{A_{21}}{B_{21}} = \frac{8\pi hf^3}{c^3}
\]  

(6.10)

It may be observed from Eq. (6.9) that when the degeneracies of the two levels are equal \((g_1 = g_3)\), then the probabilities of absorption and stimulated emission are equal. Furthermore, the ratio of the stimulated emission rate to the spontaneous emission rate is given by:

\[
\frac{\text{Stimulated emission rate}}{\text{Spontaneous emission rate}} = \frac{B_{21}\rho}{A_{21}} = \frac{1}{\exp(hf/kT) - 1}
\]  

(6.11)

**Example 6.1**

Calculate the ratio of the stimulated emission rate to the spontaneous emission rate for an incandescent lamp operating at a temperature of 1000 K. It may be assumed that the average operating wavelength is 0.5 \(\mu m\).

**Solution:** The average operating frequency is given by:

\[
f = \frac{c}{\lambda} = \frac{2.998 \times 10^8}{0.5 \times 10^{-6}} = 6.0 \times 10^{14} \text{ Hz}
\]

Using Eq. (6.11) the ratio is:

\[
\frac{\text{Stimulated emission rate}}{\text{Spontaneous emission rate}} = \frac{1}{\exp\left(\frac{6.626 \times 10^{-34} \times 6 \times 10^{14}}{1.381 \times 10^{-23} \times 1000}\right)}
\]

\[
= \exp(-28.8)
\]

\[
= 3.1 \times 10^{-13}
\]

The result obtained in Example 6.1 indicates that for systems in thermal equilibrium spontaneous emission is by far the dominant mechanism. Furthermore, it illustrates that the radiation emitted from ordinary optical sources in the visible spectrum occurs in a random manner, proving that these sources are incoherent.

It is apparent that in order to produce a coherent optical source and amplification of a light beam the rate of stimulated emission must be increased far above the level indicated by Example 6.1. From consideration of Eq. (6.5) it may be noted that for stimulated emission to dominate over absorption and spontaneous emission in a two-level system, both the radiation density and the population density of the upper energy level \(N_2\) must be increased in relation to the population density of the lower energy level \(N_1\).
6.2.3 Population inversion

Under the conditions of thermal equilibrium given by the Boltzmann distribution (Eq. (6.2)) the lower energy level $E_1$ of the two-level atomic system contains more atoms than the upper energy level $E_2$. This situation, which is normal for structures at room temperature, is illustrated in Figure 6.2(a). However, to achieve optical amplification it is necessary to create a nonequilibrium distribution of atoms such that the population of the upper energy level is greater than that of the lower energy level (i.e. $N_2 > N_1$). This condition, which is known as population inversion, is illustrated in Figure 6.2(b).

In order to achieve population inversion it is necessary to excite atoms into the upper energy level $E_2$ and hence obtain a nonequilibrium distribution. This process is achieved using an external energy source and is referred to as ‘pumping’. A common method used for pumping involves the application of intense radiation (e.g. from an optical flash tube or high-frequency radio field). In the former case atoms are excited into the higher energy state through stimulated absorption. However, the two-level system discussed above does not lend itself to suitable population inversion. Referring to Eq. (6.9), when the two levels are equally degenerate (or not degenerate), then $B_{12} = B_{21}$. Thus the probabilities of absorption and stimulated emission are equal, providing at best equal populations in the two levels.

Population inversion, however, may be obtained in systems with three or four energy levels. The energy-level diagrams for two such systems, which correspond to two non-semiconductor lasers, are illustrated in Figure 6.3. To aid attainment of population inversion both systems display a central metastable state in which the atoms spend an unusually long time. It is from this metastable level that the stimulated emission or lasing takes place. The three-level system (Figure 6.3(a)) consists of a ground level $E_0$, a metastable level $E_1$ and a third level above the metastable level $E_2$. Initially, the atomic distribution...
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will follow Boltzmann's law. However, with suitable pumping the electrons in some of the atoms may be excited from the ground state into the higher level $E_2$. Since $E_2$ is a normal level the electrons will rapidly decay by nonradiative processes to either $E_1$ or directly to $E_0$. Hence empty states will always be provided in $E_2$. The metastable level $E_1$ exhibits a much longer lifetime than $E_2$, which allows a large number of atoms to accumulate at $E_1$. Over a period the density of atoms in the metastable state $N_1$ increases above those in the ground state $N_0$ and a population inversion is obtained between these two levels. Stimulated emission and hence lasing can then occur, creating radiative electron transitions between levels $E_1$ and $E_0$. A drawback with the three-level system such as the ruby laser is that it generally requires very high pump powers because the terminal state of the laser transition is the ground state. Hence more than half the ground state atoms must be pumped into the metastable state to achieve population inversion.

By contrast, a four-level system such as the He–Ne laser illustrated in Figure 6.3(b) is characterized by much lower pumping requirements. In this case the pumping excites the atoms from the ground state into energy level $E_3$ and they decay rapidly to the metastable level $E_2$. However, since the populations of $E_3$ and $E_1$ remain essentially unchanged, a small increase in the number of atoms in energy level $E_2$ creates population inversion, and lasing takes place between this level and level $E_1$.

6.2.4 Optical feedback and laser oscillation

Light amplification in the laser occurs when a photon colliding with an atom in the excited energy state causes the stimulated emission of a second photon and then both these photons release two more. Continuation of this process effectively creates avalanche multiplication, and when the electromagnetic waves associated with these photons are in phase, amplified coherent emission is obtained. To achieve this laser action it is necessary to contain photons.
within the laser medium and maintain the conditions for coherence. This is accomplished by placing or forming mirrors (plane or curved) at either end of the amplifying medium, as illustrated in Figure 6.4. The optical cavity formed is more analogous to an oscillator than an amplifier as it provides positive feedback of the photons by reflection at the mirrors at either end of the cavity. Hence the optical signal is fed back many times while receiving amplification as it passes through the medium. The structure therefore acts as a Fabry–Pérot resonator. Although the amplification of the signal from a single pass through the medium is quite small, after multiple passes the net gain can be large. Furthermore, if one mirror is made partially transmitting, useful radiation may escape from the cavity.

A stable output is obtained at saturation when the optical gain is exactly matched by the losses incurred in the amplifying medium. The major losses result from factors such as absorption and scattering in the amplifying medium, absorption, scattering and diffraction at the mirrors and nonuseful transmission through the mirrors.

Oscillations occur in the laser cavity over a small range of frequencies where the cavity gain is sufficient to overcome the above losses. Hence the device is not a perfectly monochromatic source but emits over a narrow spectral band. The central frequency of this spectral band is determined by the mean energy-level difference of the stimulated emission transition. Other oscillation frequencies within the spectral band result from frequency variations due to the thermal motion of atoms within the amplifying medium (known as Doppler broadening)* and by atomic collisions†. Hence the amplification within the laser medium results in a broadened laser transition or gain curve over a finite spectral width, as illustrated in Figure 6.5. The spectral emission from the device therefore lies within the frequency range dictated by this gain curve.

Since the structure forms a resonant cavity, when sufficient population inversion exists in the amplifying medium the radiation builds up and becomes established as standing waves between the mirrors. These standing waves exist only at frequencies for which the distance between the mirrors is an integral number of half wavelengths. Thus when the optical spacing between the mirrors is \( L \), the resonance condition along the axis of the cavity is given by [Ref. 4]:

\[
L = \frac{\lambda q}{2n}
\]

(6.12)

* Doppler broadening is referred to as an inhomogeneous broadening mechanism since individual groups of atoms in the collection have different apparent resonance frequencies.

† Atomic collisions provide homogeneous broadening as every atom in the collection has the same resonant frequency and spectral spread.
where $\lambda$ is the emission wavelength, $n$ is the refractive index of the amplifying medium and $q$ is an integer. Alternatively, discrete emission frequencies $f$ are defined by:

$$f = \frac{qc}{2nL} \quad (6.13)$$

where $c$ is the velocity of light. The different frequencies of oscillation within the laser cavity are determined by the various integer values of $q$ and each constitutes a resonance or mode. Since Eqs (6.12) and (6.13) apply for the case when $L$ is along the longitudinal axis of the structure (Figure 6.4) the frequencies given by Eq. (6.13) are known as the longitudinal or axial modes. Furthermore, from Eq. (6.13) it may be observed that these modes are separated by a frequency interval $\delta f$ where:

$$\delta f = \frac{c}{2nL} \quad (6.14)$$

The mode separation in terms of the free space wavelength, assuming $\delta f \ll f$ and as $f = c/\lambda$, is given by:

$$\delta \lambda = \frac{\lambda^2 \delta f}{f} = \frac{\lambda^2}{c} \delta f \quad (6.15)$$

Hence substituting for $\delta f$ from Eq. (6.14) gives:

$$\delta \lambda = \frac{\lambda^2}{2nL} \quad (6.16)$$

In addition it should be noted that Eq. (6.15) can be used to determine the device spectral linewidth as a function of wavelength when it is quoted in hertz, or vice versa (see Problem 6.4).
Example 6.2

A ruby laser contains a crystal of length 4 cm with a refractive index of 1.78. The peak emission wavelength from the device is 0.55 μm. Determine the number of longitudinal modes and their frequency separation.

Solution: The number of longitudinal modes supported within the structure may be obtained from Eq. (6.12) where:

\[ q = \frac{2nL}{\lambda} = \frac{2 \times 1.78 \times 0.04}{0.55 \times 10^{-6}} = 2.6 \times 10^5 \]

Using Eq. (6.14) the frequency separation of the modes is:

\[ \delta f = \frac{2.998 \times 10^9}{2 \times 1.78 \times 0.04} = 2.1 \text{ GHz} \]

Although the result of Example 6.2 indicates that a large number of modes may be generated within the laser cavity, the spectral output from the device is defined by the gain curve. Hence the laser emission will only include the longitudinal modes contained within the spectral width of the gain curve. This situation is illustrated in Figure 6.6 where several modes are shown to be present in the laser output. Such a device is said to be multimode.

![Figure 6.6](image-url)  
(a) The modes in the laser cavity. (b) The longitudinal modes in the laser output.
Laser oscillation may also occur in a direction which is transverse to the axis of the cavity. This gives rise to resonant modes which are transverse to the direction of propagation. These transverse electromagnetic modes are designated in a similar manner to transverse modes in waveguides (Section 2.3.2) by TEM$_{lm}$ where the integers $l$ and $m$ indicate the number of transverse modes (see Figure 6.7). Unlike the longitudinal modes which contribute only a single spot of light to the laser output, transverse modes may give rise to a pattern of spots at the output. This may be observed from the low-order transverse mode patterns shown in Figure 6.7 on which the direction of the electric field is also indicated. In the case of the TEM$_{00}$ mode all parts of the propagating wavefront are in phase. This is not so, however, with higher order modes (TEM$_{10}$, TEM$_{11}$, etc.) where phase reversals produce the various mode patterns. Thus the greatest degree of coherence, together with the highest level of spectral purity, may be obtained from a laser which operates in only the TEM$_{00}$ mode. Higher order transverse modes only occur when the width of the cavity is sufficient for them to oscillate. Consequently, they may be eliminated by suitable narrowing of the laser cavity.

6.2.5 Threshold condition for laser oscillation

It has been indicated that steady-state conditions for laser oscillation are achieved when the gain in the amplifying medium exactly balances the total losses.* Hence, although population inversion between the energy levels providing the laser transition is necessary for oscillation to be established, it is not alone sufficient for lasing to occur. In addition a minimum or threshold gain within the amplifying medium must be attained such that laser oscillations are initiated and sustained. This threshold gain may be determined by considering the change in energy of a light beam as it passes through the amplifying medium. For simplicity, all the losses except those due to transmission through the mirrors may be included in a single loss coefficient per unit length, $\alpha$ cm$^{-1}$. A gain we assume the amplifying medium occupies a length $L$ completely filling the region between the two mirrors which have reflectivities $r_1$ and $r_2$. On each round trip the beam passes through the medium twice. Hence the fractional loss incurred by the light beam is:

$$\text{Fractional loss} = r_1 r_2 \exp(-2\alpha L)$$  \hspace{1cm} (6.17)

* This applies to a CW laser which gives a continuous output, rather than pulsed devices for which slightly different conditions exist. For oscillation to commence, the fractional gain and loss must be matched.
Furthermore, it is found that the increase in beam intensity resulting from stimulated emission is exponential [Ref. 4]. Therefore if the gain coefficient per unit length produced by stimulated emission is $\bar{g}$ cm$^{-1}$, the fractional round trip gain is given by:

$$\text{Fractional gain} = \exp(2\bar{g}L)$$

(6.18)

Hence:

$$\exp(2\bar{g}L) \times r_1r_2 \exp(-2\bar{\alpha}L) = 1$$

and:

$$r_1r_2 \exp(2(\bar{g} - \bar{\alpha})L) = 1$$

(6.19)

The threshold gain per unit length may be obtained by rearranging the above expression to give:

$$\bar{g}_\text{th} = \bar{\alpha} + \frac{1}{2L} \ln \frac{1}{r_1r_2}$$

(6.20)

The second term on the right hand side of Eq. (6.20) represents the transmission loss through the mirrors.*

For laser action to be easily achieved it is clear that a high threshold gain per unit length is required in order to balance the losses from the cavity. However, it must be noted that the parameters displayed in Eq. (6.20) are totally dependent on the laser type.

**Example 6.3**

An injection laser has an active cavity with losses of 30 cm$^{-1}$ and the reflectivity of each cleaved laser facet is 30%. Determine the laser gain coefficient for the cavity when it has a length of 600 $\mu$m.

Solution: The threshold gain per unit length where $r_1 = r_2 = r$ is given by Eq. (6.20) as:

$$\bar{g}_\text{th} = \bar{\alpha} + \frac{1}{L} \ln \frac{1}{r}$$

$$= 30 + \frac{1}{0.06} + \ln \frac{1}{0.3}$$

$$= 50 \text{ cm}^{-1}$$

The threshold gain per unit length is equivalent to the laser gain coefficient for the active cavity, which is 50 cm$^{-1}$.

* This term is sometimes expressed in the form $1/L \ln \frac{1}{r}$, where $r$, the reflectivity of the mirrored ends, is equal to $\sqrt{r_1r_2}$. 
6.3 Optical emission from semiconductors

6.3.1 The p–n junction

To allow consideration of semiconductor optical sources it is necessary to review some of the properties of semiconductor materials, especially with regard to the p–n junction. A perfect semiconductor crystal containing no impurities or lattice defects is said to be intrinsic. The energy band structure [Ref. 1] of an intrinsic semiconductor is illustrated in Figure 6.8(a) which shows the valence and conduction bands separated by a forbidden energy gap or bandgap $E_g$, the width of which varies for different semiconductor materials.

Figure 6.8(a) shows the situation in the semiconductor at a temperature above absolute zero where thermal excitation raises some electrons from the valence band into the conduction band, leaving empty hole states in the valence band. These thermally excited electrons in the conduction band and the holes left in the valence band allow conduction through the material, and are called carriers.

For a semiconductor in thermal equilibrium the energy-level occupation is described by the Fermi–Dirac distribution function (rather than the Boltzmann). Consequently, the probability $P(E)$ that an electron gains sufficient thermal energy at an absolute temperature $T$, such that it will be found occupying a particular energy level $E$, is given by the Fermi–Dirac distribution [Ref. 1]:

$$P(E) = \frac{1}{1 + \exp(E - E_f)/kT}$$  \hspace{1cm} (6.21)

Figure 6.8 (a) The energy band structure of an intrinsic semiconductor at a temperature above absolute zero, showing an equal number of electrons and holes in the conduction band and the valence band respectively. (b) The Fermi–Dirac probability distribution corresponding to (a)
where \( K \) is Boltzmann’s constant and \( E_F \) is known as the Fermi energy or Fermi level. The Fermi level is only a mathematical parameter but it gives an indication of the distribution of carriers within the material. This is shown in Figure 6.8(b) for the intrinsic semiconductor where the Fermi level is at the center of the bandgap, indicating that there is a small probability of electrons occupying energy levels at the bottom of the conduction band and a corresponding number of holes occupying energy levels at the top of the valence band.

To create an extrinsic semiconductor the material is doped with impurity atoms which create either more free electrons (donor impurity) or holes (acceptor impurity). These two situations are shown in Figure 6.9 where the donor impurities form energy levels just below the conduction band while acceptor impurities form energy levels just above the valence band.

When donor impurities are added, thermally excited electrons from the donor levels are raised into the conduction band to create an excess of negative charge carriers and the semiconductor is said to be \( n \)-type, with the majority carriers being electrons. The Fermi level corresponding to this carrier distribution is raised to a position above the center of the bandgap, as illustrated in Figure 6.9(a). When acceptor impurities are added, as shown in Figure 6.9(b), thermally excited electrons are raised from the valence band to the acceptor impurity levels leaving an excess of positive charge carriers in the valence band and creating a \( p \)-type semiconductor where the majority carriers are holes. In this case Fermi level is lowered below the center of the bandgap.

The \( p-n \) junction diode is formed by creating adjoining \( p \)- and \( n \)-type semiconductor layers in a single crystal, as shown in Figure 6.10(a). A thin depletion region or layer is formed at the junction through carrier recombination which effectively leaves it free of mobile charge carriers (both electrons and holes). This establishes a potential barrier between the \( p \)- and \( n \)-type regions which restricts the interdiffusion of majority carriers from their respective regions, as illustrated in Figure 6.10(b). In the absence of an externally applied voltage no current flows as the potential barrier prevents the net flow of carriers from one region to another. When the junction is in this equilibrium state the Fermi level for the \( p \)- and \( n \)-type semiconductor is the same as shown Figure 6.10(b).
The width of the depletion region and thus the magnitude of the potential barrier is dependent upon the carrier concentrations (doping) in the p- and n-type regions and any external applied voltage. When an external positive voltage is applied to the p-type region with respect to the n-type, both the depletion region width and the resulting potential barrier are reduced and the diode is said to be forward biased. Electrons from the n-type region and holes from the p-type region can flow more readily across the junction into the opposite type region. These minority carriers are effectively injected across the junction by the application of the external voltage and form a current flow through the device as they continuously diffuse away from the interface. However, this situation in suitable semiconductor materials allows carrier recombination with the emission of light.

6.3.2 Spontaneous emission

The increased concentration of minority carriers in the opposite type region in the forward-biased p-n diode leads to the recombination of carriers across the bandgap. This process is shown in Figure 6.11 for a direct bandgap (see Section 6.3.3) semiconductor material where the normally empty electron states in the conduction band of the p-type material and the normally empty hole states in the valence band of the n-type material are populated by injected carriers which recombine across the bandgap. The energy released by this electron-hole recombination is approximately equal to the bandgap energy $E_g$. 

---

**Figure 6.10** (a) The impurities and charge carriers at a p–n junction. (b) The energy band diagram corresponding to (a)
Excess carrier population is therefore decreased by recombination which may be radiative or nonradiative.

In nonradiative recombination the energy released is dissipated in the form of lattice vibrations and thus heat. However, in band-to-band radiative recombination the energy is released with the creation of a photon (see Figure 6.11) with a frequency following Eq. (6.1) where the energy is approximately equal to the bandgap energy $E_g$ and therefore:

$$E_g = hf = \frac{hc}{\lambda}$$  \hspace{1cm} (6.22)

where $c$ is the velocity of light in a vacuum and $\lambda$ is the optical wavelength. Substituting the appropriate values for $h$ and $c$ in Eq. (6.22) and rearranging gives:

$$\lambda = \frac{1.24 \ E_g}{E_g}$$  \hspace{1cm} (6.23)

where $\lambda$ is written in $\mu$m and $E_g$ in eV.

This spontaneous emission of light from within the diode structure is known as electroluminescence.* The light is emitted at the site of carrier recombination which is primarily close to the junction, although recombination may take place through the hole diode structure as carriers diffuse away from the junction region (see Figure 6.12). However, the amount of radiative, recombination and the emission area within the structure is dependent upon the semiconductor materials used and the fabrication of the device.

* The term electroluminescence is used when the optical emission results from the application of an electric field.
6.3.3 Carrier recombination

6.3.3.1 Direct and indirect bandgap semiconductors

In order to encourage electroluminescence it is necessary to select an appropriate semiconductor material. The most useful materials for this purpose are direct bandgap semiconductors in which electrons and holes on either side of the forbidden energy gap have the same value of crystal momentum and thus direct recombination is possible. This process is illustrated in Figure 6.13(a) with an energy–momentum diagram for a direct bandgap semiconductor. It may be observed that the energy maximum of the valence band occurs at the same (or very nearly the same) value of electron crystal momentum* as the energy minimum of the conduction band. Hence when electron–hole recombination occurs the momentum of the electron remains virtually constant and the energy released, which corresponds to the bandgap energy $E_g$, may be emitted as light. This direct transition of an electron across the energy gap provides an efficient mechanism for photon emission and the average time that the minority carrier remains in a free state before recombination (the minority carrier lifetime) is short ($10^{-8}$ to $10^{-10}$ s). Some commonly used direct bandgap semiconductor materials are shown in Table 6.1 [Refs 3, 5].

In indirect bandgap semiconductors, however, the maximum and minimum energies occur at different values of crystal momentum (Figure 6.13(b)). For electron–hole recombination to take place it is essential that the electron loses momentum such that it has a value of momentum corresponding to the maximum energy of the valence band. The conservation of momentum requires the emission or absorption of a third particle, a phonon.

* The crystal momentum $p$ is related to the wave vector $k$ for an electron in a crystal by $p = 2\pi \hbar k$, where $\hbar$ is Planck’s constant [Ref. 1]. Hence the abscissa of Figure 6.13 is often shown as the electron wave vector rather than momentum.
This three-particle recombination process is far less probable than the two-particle process exhibited by direct bandgap semiconductors. Hence, the recombination in indirect bandgap semiconductors is relatively slow ($10^{-2}$ to $10^{-4}$ s). This is reflected by a much longer minority carrier lifetime, together with a greater probability of nonradiative transitions. The competing nonradiative recombination processes which involve lattice defects and impurities (e.g. precipitates of commonly used dopants) become more likely as they allow carrier recombination in a relatively short time in most materials. Thus the indirect bandgap emitters such as silicon and germanium shown in Table 6.1 give insignificant levels of electroluminescence. This disparity is further illustrated in Table 6.1 by the values of the recombination coefficient $B_r$, given for both the direct and indirect bandgap recombination semiconductors shown.
The recombination coefficient is obtained from the measured absorption coefficient of the semiconductor, and for low injected minority carrier density relative to the majority carriers it is related approximately to the radiative minority carrier lifetime $\tau_r$ by (Ref. 4):

$$\tau_r = [B_r(N + P)]^{-1} \quad (6.24)$$

where $N$ and $P$ are the respective majority carrier concentrations in the n- and p-type regions. The significant difference between the recombination coefficients for the direct and indirect bandgap semiconductors shown underlines the importance of the use of direct bandgap materials for electroluminescent sources. Direct bandgap semiconductor devices in general have a much higher internal quantum efficiency. This is the ratio of the number of radiative recombinations (photons produced within the structure) to the number of injected carriers which is often expressed as a percentage.

**Example 6.4**

Compare the approximate radiative minority carrier lifetimes in gallium arsenide and silicon when the minority carriers are electrons injected into the p-type region which has a hole concentration of $10^{18} \text{ cm}^{-3}$. The injected electron density is small compared with the majority carrier density.

Solution: Equation (6.24) gives the radiative minority carrier lifetime $\tau_r$ as:

$$\tau_r \approx [B_r(N + P)]^{-1}$$

In the p-type region the hole concentration determines the radiative carrier lifetime as $P \gg N$. Hence:

$$\tau_r \approx [B_rN]^{-1}$$

Thus for gallium arsenide:

$$\tau_r \approx [7.21 \times 10^{-10} \times 10^{18}]^{-1}$$

$$= 1.39 \times 10^{-9}$$

$$= 1.39 \text{ ns}$$

For silicon:

$$\tau_r \approx [1.79 \times 10^{-15} \times 10^{18}]^{-1}$$

$$= 5.58 \times 10^{-4}$$

$$= 0.56 \text{ ms}$$

Thus the direct bandgap gallium arsenide has a radiative carrier lifetime factor of around $2.5 \times 10^{-6}$ less than the indirect bandgap silicon.

* The radiative minority carrier lifetime is defined as the average time that a minority carrier can exist in a free state before radiative recombination takes place.
6.3.3.2 Other radiative recombination processes

In the preceding sections, only full bandgap transitions have been considered to give radiative recombination. However, energy levels may be introduced into the bandgap by impurities or lattice defects within the material structure which may greatly increase the electron–hole recombination (effectively reduce the carrier lifetime). The recombination process through such impurity or defect centers may be either radiative or nonradiative.

Major radiative recombination processes at 300 K other than band-to-band transitions are shown in Figure 6.14. These are band to impurity center or impurity center to band, donor level to acceptor level and recombination involving isoelectronic impurities.

Hence, an indirect bandgap semiconductor may be made into a more useful electroluminescent material by the addition of impurity centers which will effectively convert it into a direct bandgap material. An example of this is the introduction of nitrogen as an impurity into gallium phosphide. In this case the nitrogen forms an isoelectronic impurity as it has the same number of valence (outer shell) electrons as phosphorus but with a different covalent radius and higher electronegativity [Ref. 1]. The nitrogen impurity center thus captures an electron and acts as an isoelectronic trap which has a large spread of momentum. This trap then attracts the oppositely charged carrier (a hole) and a direct transition takes place between the impurity center and the valence band. Hence gallium phosphide may become an efficient light emitter when nitrogen is incorporated. However, such conversion of indirect to direct bandgap transitions is only readily achieved in materials where the direct and indirect bandgaps have a small energy difference. This is the case with gallium phosphide but not with silicon or germanium.
6.3.4 Stimulated emission and lasing

The general concept of stimulated emission via population inversion was indicated in Section 6.2.3. Carrier population inversion is achieved in an intrinsic (undoped) semiconductor by the injection of electrons into the conduction band of the material. This is illustrated in Figure 6.15 where the electron energy and the corresponding filled states are shown. Figure 6.15(a) shows the situation at absolute zero when the conduction band contains no electrons. Electrons injected into the material fill the lower energy states in the conduction band up to the injection energy or the quasi-Fermi level for electrons. Since charge neutrality is conserved within the material, an equal density of holes is created in the top of the valence band by the absence of electrons, as shown in Figure 6.15(b) [Ref. 6].

Incident photons with energy \( E_g \) but less than the separation energy of the quasi-Fermi levels \( E_{q} = E_{F_c} - E_{F_v} \) cannot be absorbed because the necessary conduction band states are occupied. However, these photons can induce a downward transition of an electron from the filled conduction band states into the empty valence band states, thus stimulating the emission of another photon. The basic condition for stimulated emission is therefore dependent on the quasi-Fermi level separation energy as well as the bandgap energy and may be defined as:

\[
E_{F_c} - E_{F_v} > hf > E_g
\]  

(6.25)

However, it must be noted that we have described an ideal situation whereas at normal operating temperatures the distribution of electrons and holes is less well defined but the condition for stimulated emission is largely maintained.

Population inversion may be obtained at a p–n junction by heavy doping (degenerative doping) of both the p- and n-type material. Heavy p-type doping with acceptor impurities causes a lowering of the Fermi level or boundary between the filled and empty states into...
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Similarly, degenerative n-type doping causes the Fermi level to enter the conduction band of the material. Energy band diagrams of a degenerate p-n junction are shown in Figure 6.16. The position of the Fermi level and the electron occupation (shading) with no applied bias are shown in Figure 6.16(a). Since in this case the junction is in thermal equilibrium, the Fermi energy has the same value throughout the material. Figure 6.16(b) shows the p-n junction when a forward bias nearly equal to the bandgap voltage is applied and hence there is direct conduction. At high injection carrier density* in such a junction there exists an active region near the depletion layer that contains simultaneously degenerate populations of electrons and holes (sometimes termed doubly degenerate). For this region the condition for stimulated emission of Eq. (6.22) is satisfied for electromagnetic radiation of frequency \( E_g/h < f < (E_{F_n} - E_{F_p})/h \). Therefore, any radiation of this frequency which is confined to the active region will be amplified. In general, the degenerative doping distinguishes a p-n junction which provides stimulated emission from one which gives only spontaneous emission as in the case of the LED.

Finally, it must be noted that high impurity concentration within a semiconductor causes differences in the energy bands in comparison with an intrinsic semiconductor. These differences are particularly apparent in the degeneratively doped p-n junctions used

* This may be largely considered to be electrons injected into the p-n region because of their greater mobility.
for semiconductor lasers. For instance, at high donor-level concentrations in gallium arsenide, the donor impurity levels form a band that merges with the conduction band. These energy states, sometimes referred to as ‘bandtail’ states [Ref. 7], extend into the forbidden energy gap. The laser transition may take place from one of these states. Furthermore, the transitions may terminate on acceptor states which because of their high concentration also extend as a band into the energy gap. In this way the lasing transitions may occur at energies less than the bandgap energy $E_g$. When transitions of this type dominate, the lasing peak energy is less than the bandgap energy. Hence the effective lasing wavelength can be varied within the electroluminescent semiconductor used to fabricate the junction laser through variation of the impurity concentration. For example, the lasing wavelength of gallium arsenide may be varied between 0.85 and 0.95 $\mu$m, although the best performance is usually achieved in the 0.88 to 0.91 $\mu$m band (see Problem 6.6).

However, a further requirement of the junction diode is necessary to establish lasing. This involves the provision of optical feedback to give laser oscillation. It may be achieved by the formation of an optical cavity (Fabry–Pérot cavity, see Section 6.2.4) within the structure by polishing the end faces of the junction diode to act as mirrors. Each end of the junction is polished or cleaved and the sides are roughened to prevent any unwanted light emission and hence wasted population inversion.

The behavior of the semiconductor laser can be described by rate equations for electron and photon density in the active layer of the device. These equations assist in providing an understanding of the laser electrical and optical performance characteristics under direct current modulation as well as its potential limitations. The problems associated with high-speed direct current modulation are unique to the semiconductor laser whose major application area is that of a source within optical fiber communications.

Although the rate equations may be approached with some rigor [Ref. 8] we adopt a simplified analysis which is valid within certain constraints [Ref. 9]. In particular, the equations represent an average behavior for the active medium within the laser cavity and they are not applicable when the time period is short compared with the transit time of the optical wave in the laser cavity.* The two rate equations for electron density $n$, and photon density $\phi$, are:

$$ \frac{dn}{dt} = \frac{J}{ed} - \frac{n}{\tau_{sp}} - Cn\phi \quad (m^{-3} s^{-1}) $$ (6.26)

and:

$$ \frac{d\phi}{dt} = Cn\phi + \delta \frac{n}{\tau_{sp}} - \frac{\phi}{\tau_{ph}} \quad (m^{-3} s^{-1}) $$ (6.27)

where $J$ is the current density, in amperes per square meter, $e$ is the charge on an electron, $d$ is the thickness of the recombination region, $\tau_{sp}$ is the spontaneous emission lifetime which is equivalent to $\tau_{1}$ in Section 6.2.2, $C$ is a coefficient which incorporates the B coefficients in Section 6.2.2, $\delta$ is a small fractional value and $\tau_{ph}$ is the photon lifetime.

* Thus performance characteristics derived from these rate equations become questionable when the time scale is less than 10 ps or the modulation bandwidth is greater than 100 GHz.
The rate equations given in Eqs (6.26) and (6.27) may be balanced by taking into account all the factors which affect the numbers of electrons and holes in the laser structure. Hence, in Eq. (6.26), the first term indicates the increase in the electron concentration in the conduction band as the current flows into the junction diode. The electrons lost from the conduction band by spontaneous and stimulated transitions are provided by the second and third terms respectively. In Eq. (6.27) the first term depicts the stimulated emission as a source of photons. The fraction of photons produced by spontaneous emission which combine to the energy in the lasing mode is given by the second term. This term is often neglected, however, as $\delta$ is small. The final term represents the decay in the number of photons resulting from losses in the optical cavity.

Although these rate equations may be used to study both the transient and steady-state behavior of the semiconductor laser, we are particularly concerned with the steady-state solutions. The steady state is characterized by the left hand side of Eqs (6.26) and (6.27) being equal to zero, when $n$ and $\phi$ have nonzero values. In addition, the fields in the optical cavity which are represented by $\phi$ must build up from small initial values, and hence $d\phi/dt$ must be positive when $\phi$ is small. Therefore, setting $\delta$ equal to zero in Eq. (6.27), it is clear that for any value of $\phi$, $d\phi/dt$ will only be positive when:

$$Cn - \frac{1}{\tau_{ph}} \geq 0$$  \hspace{1cm} (6.28)

There is therefore a threshold value of $n$ which satisfies the equality of Eq. (6.28). If $n$ is larger than this threshold value, then $\phi$ can increase; however, when $n$ is smaller it cannot. From Eq. (6.28) the threshold value for the electron density $n_{th}$ is:

$$n_{th} = \frac{1}{C \tau_{ph}} \hspace{1cm} (m^{-3})$$  \hspace{1cm} (6.29)

The threshold current written in terms of its current density $J_{th}$, required to maintain $n = n_{th}$ in the steady state when $\phi = 0$, may be obtained from Eq. (6.26) as:

$$\frac{J_{th}}{ed} = \frac{n_{th}}{\tau_{sp}} \hspace{1cm} (m^{-3} s^{-1})$$  \hspace{1cm} (6.30)

Hence Eq. (6.30) defines the current required to sustain an excess electron density in the laser when spontaneous emission provides the only decay mechanism. The steady-state photon density $\phi_{s}$ is provided by substituting Eq. (6.30) in Eq. (6.26) giving:

$$0 = \frac{(J - J_{th})}{ed} - C n_{th} \phi_{s}$$

Rearranging we obtain:

$$\phi_{s} = \frac{1}{C n_{th}} \frac{(J - J_{th})}{ed} \hspace{1cm} (m^{-3})$$  \hspace{1cm} (6.31)
Substituting for \( C_{n_{th}} \) from Eq. (6.29) we can write Eq. (6.31) in the form:

\[
\phi_s = \frac{e m}{e d} (J - J_{th}) \quad (m^{-3})
\]

The photon density \( \phi_s \) cannot be a negative quantity as this is meaningless, and for \( \phi_s \) to be greater than zero the current must exceed its threshold value. Moreover, \( \phi_s \) is proportional to the amount by which \( J \) exceeds its threshold value. As each photon has energy \( hf \) it is possible to determine the optical power density in \( \text{W m}^{-2} \) by assuming that half the photons are traveling in each of two directions.

An idealized optical output power against current characteristic (also called light output against current characteristic) for a semiconductor laser is illustrated in Figure 6.17. The solid line represents the laser characteristic, whereas the dashed line is a plot of Eq. (6.32) showing the current threshold. It may be observed that the device gives little light output in the region below the threshold current which corresponds to spontaneous emission only within the structure. However, after the threshold current density is reached, the light output increases substantially for small increases in current through the device. This corresponds to the region of stimulated emission when the laser is acting as an amplifier of light.

In common with all other laser types a requirement for the initiation and maintenance of laser oscillation is that the optical gain matches the optical losses within the cavity (see Section 6.2.5). For the p-n junction or semiconductor laser this occurs at a particular photon energy within the spectrum of spontaneous emission (usually near the peak wavelength of spontaneous emission). Thus when extremely high currents are passed through the device (i.e. injection levels of around \( 10^{18} \) carriers cm\(^{-3} \)), spontaneous emission with a wide spectrum (linewidth) becomes lasing (when a current threshold is passed) and the linewidth subsequently narrows.

For strongly confined structures the threshold current density for stimulated emission \( J_{th} \) is to a fair approximation [Refs 4, 10] related to the threshold gain coefficient \( g_{th} \) for the laser cavity through:

\[
g_{th} = \beta J_{th}
\]

\[\text{(6.33)}\]
where the gain factor $\beta$ is a constant appropriate to specific devices. Detailed discussion of
the more exact relationship is given in Ref. 4.
Substituting for $g_0$ from Eq. (6.18) and rearranging we obtain:

$$J_{th} = \frac{1}{\beta} \left[ \bar{\alpha} + \frac{1}{2L} \ln \frac{1}{r_1 r_2} \right]$$  \hspace{1cm} (6.34)

Since for the semiconductor laser the mirrors are formed by a dielectric plane and are
often uncoated, the mirror reflectivities $r_1$ and $r_2$ may be calculated using the Fresnel
reflection relationship of Eq. (5.1).

Example 6.5
A GaAs injection laser has an optical cavity of length 250 $\mu$m and width 100 $\mu$m.
At normal operating temperature the gain factor $\beta$ is $21 \times 10^{-3}$ A cm$^{-3}$ and the loss
coefficient $\bar{\alpha}$ per cm is 10. Determine the threshold current density and hence the
threshold current for the device. It may be assumed that the cleaved mirrors are
uncoated and that the current is restricted to the optical cavity. The refractive index
of GaAs may be taken as 3.6.
Solution: The reflectivity for normal incidence of a plane wave on the GaAs-air
interface may be obtained from Eq. (5.1) where:

$$r_1 = r_2 = r = \left( \frac{n-1}{n+1} \right)^2$$
$$= \left( \frac{3.6-1}{3.6+1} \right)^2 \approx 0.32$$

The threshold current density may be obtained from Eq. (6.34) where:

$$J_{th} = \frac{1}{\beta} \left[ \bar{\alpha} + \frac{1}{2L} \ln \frac{1}{r_1 r_2} \right]$$
$$= \frac{1}{21 \times 10^{-3}} \left[ 10 + \frac{1}{250 \times 10^{-4}} \ln \frac{1}{0.32} \right]$$
$$= 2.65 \times 10^3$$ A cm$^{-2}$

The threshold current $I_{th}$ is given by:

$$I_{th} = J_{th} \times \text{area of the optical cavity}$$
$$= 2.65 \times 10^3 \times 250 \times 100 \times 10^{-6}$$
$$= 663 \text{ mA}$$

Therefore the threshold current for this device is 663 mA if the current flow is
restricted to the optical cavity.
As the stimulated emission minority carrier lifetime is much shorter (typically $10^{-11}$ s) than that due to spontaneous emission, further increases in input current above the threshold will result almost entirely in stimulated emission, giving a high internal quantum efficiency (50 to 100%). Also, whereas incoherent spontaneous emission has a linewidth of tens of nanometers, stimulated coherent emission has a linewidth of a nanometer or less.

### 6.3.5 Heterojunctions

The preceding sections have considered the photoemissive properties of a single p–n junction fabricated from a single-crystal semiconductor material. This is known as a homojunction. However, the radiative properties of a junction diode may be improved by the use of heterojunctions. A heterojunction is an interface between two adjoining single-crystal semiconductors with different bandgap energies. Devices which are fabricated with heterojunctions are said to have heterostructure.

Heterojunctions are classified into either an isotype (n–n or p–p) or an anisotype (p–n). The isotype heterojunction provides a potential barrier within the structure which is useful for the confinement of minority carriers to a small active region (carrier confinement). It effectively reduces the carrier diffusion length and thus the volume within the structure where radiative recombination may take place. This technique is widely used for the fabrication of injection lasers and high-radiance LEDs. Isotype heterojunctions are also extensively used in LEDs to provide a transparent layer close to the active region which substantially reduces the absorption of light emitted from the structure.

Alternatively, anisotype heterojunctions with sufficiently large bandgap differences improve the injection efficiency of either electrons or holes. Both types of heterojunction provide a dielectric step due to the different refractive indices at either side of the junction. This may be used to provide radiation confinement to the active region (i.e. the walls of an optical waveguide). The efficiency of the containment depends upon the magnitude of the step which is dictated by the difference in bandgap energies and the wavelength of the radiation.

It is useful to consider the application of heterojunctions in the fabrication of a particular device. They were first used to provide potential barriers in injection lasers. When a double-heterojunction (DH) structure was implemented, the resulting carrier and optical confinement reduced the threshold currents necessary for lasing by a factor of around 100. Thus stimulated emission was obtained with relatively small threshold currents (50 to 200 mA). The layer structure and an energy band diagram for a DH injection laser are illustrated in Figure 6.18. A heterojunction is shown either side of the active layer for laser oscillation. The forward bias is supplied by connecting a positive electrode of a supply to the p side of the structure and a negative electrode to the n side. When a voltage which corresponds to the bandgap energy of the active layer is applied, a large number of electrons (or holes) are injected into the active layer and laser oscillation commences. These carriers are confined to the active layer by the energy barriers provided by the heterojunctions which are placed within the diffusion length of the injected carriers. It may also be observed from Figure 6.18(c) that a refractive index step (usually a difference of 5 to 10%) at the heterojunctions provides radiation containment to the active layer. In effect
the active layer forms the center of a dielectric waveguide which strongly confines the electroluminescence within this region, as illustrated in Figure 6.18(c). The refractive index step shown is the same for each heterojunction, which is desirable in order to prevent losses due to lack of waveguiding which can occur if the structure is not symmetrical.
Careful fabrication of the heterojunctions is also important in order to reduce defects at the interfaces such as misfit dislocations or inclusions which cause nonradiative recombination and thus reduce the internal quantum efficiency. Lattice matching is therefore an important criterion for the materials used to form the interface. Ideally, heterojunctions should have a very small lattice parameter mismatch of no greater than 0.1%. However, it is often not possible to obtain such good lattice parameter matching with the semiconductor materials required to give emission at the desired wavelength and therefore much higher lattice parameter mismatch is often tolerated ($\approx 0.6\%$).

### 6.3.6 Semiconductor materials

The semiconductor materials used for optical sources must broadly fulfill several criteria. These are as follows:

1. **p–n junction formation.** The materials must lend themselves to the formation of p–n junctions with suitable characteristics for carrier injection.

2. **Efficient electroluminescence.** The devices fabricated must have a high probability of radiative transitions and therefore a high internal quantum efficiency. Hence the materials utilized must be either direct bandgap semiconductors or indirect bandgap semiconductors with appropriate impurity centers.

3. **Useful emission wavelength.** The materials must emit light at a suitable wavelength to be utilized with current optical fibers and detectors (0.8 to 1.7 $\mu$m). Ideally, they should allow bandgap variation with appropriate doping and fabrication in order that emission at a desired specific wavelength may be achieved.

Initial investigation of electroluminescent materials for LEDs in the early 1960s centered around the direct bandgap III–V alloy semiconductors including the binary compounds gallium arsenide (GaAs) and gallium phosphide (GaP) and the ternary gallium arsenide phosphide (GaAs$_x$P$_{1-x}$). Gallium arsenide gives efficient electroluminescence over an appropriate wavelength band (0.88 to 0.91 $\mu$m) and for the first-generation optical fiber communication systems was the first material to be fabricated into homojunction semiconductor lasers operating at low temperature. It was quickly realized that improved devices could be fabricated with heterojunction structures which through carrier and radiation confinement would give enhanced light output for drastically reduced device currents. These heterostructure devices were first fabricated using liquid-phase epitaxy (LPE) to produce GaAs$\text{Al}$_x$\text{Ga}_{1-x}$As single-heterojunction lasers. This process involves the precipitation of material from a cooling solution onto an underlying substrate. When the substrate consists of a single crystal and the lattice constant or parameter of the precipitating material is the same or very similar to that of the substrate (i.e. the unit cells within the two crystalline structures are of a similar dimension), the precipitating material forms an epitaxial layer on the substrate surface. Subsequently, the same technique was used to produce double heterojunctions consisting of Al$_x$Ga$_{1-x}$As/GaAs$\text{Al}$_x$\text{Ga}_{1-x}$As epitaxial layers, which gave continuous wave (CW) operation at room temperature [Refs 11–13]. Some of the common material systems now utilized for DH device fabrication, together with their useful wavelength ranges, are shown in Table 6.2.
The GaAs/AlGaAs DH system is the best developed and is used for fabricating both lasers and LEDs for the shorter wavelength region. The bandgap in this material may be ‘tailored’ to span the entire 0.8 to 0.9 μm wavelength band by changing the AlGa composition. Also there is very little lattice mismatch (0.017%) between the AlGaAs epitaxial layer and the GaAs substrate which gives good internal quantum efficiency. In the longer wavelength region (1.1 to 1.6 μm) a number of III–V alloys have been utilized which are compatible with GaAs, InP and GaSb substrates. These include ternary alloys such as GaAs₁₋ₓSbₓ and InₓGa₁₋ₓAs grown on GaAs.

However, although the ternary alloys allow bandgap tailoring they have a fixed lattice parameter. Therefore, quaternary alloys which allow both bandgap tailoring and control of the lattice parameter (i.e. a range of lattice parameters is available for each bandgap) appear to be of more use for the longer wavelength region. The most advanced are Inₙ₋ₓGaₓAsₓP₁₋ₓ alloys lattice matched to InP and Gaₓ₋ₙAlₓ₋ₙAsₓ₋ₙSbₓ lattice matched to GaSb. Both these material systems allow emission over the entire 0.8 to 1.7 μm wavelength band. The InGaAsP/InP material system remains the most favorable for both long-wavelength light sources and detectors. This is due to the ease of fabrication with lattice matching on InP which is also a suitable material for the active region with a bandgap energy of 1.35 eV at 300 K. Hence, InP/InGaAsP (active/confining) devices may be fabricated. Conversely, GaSb is a low-bandgap material (0.78 eV at 300 K) and the quaternary alloy must be used for the active region in the GaAlAsSb/GaSb system. Thus compositional control must be maintained for three layers in this system in order to minimize lattice mismatch in the active region, whereas it is only necessary for one layer in the InP/InGaAsP system.

A ternary substrate based on InGaAs has a lattice constant between that of GaAs and InP, and therefore this substrate is considered useful to provide for devices operating at the 1.30 μm wavelength exhibiting small size and low threshold current density [Ref. 13]. Furthermore ternary-nitride-based alloys also have an advantage over GaAs or InP-based alloys because of their better index match with silica optical fibers [Ref. 14]. These alloys

<table>
<thead>
<tr>
<th>Material systems</th>
<th>Useful wavelength range (μm)</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaAs/AlₓGa₁₋ₓAs</td>
<td>0.8–0.9</td>
<td>GaAs</td>
</tr>
<tr>
<td>GaAs/InₓGa₁₋ₓP</td>
<td>0.9</td>
<td>GaAs</td>
</tr>
<tr>
<td>AlₓGa₁₋ₓAs/AlₓGa₁₋ₓAs</td>
<td>0.65–0.9</td>
<td>GaAs</td>
</tr>
<tr>
<td>InₓGa₁₋ₓAs/InₓGa₁₋ₓP</td>
<td>0.85–1.1</td>
<td>GaAs</td>
</tr>
<tr>
<td>GaAs₁₋ₓSbₓ/AlₓGa₁₋ₓAs₁₋ₓSbₓ</td>
<td>0.9–1.1</td>
<td>GaAs</td>
</tr>
<tr>
<td>Ga₁₋ₓAlₓAs₁₋ₓSbₓ/GaSb</td>
<td>1.0–1.7</td>
<td>GaSb</td>
</tr>
<tr>
<td>InₓGa₁₋ₓAs₁₋ₓP₁₋ₓ/InP</td>
<td>0.92–1.7</td>
<td>InP</td>
</tr>
<tr>
<td>InₓGa₁₋ₓAs₁₋ₓInGaAs</td>
<td>1.3</td>
<td>InGaAs</td>
</tr>
<tr>
<td>InₓGaₓN₁₋ₓAs₁₋ₓ/GaNAs</td>
<td>1.3–1.55</td>
<td>GaAs</td>
</tr>
<tr>
<td>InₓGaₓN₁₋ₓAs₁₋ₓSbₓ/Ga₁₋ₓAlₓAs</td>
<td>1.31</td>
<td>GaAs</td>
</tr>
</tbody>
</table>
can be produced by introducing nitrogen, which reduces the bandgap sufficiently to create a new material that contains properties of GaAs (Ref. 15). For example, gallium nitride (GaN), which is used in the construction of blue lasers (Ref. 16) and hence normally operates at short wavelengths, can be extended to the 1.30 to 1.60 μm wavelength range when indium arsenide is added (Refs 17, 18). The bandgap of the resulting alloy (i.e. InGaAsN) can be tailored to emit at wavelengths in the range from 1.30 to 1.55 μm. Recently, a low-threshold CW laser using InGaNAsSb/GaNAs functioning as the active/confinement layers grown on a GaAs substrate has demonstrated emission at the wavelength around 1.50 μm (Refs 15, 19, 20). Moreover, an AlGaN/GaN-based heterostructure enables the realization of both sources and detectors for operation at 1.55 μm (Ref. 21). In addition, erbium-doped ternary nitride waveguide-based optical amplifiers (Ref. 22) may provide integration with lasers and other functional optical devices, such as optical switches, wavelength routers and detectors. Further developments, however, in relation to optical propagation loss, temperature sensitivity, polarization effects in heterostructures, carrier-induced change of the index of refraction, modulation efficiency and modulation-induced polarization effects, are required to enable the full exploitation of the ternary-nitride-based alloys (Ref. 22).

### 6.4 The semiconductor injection laser

The electroluminescent properties of the forward-biased p-n junction diode have been considered in the preceding sections. Stimulated emission by the recombination of the injected carriers is encouraged in the semiconductor injection laser (also called the injection laser diode (ILD) or simply the injection laser) by the provision of an optical cavity in the crystal structure in order to provide the feedback of photons. This gives the injection laser several major advantages over other semiconductor sources (e.g. LEDs) that may be used for optical communications. These are as follows:

1. High radiance due to the amplifying effect of stimulated emission. Injection lasers will generally supply milliwatts of optical output power.
2. Narrow linewidth on the order of 1 nm (10 Å) or less which is useful in minimizing the effects of material dispersion.
3. Modulation capabilities which at present extend up into the gigahertz range and will undoubtedly be improved upon.
4. Relative temporal coherence which is considered essential to allow heterodyne (coherent) detection in high-capacity systems, but at present is primarily of use in single-mode systems.
5. Good spatial coherence which allows the output to be focused by a lens into a spot which has a greater intensity than the dispersed unfocused emission. This permits efficient coupling of the optical output power into the fiber even for fibers with low numerical aperture. The spatial fold matching to the optical fiber which may be obtained with the laser source is not possible with an incoherent emitter and, consequently, coupling efficiencies are much reduced.
These advantages, together with the compatibility of the injection laser with optical fibers (e.g. size), led to the early developments of the device in the 1960s. Early injection lasers had the form of a Fabry–Pérot cavity often fabricated in gallium arsenide which was the major III–V compound semiconductor with electroluminescent properties at the appropriate wavelength for first-generation systems. The basic structure of this homojunction device is shown in Figure 6.19, where the cleaved ends of the crystal act as partial mirrors in order to encourage stimulated emission in the cavity when electrons are injected into the p-type region. However, as mentioned previously these devices had a high threshold current density (greater than $10^4 \text{ A cm}^{-2}$) due to their lack of carrier containment and proved inefficient light sources. The high current densities required dictated that these devices when operated at 300 K were largely utilized in a pulsed mode in order to minimize the junction temperature and thus avert damage.

Improved carrier containment and thus lower threshold current densities (around $10^3 \text{ A cm}^{-2}$) were achieved using heterojunction structures (see Section 6.3.5). The DH injection laser fabricated from lattice-matched III–V alloys provided both carrier and optical confinement on both sides of the p-n junction, giving the injection laser a greatly enhanced performance. This enabled these devices with the appropriate heat sinking to be operated in a CW mode at 300 K with obvious advantages for optical communications (e.g. analog transmission). However, in order to provide reliable CW operation of the DH injection laser it was necessary to provide further carrier and optical confinement which led to the introduction of stripe geometry DH laser configurations. Prior to discussion of this structure, however, it is useful to consider the efficiency of the semiconductor injection laser as an optical source.

### 6.4.1 Efficiency

There are a number of ways in which the operational efficiency of the semiconductor laser may be defined. A useful definition is that of the differential external quantum efficiency $\eta_0$, which is the ratio of the increase in photon output rate for a given increase in the number of injected electrons. If $P_e$ is the optical power emitted from the device, $I$ is the current, $e$ is the charge on an electron and $h\nu$ is the photon energy, then:
The semiconductor injection laser

\[ \eta_D = \frac{dP_e/h\nu}{dI/e} = \frac{dP_e}{d(E_g)} \]  

(6.35)

where \( E_g \) is the bandgap energy expressed in eV. It may be noted that \( \eta_D \) gives a measure of the rate of change of the optical output power with current and hence defines the slope of the output characteristic (Figure 6.17) in the lasing region for a particular device. Hence \( \eta_D \) is sometimes referred to as the slope quantum efficiency. For a CW semiconductor laser it usually has values in the range 40 to 60%. Alternatively, the internal quantum efficiency of the semiconductor laser \( \eta_i \), which was defined in Section 6.3.3.1 as:

\[ \eta_i = \frac{1}{1 + (2\alpha L/\ln(1/r_1r_2))} \]  

(6.37)

may be quite high with values usually in the range 50 to 100%. It is related to the differential external quantum efficiency by the expression [Ref. 4]:

\[ \eta_D = \eta_i \left[ \frac{1}{1 + (2\alpha L/\ln(1/r_1r_2))} \right] \]  

Another parameter is the total efficiency (external quantum efficiency) \( \eta_T \) which is defined as:

\[ \eta_T = \frac{\text{total number of output photons}}{\text{total number of injected electrons}} \]  

(6.38)

\[ \eta_T = \frac{P_e}{I/e} = \frac{P_e}{I E_g} \]  

(6.39)

As the power emitted \( P_e \) changes linearly when the injection current \( I \) is greater than the threshold current \( I_{th} \), then:

\[ \eta_T \approx \eta_D \left( 1 - \frac{I_{th}}{I} \right) \]  

(6.40)

For high injection current (e.g. \( I = 5I_{th} \)) then \( \eta_T \approx \eta_D \), whereas for lower currents (\( I = 2I_{th} \)) the total efficiency is lower and around 15 to 25%.

The external power efficiency of the device (or device efficiency) \( \eta_{ep} \) in converting electrical input to optical output is given by:

\[ \eta_{ep} = \frac{P_e}{P} \times 100 = \frac{P_e}{I V} \times 100\% \]  

(6.41)

where \( P = IV \) is the d.c. electrical input power.
Using Eq. (6.39) for the total efficiency we find:

\[ \eta_{ep} = \eta_T \left( \frac{E_2}{V} \right) \times 100\% \]  

(6.42)

**Example 6.6**

The total efficiency of an injection laser with a GaAs active region is 18%. The voltage applied to the device is 2.5 V and the bandgap energy for GaAs is 1.43 eV. Calculate the external power efficiency of the device.

Solution: Using Eq. (6.42), the external power efficiency is given by:

\[ \eta_{ep} = 0.18 \left( \frac{1.43}{2.5} \right) \times 100 \approx 10\% \]

This result indicates the possibility of achieving high overall power efficiencies from semiconductor lasers which are much larger than for other laser types.

### 6.4.2 Stripe geometry

The DH laser structure provides optical confinement in the vertical direction through the refractive index step at the heterojunction interfaces, but lasing takes place across the whole width of the device. This situation is illustrated in Figure 6.20 which shows the broad-area DH laser where the sides of the cavity are simply formed by roughening the

![Figure 6.20](image-url)  
**Figure 6.20** A broad-area GaAs/AlGaAs DH injection laser
edges of the device in order to reduce unwanted emission in these directions and limit the number of horizontal transverse modes. However, the broad emission area creates several problems including difficult heat sinking, lasing from multiple filaments in the relatively wide active area and unsuitable light output geometry for efficient coupling to the cylindrical fibers.

To overcome these problems while also reducing the required threshold current, laser structures in which the active region does not extend to the edges of the device were developed. A common technique involved the introduction of stripe geometry to the structure to provide optical containment in the horizontal plane. The structure of a DH stripe contact laser is shown in Figure 6.21 where the major current flow through the device and hence the active region is within the stripe. Generally, the stripe is formed by the creation of high-resistance areas on either side by techniques such as proton bombardment [Ref. 11] or oxide isolation [Ref. 12]. The stripe therefore acts as a guiding mechanism which overcomes the major problems of the broad-area device. However, although the active area width is reduced the light output is still not particularly well collimated due to isotropic emission from a small active region and diffraction within the structure. The optical output and far-field emission pattern are also illustrated in Figure 6.21. The output beam divergence is typically 45° perpendicular to the plane of the junction and 9° parallel to it. Nevertheless, this is a substantial improvement on the broad-area laser.

The stripe contact device also gives, with the correct balance of guiding, single transverse (in a direction parallel to the junction plane) mode operation, whereas the broad-area device tends to allow multimode operation in this horizontal plane. Numerous stripe geometry laser structures have been investigated with stripe widths ranging from 2 to 65 μm, and the DH stripe geometry structure has been widely utilized for optical fiber communications. Such structures have active regions which are planar and continuous.
Hence the stimulated emission characteristics of these injection lasers are determined by the carrier distribution (which provides optical gain) along the junction plane. The optical mode distribution along the junction plane is, however, decided by the optical gain and therefore these devices are said to be gain-guided laser structures (see Section 6.5.1). In addition, ridge waveguide laser diodes (see Section 6.5.2) with stripe widths of 5, 10 and 20 $\mu$m and lengths ranging from 400 to 1500 $\mu$m have also been reported [Refs 19, 23].

### 6.4.3 Laser modes

The typical output spectrum for a broad-area injection laser is shown in Figure 6.22(a). It does not consist of a single wavelength output but a series of wavelength peaks corresponding to different longitudinal (in the plane of the junction, along the optical cavity) modes within the structure. As indicated in Section 6.2.4, the spacing of these modes is dependent on the optical cavity length as each one corresponds to an integral number of lengths. They are generally separated by a few tenths of a nanometer, and the laser is said to be a multimode device. However, Figure 6.22(a) also indicates some broadening of the longitudinal mode peaks due to subpeaks caused by higher order horizontal transverse modes.* These higher order lateral modes may exist in the broad-area device due to the

* Tranverse modes in the plane of the junction are often called lateral modes, transverse modes being reserved for modes perpendicular to the junction plane.
unrestricted width of the active region. The correct stripe geometry inhibits the occurrence of the higher order lateral modes by limiting the width of the optical cavity, leaving only a single lateral mode which gives the output spectrum shown in Figure 6.22(b) where only the longitudinal modes may be observed. This represents the typical output spectrum for a good multimode injection laser.

6.4.4 Single-mode operation

For single-mode operation, the optical output from a laser must contain only a single longitudinal and single transverse mode. Hence the spectral width of the emission from the single-mode device is far smaller than the broadened transition linewidth discussed in Section 6.2.4. It was indicated that an inhomogeneously broadened laser can support a number of longitudinal and transverse modes simultaneously, giving a multimode output. Single transverse mode operation, however, may be obtained by reducing the aperture of the resonant cavity such that only the TEM<sub>00</sub> mode is supported. To obtain single-mode operation it is then necessary to eliminate all but one of the longitudinal modes.

One method of achieving single longitudinal mode operation is to reduce the length \( L \) of the cavity until the frequency separation of the adjacent modes given by Eq. (6.14) as \( \Delta f = c/(2nL) \) is larger than the laser transition linewidth or gain curve. Then only the single mode which falls within the transition linewidth can oscillate within the laser cavity. However, it is clear that rigid control of the cavity parameters is essential to provide the mode stabilization necessary to achieve and maintain this single-mode operation.

The structures required to give mode stability are discussed with regard to the multimode injection laser in Section 6.5 and similar techniques can be employed to produce a laser emitting a single longitudinal and transverse mode. For example, the correct DH structure will restrict the vertical width of the waveguiding region to less than 0.4 \( \mu \)m allowing only the fundamental transverse mode to be supported and removing any interference of the higher order transverse modes on the emitted longitudinal modes.

The lateral modes (in the plane of the junction) may be confined by the restrictions on the current flow provided by the stripe geometry. In general, only the lower order modes are excited, which appear as satellites to each of the longitudinal modes. However, as will be discussed in Section 6.5.1, stripe contact devices often have instabilities and strong nonlinearities (e.g. kinks) in their light output against current characteristics. Tight current confinement as well as good waveguiding are therefore essential in order to achieve only the required longitudinal modes which form between the mirror facets in the plane of the junction. Finally, as indicated above, single-mode operation may be obtained through control of the optical cavity length such that only a single longitudinal mode falls within the gain bandwidth of the device. Figure 6.23 shows a typical output spectrum for a single-mode device.

However, injection lasers with short cavity lengths (around 50 \( \mu \)m) are difficult to handle and have not been particularly successful. Nevertheless, such devices, together with the major alternative structures which provide single-mode operation, are dealt with in Section 6.6 under the title of single-frequency injection lasers.
6.5 Some injection laser structures

6.5.1 Gain-guided lasers

Fabrication of multimode injection lasers with a single or small number of lateral modes is achieved by the use of stripe geometry. These devices are often called gain-guided lasers as indicated in Section 6.4.2. The constriction of the current flow to the stripe is realized in the structure either by implanting the regions outside the stripe with protons (proton-isolated stripe) to make them highly resistive, or by oxide or p–n junction isolation. The structure for an aluminum gallium arsenide oxide isolated stripe DH laser was shown in Figure 6.21. It has an active region of gallium arsenide bounded on both sides by aluminum gallium arsenide regions. This technique has been widely applied, especially for multimode laser structures used in the shorter wavelength region. The current is confined by etching a narrow stripe in a silicon dioxide film.

Two other basic techniques for the fabrication of gain-guided laser structures are illustrated in Figure 6.24(a) and (b) which show the proton-isolated stripe and the p–n junction isolated stripe structures respectively. In Figure 6.24(a) the resistive region formed by the proton bombardment gives better current confinement than the simple oxide stripe and has superior thermal properties due to the absence of the silicon dioxide layer; p–n junction isolation involves a selective diffusion through the n-type surface region in order to reach the p-type layers, as illustrated in Figure 6.24(b). None of these structures confines all the radiation and current to the stripe region and spreading occurs on both sides of the stripe. With stripe widths of 10 μm or less, such planar stripe lasers provide highly efficient coupling into multimode fibers, but significantly lower coupling efficiency is achieved into small-core-diameter single-mode fibers.

The optical output power against current characteristic for the ideal semiconductor laser was illustrated in Figure 6.17. However, with certain practical laser diodes the
characteristic is not linear in the simulated emission region, but exhibits kinks. This phenomenon is particularly prevalent with gain-guided injection laser devices. The kinks may be classified into two broad categories.

The first type of kink results from changes in the dominant lateral mode of the laser as the current is changed. The output characteristic for laser A in Figure 6.25(a) illustrates this type of kink where lasing from the device changes from the fundamental lateral mode to a higher order lateral mode (second order) in a current region corresponding to a change in slope. The second type of kink involves a ‘spike’, as observed for laser B of Figure 6.25(a). These spikes have been shown to be associated with filamentary behavior within the active region of the device [Ref. 4]. The filaments result from defects within the crystal structure.

Both these mechanisms affect the near- and far-field intensity distributions (patterns) obtained from the laser. A typical near-field intensity distribution corresponding to a single optical output power level in the plane of the junction is shown in Figure 6.25(b). As this distribution is in the lateral direction, it is determined by the nature of the lateral waveguide. The single intensity maximum shown indicates that the fundamental lateral mode is dominant. To maintain such a near-field pattern the stripe geometry of the device is important. In general, relatively narrow stripe devices (< 10 μm) formed by a planar process allow the fundamental lateral mode to dominate. This is especially the case at low power levels where near-field patterns similar to Figure 6.25(b) may be obtained.

Although gain-guided lasers are commercially available for operation in both the shorter wavelength range (using GaAs active regions) and the longer wavelength range (using InGaAsP active regions) they exhibit several undesirable characteristics. A part from the nonlinearities in the light output versus current characteristics discussed above, gain-guided injection lasers have relatively high threshold currents (100 to 150 mA) as well as low differential quantum efficiency [Ref. 24]. These effects are primarily caused

Figure 6.24: Schematic representation of structures for stripe geometry injection lasers: (a) proton-isolated stripe GaAs/AlGaAs laser; (b) p–n junction isolated (diffused planar stripe) GaAs/AlGaAs laser
by the small carrier-induced refractive index reduction within the devices which results in
the movement of the optical mode along the junction plane. The problems can be greatly
reduced by introducing some real refractive index variation into the lateral structure of the
laser such that the optical mode along the junction plane is essentially determined by the
device structure.

6.5.2 Index-guided lasers

The drawbacks associated with the gain-guided laser structures were largely overcome
through the development of index-guided injection lasers. In some such structures with
weak index guiding, the active region waveguide thickness is varied by growing it over a
channel or ridge in the substrate. A ridge is produced above the active region and the sur-
rounding areas are etched close to it (i.e. within 0.2 to 0.3 μm). Insulating coatings on
these surrounding areas confine the current flow through the ridge and active stripe while
the edges of the ridge reflect light, guiding it within the active layer, and thus forming a
waveguide. Hence in the ridge waveguide laser shown in Figure 6.26(a), the ridge not only
provides the location for the weak index guiding but also acts as the narrow current-
confining stripe [Ref. 25]. These devices have been fabricated to operate at various wave-
lengths with a single lateral mode, and room temperature CW threshold currents as low as
18 mA with output powers of 25 mW have been reported [Ref. 26]. More typically, the
threshold currents for such weakly index-guided structures are in the range 40 to 60 mA,
as illustrated in Figure 6.26(b) which compares a light output versus current characteristic
for a ridge waveguide laser with that of an oxide stripe gain-guided device.

Alternatively, the application of a uniformly thick, planar active waveguide can be
achieved through lateral variations in the confinement layer thickness or the refractive

Figure 6.25 (a) The light output against current characteristic for an injection laser
with nonlinearities or a kink in the stimulated emission region. (b) A typical near-field
intensity distribution (pattern) in the plane of the junction for an injection laser
Some injection laser structures

The inverted-rib waveguide device (sometimes called plano-convex waveguide) illustrated in Figure 6.26(c) is an example of this structure. However, room temperature CW threshold currents are between 70 and 90 mA with output powers of around 20 mW for InGaAsP devices operating at a wavelength of 1.3 \( \mu \text{m} \) [Ref. 27].

**Figure 6.26** Index-guided lasers: (a) ridge waveguide injection laser structures; (b) light output versus current characteristic for (a) compared with that of an oxide stripe (gain-guided) laser; (c) rib (plano-convex) waveguide injection laser structure
Strong index guiding along the junction plane can provide improved transverse mode control in injection lasers. This can be achieved using a buried heterostructure (BH) device in which the active volume is completely buried in a material of wider bandgap and lower refractive index [Refs 28, 29]. The structure of a BH laser is shown in Figure 6.27(a). The optical field is well confined in both the transverse and lateral directions within these lasers, providing strong index guiding of the optical mode together with good carrier confinement. Confinement of the injected current to the active region is obtained through the reverse-biased junctions of the higher bandgap material. It may be observed from Figure 6.27 that the higher bandgap, low refractive index confinement material is AlGaAs for GaAs lasers operating in the 0.8 to 0.9 \( \mu \text{m} \) wavelength range, whereas it is InP in InGaAsP devices operating in the 1.1 to 1.6 \( \mu \text{m} \) wavelength range.

A wide variety of BH laser configurations are commercially available offering both multimode and single-mode operation. In general, the lateral current confinement provided by these devices leads to lower threshold currents (10 to 20 mA) than may be obtained with either weakly index-guided or gain-guided structures. A more complex structure called the double-channel planar buried heterostructure (DCPBH) laser is illustrated in Figure 6.27(b) [Ref. 30]. This device, which has a planar InGaAsP active region, provides very high-power operation with CW output powers up to 40 mW in the longer wavelength region. Room temperature threshold currents are in the range 15 to 20 mA.
for both 1.3 μm and 1.55 μm emitting devices [Ref. 31]. Lateral mode control may be achieved by reducing the dimension of the active region, with a cross-sectional area of 0.3 μm² being required for fundamental mode operation [Ref. 24].

Parasitic capacitances resulting from the use of the reverse-biased current confinement layers can reduce the high-speed modulation capabilities of BH lasers. However, this problem has been overcome through either the regrowth of semi-insulating material [Ref. 21] or the deposition of a dielectric material [Ref. 33]. Using these techniques, modulation speeds in excess of 20 GHz have been achieved which are limited by the active region rather than the parasitic capacitances [Ref. 29].

6.5.3 Quantum-well lasers

DH lasers have also been fabricated with very thin active layer thicknesses of around 10 nm instead of the typical range for conventional DH structures of 0.1 to 0.3 μm. The carrier motion normal to the active layer in these devices is restricted, resulting in a quantization of the kinetic energy into discrete energy levels for the carriers moving in that direction. This effect is similar to the well-known quantum mechanical problem of a one-dimensional potential well [Ref. 24] and therefore these devices are known as quantum-well lasers. In this structure the thin active layer causes drastic changes to the electronic and optical properties in comparison with a conventional DH laser. These changes are due to the quantized nature of the discrete energy levels with a step-like density of states which differs from the continuum normally obtained. Hence, quantum-well lasers exhibit an inherent advantage over conventional DH devices in that they allow high gain at low carrier density, thus providing the possibility of significantly lower threshold currents.

Both single-quantum-well (SQW), corresponding to a single active region, and multiquantum-well (MQW), corresponding to multiple active regions, lasers are utilized [Ref. 24]. In the latter structure, the layers separating the active regions are called barrier layers. Energy band diagrams for the active regions of these structures are displayed in Figure 6.28. It may be observed in Figure 6.28(c) that when the bandgap energy of the barrier layer differs from the cladding layer in an MQW device, it is usually referred to as a modified multiquantum-well laser [Ref. 34].

Better confinement of the optical mode is obtained in MQW lasers in comparison with SQW lasers, resulting in a lower threshold current density for these devices. A substantial amount of experimental work has been carried out on MQW lasers using the AlGaAs/GaAs material system. It has demonstrated the superior characteristics of MQW devices over conventional DH lasers in relation to lower threshold currents, narrower linewidths, higher modulation speeds, lower frequency chirp and less temperature dependence (see Section 6.7.1) [Ref. 29].

6.5.4 Quantum-dot lasers

More recently, quantum-well lasers have been developed in which the device contains a single discrete atomic structure or so-called quantum dot (QD) [Ref. 35]. Quantum dots are small elements that contain a tiny droplet of free electrons forming a quantum-well structure. Hence a QD laser is also referred to as a dot-in-a-well device [Ref. 36]. They are
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Fabricated using semiconductor crystalline materials and have typical dimensions between nanometers and a few microns. The size and shape of these structures and therefore the number of electrons they contain may be precisely controlled such that a QD can have anything from a single electron to several thousand electrons. Theoretical treatment of QDs indicates that they do not suffer from thermal broadening and their threshold current is also temperature insensitive [Ref. 37]. If the conventional injection laser diode is regarded as three dimensional and a quantum well (i.e. an SQW where an array of SQWs forms an MQW structure) is confined to two dimensions, then the QD structure can be considered to be zero dimensional. It should be noted, however, that the single dimensional structure forms a quantum wire or dash.

The above hierarchy is illustrated in Figure 6.29 which identifies four different possible structures for the semiconductor laser with their corresponding energy responses with respect to carrier densities shown underneath. The three-dimensional structure of the

---

**Figure 6.28** Energy band diagrams showing various types of quantum-well structure: (a) single quantum well; (b) multiquantum well; (c) modified multiquantum well

fabricated using semiconductor crystalline materials and have typical dimensions between nanometers and a few microns. The size and shape of these structures and therefore the number of electrons they contain may be precisely controlled such that a QD can have anything from a single electron to several thousand electrons. Theoretical treatment of QDs indicates that they do not suffer from thermal broadening and their threshold current is also temperature insensitive [Ref. 37]. If the conventional injection laser diode is regarded as three dimensional and a quantum well (i.e. an SQW where an array of SQWs forms an MQW structure) is confined to two dimensions, then the QD structure can be considered to be zero dimensional. It should be noted, however, that the single dimensional structure forms a quantum wire or dash.

The above hierarchy is illustrated in Figure 6.29 which identifies four different possible structures for the semiconductor laser with their corresponding energy responses with respect to carrier densities shown underneath. The three-dimensional structure of the
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Conventional injection laser diode on the left displays an exponential variation in the density of states for the charge carriers. An SQW structure exhibits two dimensions (i.e. length and height) where the corresponding energy representation is shown in Figure 6.29 by a staircase response in the carrier density of states. However, when this structure is reduced to one dimension (i.e. length only) it displays a sharp rise and an exponential fall in the carrier density variation. Since this one-dimensional quantum-well structure is confined to only the device length, then, in general, it appears as a long wire and hence it is known as a quantum wire. The zero-dimensional (i.e. single-point) structure shown on the right of Figure 6.29, however, corresponds to a single QD which results in an impulse response for the variation in the charge carrier density with increasing number of carriers.

The size and shape of the structure for a QD laser can be altered as required during the fabrication process [Ref. 38]. For example, in fabrication arrays of QDs can be formed on a GaAs substrate with different shapes being produced. Shapes such as the cube, circular disk, cylinder, pyramid or truncated pyramid can be created from self-organized crystalline growth of InGaAs material on the GaAs substrate [Ref. 39]. Each of these crystal shapes possesses different material characteristics (i.e. elasticity, stress, strain distribution, etc.) and therefore their different shapes and sizes produce a varying impact on the operation of the QD laser (i.e. emission wavelength, polarization and operating temperature) [Ref. 40]. By contrast, regularity of size and shape in an array improves the control of the QD device lasing frequency and intensity.

One of the important features of the QD laser is its very low-threshold current density. For example, low-threshold current densities between 6 and 20 A cm\(^{-2}\) have been obtained with InAs/InGaAs QD lasers emitting at the wavelengths of 1.3 \(\mu\)m and 1.5 \(\mu\)m [Refs 37, 41, 42]. These low values of threshold current density make it possible to create stacked or cascaded QD structures thus providing high optical gain suitable for the short-cavity transmitters and vertical cavity surface-emitting lasers (see Section 6.6.2). Despite the potential benefits of QD technology, issues remain in relation to materials technology and in the design and fabrication techniques to facilitate the large-scale production of QD devices [Refs 38, 43].

**Figure 6.29** Schematic illustration and density states for semiconductor lasers. From left to right: conventional injection laser diode; multiple quantum wells; array of quantum wires; an array of quantum dots. Shown underneath each of these illustrations is the corresponding density of states for each type of laser structure.
6.6 Single-frequency injection lasers

Although the structures described in Section 6.5 provide control of the lateral modes of the laser, the Fabry–Pérot cavity formed by the cleaved laser mirrors may allow several longitudinal modes to exist within the gain spectrum of the device (see Section 6.4.3). Nevertheless, such injection laser structures will provide single longitudinal mode operation, even though the mode discrimination obtained from the gain spectrum is often poor. However, improved longitudinal mode selectivity can be achieved using structures which give adequate loss discrimination between the desired mode and all of the unwanted modes of the laser resonator. It was indicated in Section 6.4.4 that such mode discrimination could be obtained by shortening the laser cavity. This technique has met with only limited success [Ref. 29] and therefore alternative structures have been developed to give the necessary electrical and optical containment to allow stable single longitudinal mode operation.

Longitudinal mode selectivity may be improved through the use of frequency-selective feedback so that the cavity loss is different for the various longitudinal modes. Devices which employ this technique to provide single longitudinal mode operation are often referred to as single-frequency or dynamic single-mode (DSM) lasers [Refs 44, 45]. Such lasers are of increasing interest not only to reduce fiber intramodal dispersion within high-speed systems, but also for the provision of suitable sources for coherent optical transmission (see Chapter 13). Strategies which have proved successful in relation to single-frequency operation are the use of short-cavity resonators, coupled cavity resonators and distributed feedback.

6.6.1 Short- and coupled-cavity lasers

It was suggested in Section 6.4.4 that a straightforward method for increasing the longitudinal mode discrimination of an injection laser is to shorten the cavity length; shortening from, say, 250 to 25 μm will have the effect of increasing the mode spacing from 1 to 10 nm. The peak of the gain curve can then be adjusted to provide the desired single-mode operation. Conventional cleaved mirror structures are, however, difficult to fabricate with cavity lengths below 50 μm and therefore configurations employing resonators, either microcleaved [Ref. 46] or etched [Ref. 47], have been utilized. Such resonators form a short cavity of length 10 to 20 μm in a direction normal to the active region providing stable single-frequency operation.

Multiple-element resonators or resonators with distributed reflectors also give a loss mechanism with a frequency dependence which is strong enough to provide single-frequency oscillation under most operating conditions. Mode selectivity in such a coupled-cavity laser is obtained when the longitudinal modes of each Fabry–Pérot cavity coincide and therefore constitute the longitudinal modes of the coupled system for which both cavities are in resonance. One example of a three-mirror resonator shown in Figure 6.30(a) uses a graded index (GRIN) rod lens (see Section 5.5.1) to enhance the coupling to an external mirror [Ref. 48].

An alternative approach is illustrated in Figure 6.30(b) in which two active laser sections are separated by a gap of approximately a single wavelength. When the gap is
obtained by recleaving a finished laser chip into two partially attached segments it yields the cleaved-coupled-cavity ($C^3$) laser [Ref. 49]. This four-mirror resonator device has provided dynamic single-mode operation with side mode suppression ratios of several thousand being achieved through control of the magnitudes and the relative phases of the two injection currents, as well as the temperature [Ref. 50]. A nother attribute of the $C^3$ device
is that its single-frequency emission can be tuned discretely over a range of some 26 nm by varying the current through one section [Ref. 24]. This tunability, which occurs through mode jumps of around 2 nm each, is discussed further in Section 6.10.

### 6.6.2 Distributed feedback lasers

An elegant approach to single-frequency operation which has found widespread application involves the use of distributed resonators, fabricated into the laser structure to give integrated wavelength selectivity. The structure which is employed is the distributed Bragg diffraction grating which provides periodic variation in refractive index in the laser heterostructure waveguide along the direction of wave propagation so that feedback of optical energy is obtained through Bragg reflection (see Section 11.4.3) rather than by the usual cleaved mirrors. Hence the corrugated grating structure shown in Figure 6.31(a) determines the wavelength of the longitudinal mode emission instead of the Fabry-Pérot gain curve shown in Figure 6.31(b). When the period of the corrugation is equal to \( l \lambda_B/2n_e \), where \( l \) is the integer order of the grating, \( \lambda_B \) is the Bragg wavelength and \( n_e \) is the effective refractive index of the waveguide, then only the mode near the Bragg wavelength \( \lambda_B \) is reflected constructively (i.e. Bragg reflection). Therefore, as may be observed in Figure 6.31(a), this particular mode will lase while the other modes exhibiting higher losses are suppressed from oscillation.

It should be noted that first-order gratings (i.e. \( l = 1 \)) provide the strongest coupling within the device. Nevertheless, second-order gratings are sometimes used as their larger spatial period eases fabrication.

From the viewpoint of device operation, semiconductor lasers employing the distributed feedback mechanism can be classified into two broad categories, referred to as the distributed feedback (DFB) laser [Ref. 51] and the distributed Bragg reflector (DBR) laser [Ref. 52]. These two device structures are shown schematically in Figure 6.32. In the DFB

![Figure 6.31 Illustration showing the single-frequency operation of (a) the distributed feedback (DFB) laser in comparison with (b) the Fabry–Pérot laser](image-url)
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Laser the optical grating is usually applied over the entire active region which is pumped, whereas in the DBR laser the grating is etched only near the cavity ends and hence distributed feedback does not occur in the central active region. The unpumped corrugated end regions effectively act as mirrors whose reflectivity results from the distributed feedback mechanism which is therefore dependent on wavelength. In addition, this latter device displays the advantage of separating the perturbed regions from the active region but proves somewhat lossy due to optical absorption in the unpumped distributed reflectors. It should be noted that in Figure 6.32 the grating is shown in a passive waveguide layer adjacent to the active gain region for both device structures. This structure has evolved as a result of the performance deterioration with earlier devices (at temperatures above 80 K) in which the corrugations were applied directly to the active layer [Ref. 53].

Both DBR and DFB lasers are used to provide single-frequency semiconductor optical sources. Any of the semiconductor laser structures discussed in Section 6.5 can be employed to fabricate a DFB laser after etching a grating into an appropriate cladding layer adjacent to the active layer. The grating period is determined by the desired emission frequency from the structure following the Bragg condition (see Section 11.4.3). In particular, DFB BH lasers have been developed in many laboratories, which exhibit low threshold currents (10 to 20 mA), high modulation speeds (several Gbit s⁻¹) and output powers comparable with Fabry–Pérot devices with similar BH geometries [Refs 24, 29, 54]. The structure and the light output against current characteristic for a low-threshold-current DFB BH laser operating at a wavelength of 1.55 μm is displayed in Figure 6.33 [Ref. 55].

A substantial change in the output characteristic with increasing temperature may be observed for this separate confinement DH device (see Section 6.7.1).

In theory, when considering a DFB laser with both end facets antireflection (AR) coated (see Figure 6.31(a)), the two modes located symmetrically on either side of the Bragg wavelength will experience the same lowest threshold gain within an ideal symmetrical structure and will therefore lase simultaneously. However, in practice, the randomness associated with the cleaving process creates different end phases, thus removing the
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Degeneracy of the modal gain and providing only single-mode operation. Moreover, facet asymmetry can be increased by placing a high-reflection coating on one end facet and a low-reflection coating on the other (known as the hi–lo structure) in order to improve the power output for single-frequency operation [Ref. 29].

Another technique to improve the performance of the DFB laser is to modify the grating at a central point to introduce an additional optical phase shift, typically a quarter wavelength or less [Refs 56, 57]. Such a device is shown in Figure 6.34 which illustrates the structure of an InGaAsP/InP double-channel planar DFB BH laser with a quarter-wavelength-shifted first-order grating [Ref. 58]. This structure, which provides excellent,

Figure 6.33 DFB BH laser with a window structure: (a) structure; (b) light output against current characteristics for various temperatures under CW operation. Reprinted with permission from S. Tsuji, A. Ohishi, H. Nakamura, M. Hirao, N. Chinone and H. Matsumura, ‘Low threshold operation of 1.5 μm DFB laser diodes’, *J. Lightwave Technol.*, **LT-5**, p. 822, 1987. Copyright © 1987 IEEE.

Figure 6.34 Quarter-wavelength-shifted double-channel planar DFB BH laser
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stable, single-frequency operation, incorporates a $\pi/2$ phase shift (equivalent to one-quarter wavelength) in the corrugation at the center of the laser cavity with both end facets AR coated. The threshold gain and the mode frequency (relative to the Bragg wavelength) for the device as the phase shift is varied from 0 to $\pi/2$ is shown in Figure 6.35. It may be observed that the lowest threshold gain for the central mode (at $\lambda_0$) is obtained precisely at the Bragg wavelength when the phase shift is $\pi/2$. Furthermore, the gain difference between the central mode and the nearest side mode (at $\lambda_1$) has the largest value at this phase shift.

The performance of the quarter-wavelength-shifted DFB laser is superior to that of the conventional DFB structure because the large gain difference between the central mode and the side modes gives improved dynamic single-mode stability with negligible mode partition noise (see Section 6.7.4) at multigigabit per second modulation speeds [Ref. 58]. In addition, narrow linewidths of around 3 MHz ($=2 \times 10^{-5}$ nm) have been obtained under CW operation [Ref. 29], which is substantially less than the typical 100 MHz ($=6 \times 10^{-4}$ nm) linewidth associated with the Fabry–Pérot injection laser. Linewidth narrowing is achieved within such DFB lasers by detuning the lasing wavelength towards the shorter wavelength side of the gain peak (i.e. towards $\lambda_1$ in Figure 6.35) in order to increase the differential gain between the central mode and the nearest side mode ($\lambda_1$ in Figure 6.35). This strategy is sometimes referred to as Bragg wavelength detuning.

6.6.3 Vertical cavity surface-emitting lasers

The vertical cavity surface-emitting laser (VCSEL, pronounced ‘vixel’) emits a coherent optical signal perpendicular to the device substrate. In comparison with edge-emitting
lasers, the VCSEL structure is somewhat different since a short vertical cavity is formed by the surfaces of epitaxial layers and the optical output is taken from one of the mirror surfaces [Ref. 59]. Figure 6.36 illustrates the structure of a typical VCSEL where a Fabry–Pérot active cavity consisting of MQW material is sandwiched between two mirrors each formed by multilayered DBR mirrors. The top surface DBR mirror comprising p-type material possesses low facet reflectivity as compared with the n-type DBR mirror at the bottom of the device. The number of Bragg gratings determines the amount of facet reflectivity and it generally requires between 10 and 30 Bragg grating periods to develop satisfactory facet reflectivity for the top or bottom DBR mirrors where the particular grating number depends upon the specific semiconductor material composition.

The top and bottom surface DBR mirrors in Figure 6.36 form a p–n junction laser diode where the arrows emerging from the top contact into the active cavity region represent the flow of electric current from the top to bottom surfaces. Therefore an optical signal at the resonant wavelength can be emitted from this p–n junction to the surface of the VCSEL while the active cavity region shown by the circular dotted arrowed line in Figure 6.36 provides for further buildup of optical power in a similar manner to a conventional semiconductor laser. An advantage of the DBR mirror design is that any light reflected back towards the laser from any other part of the structure cannot re-enter the resonator and hence the VCSEL is effectively isolated against any other optical signals entering it. Moreover, the output signal pattern emitted from the surface of the VCSEL is circular instead of the elliptical pattern produced by edge-emitting lasers [Ref. 60].

A short cavity for the VCSEL may be obtained by reducing the cross-sectional area in which gain occurs. Current confinement can be realized by ion implantation* while also effectively providing for the short cavity. Ions are implanted into a selected area of the semiconductor material to make it non-conducting. Since the introduction of ions into a semiconductor produces permanent damage to the crystalline structure of the implanted

---

* Ion implantation is a technique used to render the material nonconductiong around the active cavity by producing permanent defects in the implanted area (see Section 6.5.1). The approach therefore concentrates the injection current in the active region [Ref. 61].
area, it is therefore important that implanted ions do not reach the active layer. Although protons are most often used, ions including O\(^+\), N\(^+\) and H\(^+\) have also been employed to provide effective ion implantation in VCSELs [Ref. 62].

Another method referred to as ‘selectively oxidized’ utilizes the formation of an insulating aperture of aluminum oxide between the cavity layer and one of the DBR mirrors [Refs 59, 63]. In this technique an oxidation layer is created, and since the oxide layer has a low refractive index compared with the semiconductor material, it acts as a waveguide. The output of such a VCSEL is limited, however, by the oxide aperture which confines both the electric current and also the optical modes. Hence the aperture must be kept small (i.e. less than 7 \(\mu\)m) to ensure fundamental mode operation which consequently reduces the possible output signal power. Alternatively, photonic crystals can be used to introduce permanent defects in order to confine the electric current [Ref. 64].

Due to epitaxial complexity in the fabrication of VCSELs their development is dependent on progress in compound materials for semiconductor growth as well as the processing technologies. Figure 6.37 compares the lattice mismatch of the different materials on gallium arsenide and indium phosphide substrates used to produce VCSELs emitting optical signals over the fiber communication wavelength range [Ref. 61]. The right hand axis shows the wavelengths related to different material types. For example, materials such as InGaAlP/AlGaAs can be used to fabricate VCSELs to emit within the wavelength range from 0.63 to 0.68 \(\mu\)m which is suitable for plastic optical fibers (see Section 4.5.5). On the other hand, the InGaAsP/InAs material system can emit optical signals in the wavelength range from 1.30 to 1.55 \(\mu\)m compatible with standard silica multimode or single-mode fiber. In the latter case, however, particularly at the 1.55 \(\mu\)m wavelength, the resultant

![Figure 6.37](image_url)
compound materials do not necessarily yield sufficient stimulated gain [Ref. 65]. In addition a CW VCSEL fabricated from InGaAs/InAs and using quantum dot technology has successfully demonstrated emission at a signal wavelength of 1.30 \( \mu \text{m} \) [Ref. 66]. The device delivered an output power of 0.33 mW at room temperature when the threshold current was only 1.7 mA. Furthermore, it displayed a modulation bandwidth of 2 GHz which could be extended to 4 GHz when the losses due to absorption and thermal noise were reduced [Ref. 67].

VCSELs can also be fabricated to provide wavelength tunability in either multiple longitudinal or single-mode operation. Various tuning mechanisms can be adopted to select a wavelength within the gain band of the active region. Since Bragg gratings are temperature-dependent structures where the temperature variation changes the refractive index of the DBR material, then VCSELs incorporating DBRs can be readily tuned using temperature variation to change the transmission wavelength of the lasers [Refs 68, 69].

Micro-electromechanical systems (see Section 11.4.3) have also been used to adjust the emission wavelengths of VCSELs [Refs 70, 71]. In this approach the top mirror is divided into two sections with the lower section remaining in position within the active cavity, whereas the upper section is made movable to adjust its distance from the active cavity medium. Hence the upper section of the DBR can move vertically up or down producing a variable gap between it and the top DBR layer, and therefore consequently this variable DBR mirror provides tuning for the VCSEL. At room temperature a continuous tuning range of 40 nm with a gain peak signal power of 100 \( \mu \text{W} \) at a wavelength of 1.55 \( \mu \text{m} \) has been obtained [Ref. 72]. Finally, since the short active cavity requires very low current thresholds, and also because they can be arranged in an array formation, VCSELs are considered important optical sources to facilitate photonic integration (see Section 11.2).

### 6.7 Injection laser characteristics

When considering the use of the injection laser for optical fiber communications it is necessary to be aware of certain of its characteristics which may affect its efficient operation. The following sections outline the major operating characteristics of the device (the ones which have not been dealt with in detail previously) which generally apply to all the various materials and structures previously discussed, although there is substantial variation in behavior between them.

#### 6.7.1 Threshold current temperature dependence

Figure 6.38 shows the variation in threshold current with temperature for two gain-guided (oxide insulated stripe) injection lasers [Ref. 73]. Both devices had stripe widths of approximately 20 \( \mu \text{m} \) but were fabricated from different material systems for emission at wavelengths of 0.85 \( \mu \text{m} \) and 1.55 \( \mu \text{m} \) (AlGaAs and InGaAsP devices respectively).

In general terms the threshold current tends to increase with temperature, the temperature dependence of the threshold current density \( J_\text{th} \) being approximately exponential [Ref. 4] for most common structures. It is given by:
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\[ J_{th} \propto \exp \left( \frac{T}{T_0} \right) \]  

(6.43)

where \( T \) is the device absolute temperature and \( T_0 \) is the threshold temperature coefficient which is a characteristic temperature describing the quality of the material, but which is also affected by the structure of the device. For AlGaAs devices, \( T_0 \) is usually in the range 120 to 190 K, whereas for InGaAsP devices it is between 40 and 75 K [Ref. 74]. This emphasizes the stronger temperature dependence of InGaAsP structures which is illustrated in Figure 6.38 and Example 6.7. The increase in threshold current with temperature for AlGaAs devices can be accounted for with reasonable accuracy by consideration of the increasing energy spread of electrons and holes injected into the conduction and valence bands. It appears that the intrinsic physical properties of the InGaAsP material system may cause its higher temperature sensitivity; these include Auger recombination, intervalence band absorption and carrier leakage effects over the heterojunctions [Ref. 75].

Augur recombination is a process where the energy released during the recombination of an electron–hole event is transferred to another carrier (i.e. an electron or hole). During this process, when a carrier is excited to a higher energy level, it loses its surplus energy by emitting a phonon in order to maintain thermal equilibrium. Auger recombination is not a single process but consists of many different processes (i.e. more than 80), each of which may involve at least three particles (i.e. two electrons and one hole, or one electron and two holes, etc.). Although Auger recombination is not the main loss mechanism at room temperature, it dominates, however, at elevated threshold current densities [Ref. 20].

Figure 6.38  Variation in threshold current with temperature for gain-guided injection lasers: (a) AlGaAs device; (b) InGaAsP device. Reproduced with permission from P. A. Kirby, ‘Semiconductor laser sources for optical communication’, Radio Electron. Eng., 51, p. 362, 1981
These adverse effects can be reduced by using a strained MQW structure for the laser. The strain, which can be either compressive or tensile (i.e. bending or stretching), modifies the valence band energy levels of the material and therefore can be used to enhance the transition strength (i.e. increase energy). It is incorporated into the thin layers of quantum wells by introducing small differences in the lattice constants. Higher strain, however, should be avoided as it can cause damage in the thin quantum-well layers [Refs 76, 77]. In addition, carrier leakage also contributes significantly at high temperatures since it represents all those processes that prevent carriers from recombination. Carrier leakage therefore raises the lasing threshold and hence reduces device efficiency [Refs 78, 79].

Example 6.7

Compare the ratio of the threshold current densities at 20 °C and 80 °C for an AlGaAs injection laser with $T_0 = 160$ K and the similar ratio for an InGaAsP device with $T_0 = 55$ K.

Solution: From Eq. (6.43) the threshold current density:

$$J_{th} \propto \exp \frac{T}{T_0}$$

For the AlGaAs device:

$$J_{th} (20 °C) \propto \exp \frac{293}{160} = 6.24$$

$$J_{th} (80 °C) \propto \exp \frac{353}{160} = 9.08$$

Hence the ratio of the current densities:

$$\frac{J_{th} (80 °C)}{J_{th} (20 °C)} = \frac{9.08}{6.24} = 1.46$$

For the InGaAsP device:

$$J_{th} (20 °C) \propto \exp \frac{293}{55} = 205.88$$

$$J_{th} (80 °C) \propto \exp \frac{353}{55} = 612.89$$

Hence the ratio of the current densities:

$$\frac{J_{th} (80 °C)}{J_{th} (20 °C)} = \frac{612.89}{205.88} = 2.98$$
Thus in Example 6.7 the threshold current density for the AlGaAs device increases by a factor of 1.5 over the temperature range, whereas the threshold current density for the InGaAsP device increases by a factor of 3. Hence the stronger dependence of threshold current on temperature for InGaAsP structures is shown in this comparison of two average devices. It may also be noted that it is important to obtain high values of $T_0$ for the devices in order to minimize temperature dependence.

The increased temperature dependence for the InGaAsP/InP material system is also displayed by the more advanced, mode-stabilized device structures. Figure 6.39 provides the light output against current characteristic at various device temperatures for a strongly index-guided DCPBH injection laser (see Section 6.5.2) emitting at a wavelength of 1.55 μm [Ref. 24]. Moreover, the similar characteristic for a DFB BH laser was shown in Figure 6.33(b). It is therefore necessary to pay substantial attention to thermal dissipation in order to provide efficient heat-sinking arrangements (e.g., thermoelectric cooling etc.) to achieve low operating currents. In addition, the need to minimize or eliminate the thermal resistance degradation associated with the solder bond on such devices (an effect which could, to a certain extent, be tolerated with GaAs injection lasers) has also become critically important [Ref. 80]. In all cases, however, adequate heat sinking along with consideration of the working environment are essential so that devices operate reliably over the anticipated current range.

**Figure 6.39** Light output against current characteristics at various temperatures for an InGaAsP double-channel planar BH laser emitting at a wavelength of 1.55 μm. From N. K. Dutta, ‘Optical sources for lightwave system applications’, in E. E. Basch (Ed.), *Optical-Fiber Transmission*, H. W. Sams & Co., p. 265, 1987
6.7.2 Dynamic response

The dynamic behavior of the injection laser is critical, especially when it is used in high bit rate (wideband) optical fiber communication systems. The application of a current step to the device results in a switch-on delay, often followed by high-frequency (one to tens of gigahertz) damped oscillations known as relaxation oscillations (ROs). These transient phenomena occur while the electron and photon populations within the structure come into equilibrium and are illustrated in Figure 6.40. In addition, when a current pulse reaches a laser which has significant parasitic capacitance after the initial delay time, the pulse will be broadened because the capacitance provides a source of current over the period when the photon density is high. Consequently, the injection laser output can comprise several pulses as the electron density is repetitively built up and quickly reduced, thus causing ROs. The switch-on delay $t_d$ may last for 0.5 ns and the RO for perhaps twice that period. At data rates above 100 Mbit s$^{-1}$ this behavior can produce a serious deterioration in the pulse shape. Hence, reducing $t_d$ and damping the relaxation oscillations is highly desirable.

The switch-on or turn-on delay is caused by the initial build up of photon density resulting from stimulated emission. It is related to the minority carrier lifetime and the current through the device [Ref. 7]. The current term, and hence the switch-on delay, may be reduced by biasing the laser near threshold (prebiasing). However, damping of the ROs is less straightforward. They are basic laser phenomena which vary with device structure and operating conditions; however, RO damping has been observed, and is believed to be due to several mechanisms including lateral carrier diffusion [Refs 81, 82], the feeding of the spontaneous emission into the lasing mode [Ref. 83] and gain nonlinearities [Ref. 84].
Narrow stripe geometry DH lasers and all the mode-stabilized devices (see Sections 6.5 and 6.6) give RO damping, but it tends to coincide with a relatively slow increase in output power. This is thought to be the result of lateral carrier diffusion due to lack of lateral carrier confinement. However, it appears that RO damping and fast response may be obtained in BH structures with stripe widths less than the carrier diffusion length (i.e. less than $3 \mu m$) [Ref. 85]. Moreover, (this phenomenon has been employed within a digital transmission system by biasing the laser near threshold and then by using a single RO as a 'one' bit [Ref. 86].

### 6.7.3 Frequency chirp

The d.c. modulation of a single longitudinal mode semiconductor laser can cause a dynamic shift of the peak wavelength emitted from the device [Ref. 87]. This phenomenon, which results in dynamic linewidth broadening under the direct modulation of the injection current, is referred to as frequency chirping. It arises from gain-induced variations in the laser refractive index due to the strong coupling between the free carrier density and the index of refraction which is present in any semiconductor structure. Hence, even small changes in carrier density, apart from producing relaxation oscillations in the device output, will also result in a phase shift of the optical field, giving an associated change in the resonance frequency within both Fabry–Pérot and DFB laser structures.

The laser linewidth broadening or chirping combined with the chromatic dispersion characteristics of single-mode fibers (see Section 3.9) can cause a significant performance degradation within high transmission rate systems [Ref. 88]. In particular, it may result in a shift in operating wavelength from the zero-dispersion wavelength of the fiber, which can ultimately limit the achievable system performance. For example, theoretical predictions [Ref. 89] of the wavelength shift that may occur with an InGaAsP laser under modulation of a few gigabits per second are around 0.05 nm (6.4 GHz frequency shift).

A number of techniques can be employed to reduce frequency chirp. One approach is to bias the laser sufficiently above threshold so that the modulation current does not drive the device below the threshold where the rate of change of optical output power varies rapidly with time. Unfortunately, this strategy gives an extinction ratio penalty (see Section 12.2.1.6) of the order of several decibels at the receiver. Another method involves the damping of the relaxation oscillations that can occur at turn-on and turn-off which result in large power fluctuations. This has been achieved, for instance, by shaping the electrical drive pulses [Ref. 90].

Certain device structures also prove advantageous for chirp reduction. In particular, quantum-well lasers (see Section 6.5.3), Bragg wavelength detuned DFB lasers (see Section 6.6.2) and multielectrode DFB lasers (see Section 6.10.2) provide improved performance under d.c. modulation in relation to frequency chirping. Such lasers, however, require complex fabricational processes. An alternative technique which has proved effective in minimizing the effects of chirp is to allow the laser to emit continuously and to impress the data onto the optical carrier using an external modulator [Ref. 89]. Such devices, which may be separate lithium-niobate-based components or can be monolithically integrated with the laser [Ref. 91], are described in Chapter 11.

In semiconductor lasers a direct approach can be used to obtain reduced chirp operation by ensuring that the devices have small values of the linewidth enhancement factor which
is also known as the $\alpha$-parameter (see Section 6.10). This parameter determines the variation of refractive index due to coupling of spontaneous emission into the lasing mode. Typical values of the $\alpha$-parameter for semiconductor lasers range from 2 to 5, whereas for the QD and electroabsorption modulator lasers (see Section 11.4.2) smaller values less than 1 or even negative values may be obtained [Ref. 92]. Moreover, the chirp is said to be negative when a negative value of the $\alpha$-parameter is employed, whereas an optical signal with zero chirp is referred to as a chirpless signal. Chirpless or negative chirp optical source properties are generally required to achieve very high transmission rates (i.e. 40 Gbit s$^{-1}$ and above) when using standard single-mode fiber operating at a wavelength of 1.55 $\mu$m [Refs 93–95].

It is important to accurately measure values for the frequency chirp in order to determine efficient dispersion control for the optical signal. Useful methods that can be employed to measure the value of the $\alpha$-parameter utilize either interferometric or optical feedback approaches [Refs 96–98]. In such techniques frequency modulation is converted into amplitude modulation to determine the chirp on the optical signal. Based on this principle, several commercial simulation software tools have been developed for optoelectronic equipment such as optical spectrum analyzers [Refs 99, 100] to predict the accurate values for the chirp on the output signal. These methods are known as time-resolved chirp (TRC) measurement techniques and they provide a bit-by-bit measurement of the pattern-dependent instantaneous laser chirp.

The measurement process to acquire TRC is relatively straightforward in that it utilizes the conversion of phase modulation to amplitude modulation using a fiber-based Mach–Zehnder interferometer. Such TRC measurement techniques provide moderate accuracy for the chirp using different modulation schemes and therefore can be used for both directly modulated and externally modulated lasers. It is thus possible to predict chirp on the signal if it is required to introduce chirp before it is launched into the optical fiber (i.e. pre-chirping) or after the detection of the signal (i.e. post-chirping) [Refs 101, 102]. In the case of WDM (see Section 12.9.4) pre-chirping techniques may not be effective since the short pulse duration used at high transmission rates requires large frequency spacing amongst the channels and therefore wide bandwidth is required. Furthermore, when a wide-bandwidth signal travels through an optical amplifier it increases the amplified spontaneous emission noise (see Section 10.3). Alternatively, pre-chirping techniques, when used with positive transmitter chirp, substantially increase the maximum reach of the optical signal by reducing the dispersion effects in standard single-mode fiber at a wavelength of 1.55 $\mu$m [Refs 102, 103].

6.7.4 Noise

Another important characteristic of injection laser operation involves the noise behavior of the device. This is especially the case when considering analog transmission. The sources of noise are:

(a) phase or frequency noise;

(b) instabilities in operation such as kinks in the light output against current characteristic (see Section 6.5.1) and self-pulsation;
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(c) reflection of light back into the device;
(d) mode partition noise.

It is possible to reduce, if not remove, (b), (c) and (d) by using mode-stabilized devices and optical isolators. Phase noise, however, is an intrinsic property of all laser types. It results from the discrete and random spontaneous or simulated transitions which cause intensity fluctuations in the optical emission and are an inevitable aspect of laser operation. Each event causes a sudden jump (of random magnitude and sign) in the phase of the electromagnetic field generated by the device. It has been observed that the spectral density of this phase or frequency noise has a characteristic represented by $1/f$ to $1/f^2$ up to a frequency ($f$) of around 1 MHz, as illustrated in Figure 6.41 [Ref. 104].

At frequencies above 1 MHz the noise spectrum is flat or white and is associated with quantum fluctuations (sometimes referred to as quantum noise, see Figure 6.41) which are a principal cause of linewidth broadening within semiconductor lasers [Ref. 105]. Although the low-frequency components can easily be tracked and therefore are not a significant problem within optical fiber communications, this is not the case for the white noise component where, as time elapses, the phase executes a random walk away from the value it would have had in the absence of spontaneous emission.

For injection lasers operating at frequencies less than 100 MHz quantum noise levels are usually low (signal-to-noise ratios less than −80 dB) unless the device is biased within 100% of threshold. Over this region the noise spectrum is flat. However, for wideband systems when the laser is operating above threshold, quantum noise becomes more pronounced. This is especially the case with multimode devices (signal-to-noise ratios of around −60 dB). The higher noise level would appear to result from a peak in the noise spectrum due to a relaxation resonance which typically occurs between 200 MHz and 1 GHz [Ref. 7]. Single-mode lasers have demonstrated greater noise immunity by as much as 30 dB when the current is raised above threshold [Ref. 106]. Nevertheless, the wandering of the phase determines both the laser linewidth and the coherence time which are both major considerations, particularly within coherent optical fiber communications [Ref. 107].

Fluctuations in the amplitude or intensity of the output from semiconductor injection lasers also lead to optical intensity noise. These fluctuations may be caused by temperature
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Figure 6.41 Spectral characteristic showing injection laser phase noise
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variations or, alternatively, they result from the spontaneous emission contained in the laser output, as mentioned previously. The random intensity fluctuations create a noise source referred to as relative intensity noise (RIN), which may be defined in terms of the mean square power fluctuation $\delta P^2_e$ and the mean optical power squared $(P_o)^2$ which is emitted from the device following:

$$\text{RIN} = \frac{\delta P^2_e}{(P_o)^2}$$

(6.44)

The above definition allows the RIN to be measured in dB Hz$^{-1}$ where the power fluctuation is written as:

$$\delta P^2_e(t) = \int_0^\infty S_{\text{RIN}}(f) \, df$$

(6.45)

where $S_{\text{RIN}}(f)$ is related to the power spectral density of the relative intensity noise $S_{\text{RIN}}(\omega)$ by:

$$S_{\text{RIN}}(f) = 2\pi S_{\text{RIN}}(\omega)$$

(6.46)

where $\omega = 2\pi f$.

Hence from Eq. (6.44), the RIN as a relative power fluctuation over a bandwidth $B$ which is defined as 1 Hz:

$$\text{RIN} = \frac{S_{\text{RIN}}(f) \, B (= 1 \text{ Hz})}{(P_o)^2}$$

(6.47)

It should be noted that the RIN spectrum is not flat and hence it cannot be considered as a white noise source. To simplify link budget analyses, however, the RIN value is assumed to remain constant only when the bandwidth $B$ is limited to 1 Hz as identified in Eq. (6.47). Typical values for the RIN decrease exponentially from $-130$ to $-160$ dB Hz$^{-1}$ when the injection current remains within the range from 30 to 40 mA without optical feedback [Ref. 108]. A VCSEL can display a RIN value between $-140$ and $-145$ dB Hz$^{-1}$ while improved performance for DFB lasers with CW operation can be obtained at slightly higher values of RIN in the range $-150$ to $-160$ dB Hz$^{-1}$ [Refs 53, 59, 109]. However, when a semiconductor laser is biased near threshold with optical feedback, low levels of RIN are expected and in this case Fabry-Pérot devices typically exhibit values between $-125$ and $-130$ dB Hz$^{-1}$ [Ref. 108]. Finally, it should also be noted that the relative intensity noise decreases as the injection current level $I$ increases following the relation:

$$\text{RIN} \propto \left(\frac{I}{I_\text{th}}\right)^{-3}$$

(6.48)

where $I_\text{th}$ is the laser threshold current.

From the discussion of optical detectors following in Section 8.6 it is clear that when an optical field at a frequency $f$ is incident with power $P_o(t)$ on a photodetector whose quantum efficiency (electrons per photon) is $\eta$, the output photocurrent $I_p(t)$ is:
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\[ I_p(t) = \frac{\eta e P_o(t)}{hf} \]  
(6.49)

where \( e \) is the charge on an electron and \( h \) is Planck’s constant. Therefore an optical power fluctuation \( \delta P_o(t) \) will cause a fluctuating current component \( \delta I_p(t) = \frac{\eta e \delta P_o(t)}{hf} \) which exhibits a mean square value:

\[ \overline{\delta I_p^2(t)} = \frac{\eta^2 e^2}{(hf)^2} \overline{\delta P_o^2(t)} \]  
(6.50)

Now, considering the fluctuation in the incident optical power at the detector to result from the RIN in the laser emission, using Eqs (6.44) and (6.47), and transposing \( P_e \) for \( P_o \), the mean square noise current in the output of the detector \( \overline{\delta I_{\text{RIN}}^2} \) due to these fluctuations is:

\[ \overline{\delta I_{\text{RIN}}^2} = \frac{\eta^2 e^2}{(hf)^2} (\text{RIN}) (P_e^2)^2 B \]  
(6.51)

**Example 6.8**

The output from a single-mode semiconductor laser with a RIN value of \( 10^{-15} \text{ Hz}^{-1} \) is incident directly on an optical detector which has a bandwidth of 100 MHz. The device is emitting at a wavelength of 1.55 \( \mu \text{m} \), at which the detector has a quantum efficiency of 60%. If the mean optical power incident on the detector is 2 mW, determine: (a) the rms value of the power fluctuation and (b) the rms noise current at the output of the detector.

Solution: (a) The relative mean square fluctuation in the detected current is equal to \( \overline{\delta I_{\text{RIN}}^2}/(P_e^2)^2 \), which, using Eqs (6.44) and (6.47), can be written as:

\[ \frac{\overline{\delta P_o^2}}{(P_e^2)^2} = \frac{S_{\text{RIN}}(f)}{(P_e^2)^2} B = 10^{-15} \times 100 \times 10^6 = 10^{-7} \]

Hence the rms value of this power fluctuation is:

\[ \frac{\overline{\delta P_o^2}}{P_e} = 3.16 \times 10^{-4} \text{ W} \]

(b) The rms noise current at the detector output may be obtained from Eq. (6.51) as:

\[ \overline{\delta I_{\text{RIN}}^2} = \frac{\eta e}{hf} (\text{RIN}) (P_e^2)^2 B = \frac{\eta^2 e^2}{(hf)^2} (\text{RIN}) (P_e^2)^2 B \]

\[ = 1.602 \times 10^{-19} \times 0.6 \times 1.55 \times 10^{-6} \times 3.16 \times 10^{-8} \times 2 \times 10^{-3} \times 10^4 \]
\[ = 4.74 \times 10^{-7} \text{ A} \]
Optical feedback from unwanted external reflections can also affect the intensity and frequency stability of semiconductor lasers [Ref. 110]. With multimode lasers, however, this effect is reduced because the reflections are distributed among many fiber modes and therefore they are only weakly coupled back into the laser mode [Ref. 111]. The stronger fiber-to-laser coupling in single-mode systems, particularly those operating at 1.55 \( \mu \text{m} \), can result in reflection-induced frequency hops and linewidth broadening [Ref. 89]. In these cases an optical isolator (see Section 5.7), which is a nonreciprocal device that allows light to pass in the forward direction but strongly attenuates it in the reverse direction, may be required to provide reliable single-mode operation.

Mode partition noise is a phenomenon which occurs in multimode semiconductor lasers when the modes are not well stabilized [Ref. 112]. Even when the total output power from a laser is maintained nearly constant, temperature changes can cause the relative intensities of the various longitudinal modes in the laser’s output spectrum to vary considerably from one pulse to the next, as illustrated in Figure 6.42. These spectral fluctuations combined with the fiber dispersion produce random distortion of received pulses on a digital channel, causing an increase in bit-error-rate. As mode partition noise is a function of laser spectral fluctuations then a reduced number of modes results in less pulse-width spreading thus providing low values of intermodal dispersion in the fiber [Ref. 113]. Hence, as a rule of thumb, reducing the number of modes in the multimode fiber decreases the mode partition noise [Ref. 114].

Mode partition noise can also occur in single-mode devices as a result of the residual side modes in the laser output spectrum. The effect varies between lasers emitting at 1.3 \( \mu \text{m} \) and those operating at 1.55 \( \mu \text{m} \) but, overall, a degree of side mode suppression is required in both cases in order to avoid additional errors at the receiver [Ref. 89]. Finally, various methods have been identified to reduce the mode partition noise including the use of injection mode-locked lasers [Ref. 115] and semiconductor optical amplifiers [Refs 116, 117].

6.7.5 Mode hopping

The single longitudinal mode output spectrum of a single-mode laser is illustrated in Figure 6.43(a). Mode hopping to a longer wavelength as the current is increased above threshold is demonstrated by comparison with the output spectrum shown in Figure 6.43(b).
This behavior occurs in all single-mode injection lasers and is a consequence of increases in temperature of the device junction. The transition (hopping) from one mode to another is not a continuous function of the drive current but occurs suddenly over only 1 to 2 mA. Mode hopping alters the light output against current characteristics of the laser, and is responsible for the kinks observed in the characteristics of many single-mode devices.

Between hops the mode tends to shift slightly with temperature in the range 0.05 to 0.08 nm K$^{-1}$. Stabilization against mode hopping and mode shift may be obtained with adequate heat sinking or thermoelectric cooling. However, at constant heat sink temperature, shifts due to thermal increases can only be fully controlled by the use of feedback from external or internal grating structures (see Section 12.2.3). More recently, fiber Bragg gratings have been proposed to provide such control [Refs 118, 119] and an integrated external cavity laser device incorporating this structure has demonstrated the suppression of mode hopping when operating over the temperature range 16 to 56 °C [Ref. 120].

6.7.6 Reliability

Device reliability has been a major problem with injection lasers and although it has been extensively studied, not all aspects of the failure mechanisms are fully understood [Ref. 24]. Nevertheless, much progress has been made since the early days when device lifetimes were very short (a few hours).

The degradation behavior may be separated into two major processes known as ‘catastrophic’ and ‘gradual’ degradation. Catastrophic degradation is the result of mechanical damage of the mirror facets and leads to partial or complete laser failure. It is caused by the average optical flux density within the structure at the facet and therefore may be limited by using the device in a pulsed mode. However, its occurrence may severely restrict the operation (to low optical power levels) and lifetime of CW devices.

Gradual degradation mechanisms can be separated into two categories which are: (a) defect formation in the active region; and (b) degradation of the current-confining junctions. These degradations are normally characterized by an increase in the threshold current for the laser which is often accompanied by a decrease in its external quantum efficiency [Ref. 121].
Defect formation in the active region can be promoted by the high density of recombining holes within the device [Ref. 122]. Internal damage may be caused by the energy released, resulting in the possible presence of strain and thermal gradients by these non-radiative carrier recombination processes. Hence if nonradiative electron-hole recombination occurs, for instance at the damaged surface of a laser where it has been roughened, this accelerates the diffusion of the point defects into the active region of the device. The emission characteristics of the active region therefore gradually deteriorate through the accumulation of point defects until the device is no longer useful. These defect structures are generally observed as dark spot defects (DSDs).

Mobile impurities formed by the precipitation process, such as oxygen, copper or interstitial beryllium or zinc atoms, may also be displaced into the active region of the laser. These atoms tend to cluster around existing dislocations encouraging high local absorption of photons. This causes dark lines in the output spectrum of the device which are a major problem associated with gradual degradation. Such defect structures are normally referred to as dark line defects (DLDs). Both DLDs and DSDs have been observed in aging AlGaAs lasers as well as InGaAsP lasers [Ref. 122].

Degradation of the current-confining junctions occurs in many index-guided laser structures (see Section 6.5.2) which utilize current restriction layers so that most of the injected current will flow through the active region. For example, the current flowing outside the active region in BH lasers is known as leakage current. Hence a mode of degradation that is associated with this laser structure is an increase in the leakage current which increases the device threshold and decreases the external differential quantum efficiency with aging.

Over recent years techniques have evolved to reduce, if not eliminate, the introduction of defects, particularly into the injection laser active region. These include the use of substrates with low dislocation densities (i.e. less than \(10^{-3} \text{ cm}^{-2}\)), passivating the mirror facets to avoid surface-related effects and mounting with soft solders to avoid external strain. Together with improvements in crystal growth, device fabrication and material selection, this has led to CW injection lasers with reported mean lifetimes in excess of 10^8 hours, or more than 100 years. These projections have been reported [Ref. 123] for a variety of GaAs/AlGaAs laser structures. In the longer wavelength region where techniques were not as well advanced, earlier reported extrapolated lifetimes for CW InGaAsP lasers were around 10^5 hours [Ref. 124]. Subsequently, however, InGaAsP and InGaAlAs lasers emitting at 1.3 \(\mu\)m have been tested which display statistically estimated mean lifetimes in excess of 10^4 hours at operating temperatures of 85 °C [Ref. 125]. In addition DFB lasers emitting at 1.55 \(\mu\)m subject to accelerated aging at a temperature of 60 °C have demonstrated stable aging characteristics for more than 2000 hours of operating time.

### 6.8 Injection laser to fiber coupling

One of the major difficulties with using semiconductor lasers within optical fiber communication systems concerns the problems associated with the efficient coupling of light between the laser and the optical fiber (particularly single-mode fiber with its small core diameter and low numerical aperture). Although injection lasers are relatively directional
they have diverging output fields which do not correspond to the narrow acceptance angles of single-mode fibers. Thus butt coupling (see Figure 6.44(a)) efficiency from the laser to the fiber is often low at around 10%, even with good alignment and the use of a fiber with a well-cleaved end [Ref. 126]. In this case the optimum coupling efficiency is obtained by positioning the fiber end very close to the laser facet. Unfortunately, this technique allows back reflections from the fiber to couple strongly into the laser which produce noise at the device output that can cause performance degradations in high-speed systems [Ref. 127].

The coupling efficiency can be substantially improved when the output field from the laser is matched to the output field of the fiber. Such matching is usually achieved using a lens (or lens system) positioned between the laser and the fiber. A simple and popular technique is to employ a hemispherical lens formed on the end of a tapered optical fiber,* as illustrated in Figure 6.44(b) [Refs 128, 129]. The numbers of piece parts are therefore minimized and only one alignment step is required. Measured coupling efficiencies up to 65% have been obtained using this method [Ref. 130]. Alternative strategies for microlensed fiber coupling include the use of an etched fiber end with lens [Ref. 131] and a high-index lens on the end of a fiber taper [Ref. 132]. Coupling efficiencies of 60% and 55%, respectively, have been achieved using these techniques.

Injection laser coupling using designs based on discrete lenses have also proved fruitful. In particular, such lens systems provide for a relaxation in the alignment tolerances normally required to achieve efficient microlensed fiber coupling. For example, the confocal lens system shown in Figure 6.44(c) allows a relaxation in the 1 dB tolerance by about a factor of 4 in comparison with an 8 μm radius microlensed fiber [Ref. 130]. The combination

* Such techniques are sometimes referred to as microlensed fibers [Ref. 130].
of the sphere lens and the GRIN-rod lens (see Section 5.5.1) is common within such systems because of the simplicity of the components. Coupling efficiencies of 40% have been obtained with the sphere and GRIN-rod lens in a confocal design. Furthermore, slightly higher efficiencies have been achieved using a GRIN-rod lens with one convex surface (49%) and with a silicon plano-convex lens (55%). The use of a silicon lens within a confocal system has provided coupling efficiencies of up to 70% [Ref. 130].

More recently, a new technique has been developed in order to effectively couple laser power into standard single-mode fiber without using lenses. The technique involves fabricating a polymer tip on the end of the fiber. A single polymer tip measuring between 15 and 150 μm in length may be viewed as an extension of the fiber core. Using this approach a coupling efficiency up to 70% with 1.5 dB coupling loss has been demonstrated [Ref. 133]. Moreover, it is also possible to produce multipeaked tips on multimode fiber by applying mechanical strain to the fiber during the tip growth process, where the multipeaked tip essentially comprises a three-dimensional mold of the intensity distribution within the fiber [Ref. 134].

6.9 Nonsemiconductor lasers

Although at present injection lasers are the major lasing source for optical fiber communications, certain nonsemiconductor sources are of increasing interest for application within this field. Both crystalline and glass waveguiding structures doped with rare earth ions (e.g. neodymium) show potential for use as optical communication sources. In particular, the latter devices in which the short waveguiding structures are glass optical fibers have formed an area of significant development only since 1985 [Ref. 135]. Prior to consideration of these rare-earth-doped fiber lasers, however, this section briefly discusses the most advanced of the crystalline solid-state lasers which could find use within optical fiber communications: the Nd : YAG laser.

6.9.1 The Nd : YAG laser

The crystalline waveguiding material which forms the active medium for this laser is yttrium–aluminum–garnet (Y3Al5O12) doped with the rare earth metal ion neodymium (Nd3+) to form the Nd : YAG structure. The energy levels for both the lasing transitions and the pumping are provided by the neodymium ions which are randomly distributed as substitutional impurities on lattice sites normally occupied by yttrium ions within the crystal structure. However, the maximum possible doping level is around 1.5%. This laser, which is currently utilized in a variety of areas [Ref. 136], has the following several important properties that may enable its use as an optical fiber communication source:

1. Single-mode operation near 1.064 and 1.32 μm, making it a suitable source for single-mode systems.
2. A narrow linewidth (<0.01 nm) which is useful for reducing dispersion on optical links.
3. A potentially long lifetime, although comparatively little data is available.
4. The possibility that the dimensions of the laser may be reduced to match those of the single-mode fiber.

However, the Nd : YAG laser also has the following drawbacks which are common to all neodymium-doped solid-state devices:

1. The device must be optically pumped. However, long-lifetime AlGaAs LEDs may be utilized which improve the overall lifetime of the laser.
2. A long fluorescence lifetime of the order of $10^{-4}$ seconds which only allows direct modulation (see Section 7.5) of the device at very low bandwidths. Thus an external optical modulator is necessary if the laser is to be usefully utilized in optical fiber communications.
3. The device cannot take advantage of the well-developed technology associated with semiconductors and integrated circuits.
4. The above requirements (i.e. pumping and modulation) tend to give a cost disadvantage in comparison with semiconductor lasers.

An illustration of a typical end-pumped Nd : YAG laser is shown in Figure 6.45. It comprises an Nd : YAG rod with its ends ground flat and then silvered. One mirror is made fully reflecting while the other is about 10% transmitting to give the output.

The Nd : YAG laser is a four-level system (see Section 6.2.3) with a number of pumping bands and fluorescent transitions. The strongest pumping bands are at wavelengths of 0.75 and 0.81 μm, giving major useful lasing transitions at 1.064 and 1.32 μm. Single-mode emission is obtained at these wavelengths with devices which are usually only around 1 cm in length [Ref. 136]. Although the Nd : YAG laser has the specific advantages and drawbacks noted above, it also has a cost disadvantage in comparison with rare-earth-doped glass fiber lasers (see next section) in that it is far easier and less expensive to fabricate glass fiber than it is to grow YAG crystals.

![Figure 6.45 Schematic diagram of an end-pumped Nd : YAG laser](image-url)
6.9.2 Glass fiber lasers

The basic structure of a glass fiber laser is shown in Figure 6.46. An optical fiber, the core of which is doped with rare earth ions, is positioned between two mirrors adjacent to its end faces which form the laser cavity. Light from a pumping laser source is launched through one mirror into the fiber core which is a waveguiding resonant structure forming a Fabry–Pérot cavity. The optical output from the device is coupled through the mirror on the other fiber end face, as illustrated in Figure 6.46. Thus the fiber laser is effectively an optical wavelength converter in which the photons at the pumping wavelength are absorbed to produce the required population inversion and stimulated emission; this provides a lasing output at a wavelength which is characterized by the dopant in the fiber.

The rare earth elements, or lanthanides, number 15 and occupy the penultimate row of the periodic table. They range from lanthanum (La), with an atomic number of 57, to lutetium, which has an atomic number of 71. Ionization of the rare earths normally takes place to form a trivalent state and the two major dopants currently employed for fiber lasers are neodymium (Nd$^{3+}$) and erbium (Er$^{3+}$). In common with the Nd : YAG laser (see Section 6.9.1) the former element provides a four-level scheme with significant lasing outputs at wavelengths of 0.90, 1.06 and 1.32 μm. The latter element gives a three-level scheme (see Section 6.2.3) with major useful lasing transitions at 0.80, 0.98 and 1.55 μm [Ref. 135]. One consequence of the number of levels involved in the laser action that is of particular significance to fiber lasers is the length dependence of the threshold power. Provided that the imperfection losses are low, then in a four-level system the threshold power decreases inversely with the length of the fiber gain medium. In a three-level system, however, there is an optimum length that gives the minimum threshold power which is independent of the value of the imperfection losses [Ref. 135].

The glasses which form the host materials for the rare-earth-doped fiber lasers mainly comprise covalently bonded molecules in the form of a disordered matrix with a wide range of bond lengths and bond angles [Ref. 137]. The rare earth ions which are impurities either act as network modifiers or are interstitially located within the glass network. To date, silica-based glasses have provided the major host material, although fluorozirconate fibers (see Section 3.7) doped with both neodymium and erbium ions have produced lasers emitting at wavelengths of 1.05 and 1.35 μm, and 1.55 μm respectively. In addition, fluoride glasses with other dopants give lasing outputs in the mid-infrared wavelength range (see Section 6.11).

Both neodymium- and erbium-doped silica fiber lasers employ codopants such as phosphorus pentoxide (P$_2$O$_5$), germania (e.g. GeO$_2$, GeCl$_4$) or alumina (Al$_2$O$_3$). Dopant levels are generally low (at 400 parts per million) in order to avoid concentration quenching which causes a reduction in the population of the upper lasing levels as well as crystallization.

![Figure 6.46](image-url) Schematic diagram showing the structure of a fiber laser
within the glass matrix [Ref. 135]. In addition, certain properties of the glass host materials lead to significant spectral broadening of the laser outputs through several mechanisms [Ref. 138] in contrast to what occurs with the Nd : YAG gain medium (see Section 6.9.1). For example, the different fluorescence spectra for an erbium-doped silica fiber and a similarly doped fluorozirconate fiber (ZBLANP)* may be observed in Figure 6.47 [Ref. 139].

The light output against absorbed pump power characteristics for two fiber lasers are displayed in Figure 6.48. The characteristic shown in Figure 6.48(a) corresponds to a neodymium-doped silica fiber laser in which every effort was made to optimize the optical components in the cavity [Ref. 140]. This device in which the mirrors were dielectric coatings deposited directly onto the fiber end faces emitted at a wavelength of 1.06 μm. It may be observed from Figure 6.48(a) that the fiber laser provided a CW output power in excess of 4 mW with a threshold power of 1.51 mW. In addition, the characteristic is linear above threshold with a slope efficiency of 55%. Figure 6.48(b) corresponds to an erbium/ytterbium with alumina codoped silica fiber laser emitting at a wavelength of 1.56 μm [Ref. 141]. The device, which could be injection laser pumped without the need for stringent pump laser wavelength selection, gave 1 mW of CW output power with a threshold power of 2 mW.

The basic Fabry–Pérot cavity fiber laser shown in Figure 6.45 can be easily constructed from standard optical components but it has several limitations. In particular, the launching of light from the pump laser through one of the mirrored fiber ends can cause damage to the mirror coating as well as a substantial reduction in the launch efficiency. Furthermore, as mentioned previously, the gain spectrum of most rare earth ions extends over a wavelength range of some 50 nm. Unless the dielectric coatings on the mirrors are specially designed for broadband performance, however, the lasing output will be

* ZBLANP fiber has lead fluoride added to the core glass to raise the relative refractive index.
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restricted to between 5 and 10 nm. Such a linewidth is too narrow for the provision of a broadband optical source but too wide to be used in single-frequency laser applications such as coherent transmission. A number of alternative fiber laser structures have therefore been fabricated which do not require dielectric or metallic mirrors. Two of these structures, which are illustrated in Figure 6.49, are the fiber ring resonator [Ref. 142] and the fiber loop reflector made from a series concatenation of distributed reflectors using loops of fiber [Refs 143, 144].

The fiber ring resonator may employ the coherent beam splitting properties of the single-mode fiber fused directional coupler (see Section 5.6.1). In this case two of the arms of the coupler are spliced together as shown in Figure 6.49(a) to form a circulating pathway in which light can travel. Hence an optical cavity without mirrors is formed, the finesse* of which is determined by the splitting ratio of the coupler. When the splitting ratio is low, the finesse is high and the energy storage on resonance is high, thus lowering the laser threshold. However, as with the Fabry–Pérot laser, the lower threshold is obtained at the expense of a reduction in the slope efficiency. Alternatively, high-performance fiber ring resonators can be fabricated by forming the two halves from a single fiber length. This technique has the effect of both reducing losses and of producing a higher finesse.

* The finesse of the Fabry–Pérot cavity provides a measure of its filtering properties and can be defined as the free spectral range divided by the full width half maximum permitted by the cavity.
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The structure of a fiber loop reflector which may also be based on a directional coupler is illustrated in Figure 6.49(b). However, in contrast to the fiber ring where there is energy storage within the resonant structure, the fiber loop is a nonresonant interferometer (it constitutes a Sagnac interferometer, see Section 10.5.2). Light entering the loop through the input fiber end forms forward and backward (reflected) waves which are counterpropagating, providing a coherent superposition of the clockwise and counterclockwise propagating fields. Hence the single fiber loop performs as a distributed all-fiber reflector which may be used to form a fiber laser [Ref. 143]. In addition, when two such loops are joined together in series a resonator is obtained, as shown in Figure 6.49(c). This two-loop structure provided the all-fiber laser which was fabricated from a single length of neodymium-doped fiber without a splice [Ref. 144]. The excess loss of the couplers was only 0.04 dB, giving efficient laser action when the device was pumped with an AlGaAs injection laser at a wavelength of 0.806 μm and with a launch power of 470 μW. Lasing output from the device was obtained at a wavelength of 1.064 μm and was combined with the unconverted pump emission.

Narrow-linewidth and frequency-tunable rare-earth-doped fiber lasers have also been implemented and these devices are discussed in the following section.

6.10 Narrow-linewidth and wavelength-tunable lasers

The single-frequency injection lasers described in Section 6.6 have been developed to minimize the transmission limitations resulting from fiber dispersion in high-speed digital systems. For systems employing intensity modulation with direct detection of the optical signal, however, the laser linewidth and its absolute stability are of secondary importance.
This is not the case with coherent optical fiber transmission where laser linewidth and stability are critical factors affecting the system performance (see Section 13.4.1). Laser linewidths in the range of 1 MHz and below are required for such system applications which are around two orders of magnitude smaller than the 100 MHz linewidths obtained with 250 μm long Fabry–Pérot or DFB devices which emit a few milliwatts without special linewidth control. In addition, wavelength- or frequency-tunable devices are considered to be key components for the provision of both the transmitter and local oscillator optical sources [Refs 145–147].

Injection laser linewidth broadening occurs as a result of the change in lasing frequency with gain [Ref. 148]. It is a fundamental consequence of the spontaneous emission process which is directly related to fluctuations in the phase of the optical field. These phase fluctuations arise from the phase noise directly associated with the spontaneous emission process as well as the conversion of spontaneous emission amplitude noise to phase noise through a coupling mechanism between the photon and carrier densities. In the latter case, because the refractive index is strongly dependent on the carrier density which produces the gain, the fluctuations of gain due to spontaneous emission produce a substantial change in the refractive index which therefore increases the frequency/phase noise in the laser emission. The relationship for the linewidth Δf of an injection laser in terms of the emitted power $P_e$ is given by [Ref. 148].

$$\Delta f = \frac{V_g^2 E n_{sp} \alpha_m}{8 \pi P_e} (\alpha_i + \alpha_m) (1 + \alpha^2)$$

where $V_g$ is the group velocity, $E$ is the carrier (electron) energy, $n_{sp}$ (in the range 2 to 3) is the spontaneous emission factor, $\alpha_i$ is the internal waveguide loss per unit length,* $\alpha_m$ is the mirror loss per unit length and $\alpha$ is called the linewidth enhancement factor. This last parameter is defined as the ratio of the refractive index change with electron density to the differential gain change with electron density and is a measure of the amplitude to phase fluctuation conversion caused by the spontaneous emission. It can take up values between 2 and 10 depending upon the device material composition, structure and operating wavelength. The term $(1 + \alpha^2)$ in Eq. (6.52) results from the contributions to the linewidth of the two phase fluctuation effects.

It is clear that as the laser power increases, the spontaneous emission becomes relatively less important at the higher photon densities and hence the device linewidth decreases. However, as the output power of the laser cannot be made arbitrarily large, then a more effective method to reduce the linewidth is to make the cavity longer. The linewidth is decreased by increasing the laser length because the effective mirror loss $\alpha_m$ per unit length in Eq. (6.52) is decreased. Two techniques which can be utilized to increase the injection laser cavity length are either to use a long laser chip or to extend the cavity with a passive medium such as air, an optical fiber or an appropriate semiconductor integrated passive waveguide [Refs 94, 149-151]. The latter external cavity devices also provide wavelength/frequency tunability.

* $\alpha_i$ is the injection laser equivalent of the laser loss coefficient per unit length $\tilde{\alpha}$ defined in Section 6.2.5.
6.10.1 Long external cavity lasers

Extension of the laser cavity length by the introduction of external feedback can be achieved by using an external cavity with a wavelength dispersive element as part of the cavity. Such devices are often referred to as long external cavity (LEC) lasers. A wavelength dispersive element is required because the long resonator structure has very closely spaced longitudinal modes which necessitates additional wavelength selectivity. A common technique for laboratory use is illustrated in Figure 6.50 where a diffraction grating is employed as an external mirror in order to filter the lasing emission from the wide gain spectrum of a laser chip giving a narrow linewidth at a desired wavelength [Refs 152, 153]. Spectral linewidths as narrow as 10 kHz have been reported with such devices [Refs 145, 152]. Furthermore, wavelength tuning of the output may be achieved by mechanical rotation of the grating such that the lasing wavelength moves with mode hops from one longitudinal mode to the next. In general, coarse spectral adjustment is obtained by rotation of the grating, while fine tuning can be achieved by lateral translation of the grating, as shown in Figure 6.50. Coarse tuning of a single-mode 1.5 μm laser over 90 nm through rotation of the external grating with fine tuning of the same device over approximately 1 GHz by lateral translation of the grating has been demonstrated [Ref. 154].

Another long external cavity method which has been proposed [Ref. 155] employs an external prism grating and GRIN-rod lens (see Section 5.5.1) combination. This technique enabled coarse wavelength adjustment of a BH single-mode device over a range of 40 nm through the lateral displacement of the GRIN-rod lens relative to the laser chip. Fine tuning of around 6 GHz μm⁻¹ could be achieved by slight variations in the separation between the laser chip and the GRIN-rod lens end face. The principal disadvantage with these mechanically tuned devices is their relatively low switching speeds. However, by using electro-optic [Ref. 156], acousto-optic [Ref. 157] devices to modulate the external cavity, much higher switching speeds can be achieved. Wavelength selection can then be produced by altering the electro-optic or acousto-optic drive frequency. For example, an acousto-optic filter and modulator pair has been used to select wavelengths over a range of 35 nm for a 0.85 μm laser, with switching speeds of 10 ns [Ref. 158].

![Figure 6.50](OPTF_C06.qxd)

**Figure 6.50** Wavelength tuning of an ILD using an external reflective diffraction grating (long external cavity technique)
6.10.2 Integrated external cavity lasers

An alternative technique for the provision of the external cavity is the integrated wave-guide approach. Such monolithic integrated devices often utilize the DFB or the DBR structure. An example of an integrated external cavity DBR laser providing narrow-linewidth dynamic single-mode (DSM) operation at a wavelength of 1.51 μm is shown in Figure 6.51 [Ref. 159]. This device, which had a cavity length of 4.5 mm, exhibited a spectral linewidth of 2 MHz with some 6 mW of optical output power.

Monolithic integrated DSM lasers also offer the potential for wavelength tuning. There are, in principle, two techniques which can be employed to tune these devices. One method is to use the mode selectivity of a coupled-cavity structure such as a C³ laser (see Section 6.6.1) [Ref. 49]. In this case the effective gain peak wavelength is controlled by the multicavity structure together with multisegment electrodes, as illustrated in Figure 6.52(a). Hence the lasing wavelength can be varied within the effective gain width which is a range in excess of 15 nm for a 1.5 μm InGaAsP laser [Ref. 160]. The device wavelength changes, however, with mode jumps and thus this technique does not provide continuous wavelength tunability.

The other wavelength tuning method for monolithic integrated lasers is to use a refractive index change in the device cavity provided by current injection or the application of an electric field. Typically, this is achieved by employing a multiple-electrode DFB or DBR structure [Ref. 57]. For example, with a single-electrode DFB laser operated above threshold, the high injected carrier density (10¹⁸ cm⁻³) reduces the effective refractive index in the corrugation region (Bragg region), thereby decreasing the lasing wavelength. Most of the injected carriers recombine, however, to produce photons, which results in a very small increase in the carrier density leading to only a very small change in the lasing wavelength. The two-electrode DFB laser shown in Figure 6.52(b) allows the wavelength tuning range to be improved by the application of a large current to one electrode and a small current to the other.

![Figure 6.51](structure.png)

**Figure 6.51** Structure of an integrated external cavity DBR laser

![Figure 6.52](monolith.png)

**Figure 6.52** Monolithic integrated dynamic single-mode lasers: (a) cleaved-coupled-cavity (C³) laser; (b) double-sectioned DFB laser
With the asymmetric DFB laser structure of Figure 6.52(b), the optical field is higher in the region near the output port where the facet is nonreflecting (antireflection (AR) coated, as shown in diagram), and the device operating wavelength is primarily determined by the effective refractive index in this region. When the aforementioned section is pumped at current densities at or slightly below the threshold density (under uniform pumping) simply to overcome the absorption losses, then it acts as a Bragg reflector. Furthermore, the injected carriers do not contribute significantly to the generation of photons because of the low pumping level. This factor results in a large change of refractive index which gives wavelength tuning. It should be noted that the gain is provided by another section (not shown in Figure 6.52(b)) which is pumped well above threshold. A maximum continuous tuning range of 3.3 nm with 1 mW output power has been obtained with such a device [Ref. 161]. The spectral linewidth of this laser was 15 MHz and the tuning range reduced to 2 nm at an output power of 5 mW.

Three-electrode DFB lasers have also demonstrated good tunability. A $\lambda/4$-shifted device (see Section 6.6.2) in which the two outer electrodes were electrically connected to a common current supply while the central electrode was supplied with a different current has given a continuous tuning range of 2 nm by varying the two currents [Ref. 162]. In addition, the device displayed a spectral linewidth of only 500 kHz. Although such tunable DFB lasers have a limited tuning range in comparison with coupled-cavity devices, they exhibit advantages of ease of fabrication as well as providing continuous tuning rather than discrete jumps.

Multiple-electrode DBR laser structures have also been developed to allow wavelength tuning [Ref. 160]. In particular, wider wavelength tuning ranges have been obtained not only by separating the Bragg region in the passive waveguide (a large bandgap material) from the active region (a small bandgap material) inside the laser cavity, but also by introducing a phase region within the waveguide. The structure of such a three-sectioned DBR laser is illustrated in Figure 6.53(a). The wavelength of this device can simply be electronically tuned by current injection into the DBR section. This region exhibits a high reflectance within a certain wavelength band (the stop band) which is nominally between 2 and 4 nm wide. The mechanism which results from a refractive index change in the passive waveguide layer is known as Bragg wavelength control. A continuous tuning range, however, is limited to the resonant mode spacing which is defined from the effective cavity length of the laser. It is the mode which is nearest to the center of the stop band and which simultaneously satisfies the $2\pi$ round trip phase condition that lases. Therefore, the introduction of the phase region in the waveguide (Figure 6.53(a)) which is independently controlled by the injection current allows the lasing wavelength to be tuned around each Bragg wavelength. Such a region provides phase control which again occurs through refractive index changes in the passive waveguide.

The combination of the two types of tuning (Bragg wavelength and phase tuning) provides a significantly larger tuning range because the lasing wavelength deviation from the Bragg wavelength can be compensated by phase control. With good design and the independent adjustment of the three currents in the active Bragg and phase regions, quasi-continuous tuning ranges between 8 and 10 nm have been obtained [Refs 58, 163]. In addition, a continuous tuning range of 6.2 nm has been achieved with a similar device [Ref. 164]. Alternatively, for continuous wavelength tuning, one control current has been divided in a prescribed proportion into the Bragg and phase sections as illustrated in
An increased tuning range of between 40 and 60 nm can be achieved, however, by adding two diffraction Bragg grating sections, a gain, a phase and an amplifier section, as displayed in Figure 6.54(a) in which all five sections are longitudinally integrated together on a semiconductor substrate. The structure is called a sampled-grating distributed Bragg reflector (SG-DBR) laser [Ref. 165] or sometimes it is referred to as a superstructure grating distributed Bragg reflector (SSG-DBR) laser [Ref. 166]. It should be noted that a sampled grating is a modification of a continuous grating in which the grating teeth have been periodically removed along its length. The front and back mirrors of the laser are sampled.
in this way with different periods such that only one of their multiple reflection peaks can coincide at a time, as shown in Figure 6.54(b). The desired channel can be selected by tuning the two mirrors when the closest reflection peak of each mirror is aligned to the desired channel and at that point lasing occurs. This tuning process is referred to as a vernier effect [Ref. 167] because the tuning scheme resembles the measurement technique employing a vernier scale used to determine the length of physical quantities. Both grating sections have a slightly different pitch and therefore the wavelength of the output signal is tuned by varying the current to the grating sections which changes the refractive index of each section to produce the required output signal wavelength. Although the output power is generally limited to about 2 mW, this can be increased up to 10 mW by using the optical amplifier section also shown in Figure 6.54(a) [Ref. 168].

Another type of DBR laser capable of a tuning range greater than 40 nm is the grating-assisted codirectional coupler with sampled reflector (GCSR) device [Ref. 169]. The GCSR laser can be produced when a coupler section is introduced between the amplifier
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and phase sections of the structure shown in Figure 6.54(a). In this case the current-controlled waveguide coupler acts as a coarse tuner to deliver a narrow range of signal wavelengths from the Bragg reflector to the phase section which then provides fine tuning, thus ensuring lasing of only one cavity mode.

6.10.3 Fiber lasers

Techniques are also under investigation to obtain narrow-linewidth output from glass fiber lasers [Ref. 135]. The rare-earth-doped fiber lasers described in Section 6.9.2 have spectral linewidths typically in the range 0.1 to 1 nm which are too broad for high-speed transmission. One method to achieve narrower spectral linewidths employed polished silica blocks with surface gratings, as illustrated in Figure 6.55 [Ref. 170]. In this case the holographic gratings acted as distributed feedback reflectors which reflected only a narrow band of wavelengths. The reflector (Figure 6.55) through which the pump beam was launched was a dielectric mirror butted against the fiber end. Moreover, the fiber in the coupler block was undoped and one end was butt jointed to an erbium-doped fiber. An output spectral linewidth of 0.04 nm (5 GHz) was obtained which is indicative of the relative state of development of fiber lasers in comparison with semiconductor devices.

Substantially narrower spectral linewidths have, however, been obtained with fiber lasers using a fiber Fox-Smith resonator design [Ref. 135]. This device, which employs a fused coupler fabricated from erbium-doped fiber, has demonstrated a lasing linewidth of less than 1 MHz which compares favorably with the linewidths obtained from conventional semiconductor DFB lasers but not external cavity lasers.

Finally, wavelength tuning has also been obtained with fiber lasers. In particular, the use of silica as the laser medium provides good power handling characteristics and broadens the rare earth transitions, enabling tunable devices. An investigation of wavelength tuning in a neodymium (Nd³⁺) doped single-mode fiber laser employed the experimental configuration shown in Figure 6.56(a) [Ref. 171]. Tuning was accomplished by changing the angle of the diffraction grating, which was mounted on a sine-bar-driven turntable. A tuning range of 80 nm was obtained, as may be observed from the characteristic (including the fluorescence spectrum of Nd³⁺ ions in silica) displayed in Figure 6.56(b). Furthermore, the wavelength tuning of an erbium (Er³⁺) doped single-mode fiber laser was also reported [Ref. 171] to provide a tuning range of 25 nm around the 1.54 μm wavelength region using a similar experimental configuration. In addition, a wider tuning range greater than 100 nm around the 1.55 μm wavelength using an erbium-doped photonic crystal fiber (see Section 2.6) has also been obtained [Ref. 172].

Figure 6.55 Fiber laser with a cavity incorporating a polished silica block and grating reflector. Reprinted with permission from Ref. 170 © IEEE 1988
An alternative method for wavelength tuning of fiber lasers employed the loop reflector discussed in Section 6.9.2. In this case a temperature shift was used to adjust the coupling ratio through the directional coupler which had a direct effect on the output optical wavelength. A 60 °C variation in temperature provided a tuning range of around 33 nm [Ref. 173].

More recently, the generation of short optical pulses using a cavity with frequency-shifted feedback based on a Q-passively mode-locked fiber laser has been demonstrated [Ref. 174]. This device uses an acousto-optic modulator inside the cavity to achieve the frequency shifting. The fiber laser generated stable mode-locked pulses of 2 ps deviation when emitting at a wavelength of 1.55 μm [Ref. 174]. Moreover, the device could be tuned over the entire erbium fiber gain bandwidth (i.e. 1.52 to 1.62 μm).

**Figure 6.56** Tunable neodymium-doped single-mode fiber laser: (a) configuration; (b) fluorescence spectrum for doped fiber and the laser tuning range. Reprinted with permission from L. Reekie, R. J. Mears, S. B. Poole and D. N. Payne, ‘Tunable single-mode fiber lasers’, *J. Lightwave Technol.*, **LT-4**, p. 956, 1986. Copyright © 1986 IEEE
Fiber-based lasers are capable of providing diffraction-limited power at much higher levels than conventional solid-state lasers. The lower limit of the power level that can damage pure silica is around $10^{10}$ W cm$^{-2}$ which corresponds to approximately 5 kW for an 8 $\mu$m core diameter fiber [Ref. 175]. A compact integrated fiber laser with more than 200 mW of stable output power has, however, been reported [Ref. 150]. In this case the laser cavity was established by using two passive fiber Bragg gratings (FBGs), one narrowband and one wideband, as depicted in Figure 6.57. These FBGs were attached with a very short piece of active material between them comprising heavily doped erbium–ytterbium codoped phosphate glass. The lasing wavelength was determined by the spectral overlap between both FBGs. Finally, the arrangement also incorporated a WDM coupler and a polarization mode isolator to maintain the signal wavelength and the polarization state of the emission from the laser.

### 6.11 Mid-infrared and far-infrared lasers

Laser sources for transmission at wavelengths beyond 2 $\mu$m, in particular gas and solid-state lasers as well as low-temperature injection lasers, have been utilized in nontelecommunication applications such as high-resolution spectroscopy, materials processing and remote monitoring. Development of the potentially ultra-low-loss fibers for mid-infrared transmission (see Section 3.7) operating over the wavelength range 2 to 5 $\mu$m has, however, encouraged greater activity in the pursuit of longer wavelength optical sources. For practical communication systems in the mid-infrared wavelength region the requirement is for semiconductor or fiber lasers which are capable of operating at, or close to, room temperature.

Semiconductor materials with direct bandgaps which encompass both the mid-infrared and far-infrared (8 to 12 $\mu$m) wavelength range include many of the III–V, II–VI and IV–VI alloys. Injection lasers operating in this longer wavelength region, however, are subject to increased carrier losses over devices emitting at wavelengths up to 1.6 $\mu$m.
which result from nonradiative recombination via the Auger interaction [Ref. 176]. The recombination energy of the injected carriers is dissipated as thermal energy to the remaining free carriers by this process. Moreover, the probability of the occurrence of such a process increases as the bandgap of the semiconductor is reduced. In addition, optical losses due to free carrier absorption are also greater because of their dependence on the square of the wavelength. Both of these effects present more problems in the mid-infrared wavelength range and they exhibit increased importance at higher temperatures as a result of the higher concentration of free carriers. They therefore play a major role in the determination of the injection laser threshold current and efficiency, as well as providing a limit to the maximum operating temperature of the device.

The total current required to provide the injection laser threshold is greater than the amount attributable only to radiative recombination by the addition of an Auger current. Although the Auger current depends upon the precise electronic band structure of the material, and often consists of contributions from a number of different Auger transitions, it is generally large for materials with bandgaps which provide longer wavelength emission. In this context the results of calculations for threshold current and internal quantum efficiency for several long-wavelength semiconductor alloys are displayed in Figure 6.58 [Ref. 177]. A comparison of the highest predicted oscillation temperatures of pulsed DH lasers fabricated from various compounds as a function of wavelength, based on estimates of the temperature at which the device internal quantum efficiency at current threshold falls to 2.5%, is shown. In addition, experimental observations are depicted as data points in the figure. It may be observed from Figure 6.58 that this data indicates an overall limit to room temperature laser action at wavelengths slightly above 2 μm for any of the semiconductor alloys investigated.

![Figure 6.58](https://example.com/figure658.png)

**Figure 6.58** Characteristics showing maximum temperature of pulsed operation for DH lasers against wavelength for several material systems. Reprinted from Ref. 177 with permission from Elsevier
Room temperature operation of III–V alloy semiconductor lasers fabricated from InGaAsSb, and GaAlAsSb lattice matched to either GaSb or InAs, has been obtained in the wavelength range 2.2 to 2.3 µm [Refs 178, 179]. Low-threshold-current density of 1.7 kA cm\(^{-2}\) at room temperature has also been reported [Ref. 180] but although laser oscillation is predicted to occur up to a wavelength of 4.4 µm, it is at a temperature of only 77 K due to the presence of the Auger current [Ref. 29]. In addition, the InAsPSb lattice matched to InAs offers the potential for operation over the 2 to 3.5 µm wavelength region but calculations indicate a similar dependence of the maximum operating temperature on wavelength to GaInAsSb (see Figure 6.59).

An example of a II–VI alloy semiconductor is the HgCdTe material system, also shown in Figure 6.59, from which infrared detectors have been fabricated (see Section 8.10). Although LEDs and optically pumped lasers for operation over the wavelength range 2 to 4 µm have been demonstrated using this alloy, injection laser sources have as yet to be reported [Ref. 29]. Injection lasers, however, fabricated from IV–VI lead–salt alloys have been developed for high-resolution spectroscopic as well as gas monitoring applications. Devices based on the quaternary PbSnSeTe and related ternary compounds generally emit at wavelengths longer than 4 µm. In this case the Auger effects have been calculated [Ref. 177] to be less in certain of these alloys than those obtained in III–V semiconductor materials, which could provide both lower current thresholds and higher maximum operating temperatures. The replacement of Sn with Eu, Cd or Ge increases the bandgap to provide shorter wavelength operation. For example, the structure of some reported ternary alloy PbEuTe/PbTe DH lasers [Ref. 181] is shown in Figure 6.59. These mesa-stripe devices which emitted over the 3.5 to 6.5 µm wavelength range provided in excess of 200 µW output power at temperatures up to 210 K in pulsed operation.

The investigation of rare-earth-doped fiber lasers for application in the mid-infrared wavelength region is also under way. In particular, fluorozirconate fiber lasers doped with erbium [Ref. 182], holmium [Ref. 183] and thulium [Ref. 184] have been reported to provide emissions in the 2 to 3 µm wavelength range. The 2.702 µm transition in erbium which had only previously been obtained in bulk fluorozirconate glass samples [Ref. 135] was demonstrated in a CW fiber laser pumped at twice threshold [Ref. 182]. Lasing was
obtained when 191 mW of pump light at a wavelength of 0.477 μm was launched into the doped fluorozirconate fiber.

The holmium-doped fluorozirconate fiber was made to lase with a CW output at wavelengths of 1.38 μm and 2.08 μm [Ref. 183]. In both cases, pumping was obtained from an argon ion source at a wavelength of 0.488 μm and the 2.08 μm emission was the first report of the operation of a fiber laser at wavelengths beyond 1.55 μm [Ref. 135]. Finally, the thulium-doped fiber laser emitted at a wavelength of 2.3 μm when pumped with the pulsed output from an alexandrite laser at 0.786 μm [Ref. 184]. Unlike the longer wavelength holmium emission which originates from a three-level system, the thulium system at 2.3 μm is four level in which the pump band is also the upper lasing level.

6.11.1 Quantum cascade lasers

A fiber laser produced for operation around the 3 μm wavelength point is the diode-cladding-pumped erbium praseodymium–doped fluoride device [Refs 185, 186]. Although this laser is capable of producing very high output power of more than 1 W, it comprises expensive double-clad fluoride fiber which is difficult to cleave with consistently high optical quality over the entire cross-section of the pump fiber cladding. More recently, however, a new technique based on intersubband transitions has resulted in a device known as a quantum cascade (QC) laser which has been successfully demonstrated for mid-infrared emission [Refs 187, 188]. In principle, this technique provides for emission of an optical signal across the full wavelength range of the mid- and far-infrared regions (i.e. 2 to 12 μm) since the emitted wavelength is determined by quantum mechanical band structure engineering. The QC laser is a layered semiconductor device comprising a series of coupled quantum wells grown on GaAs or InP substrates [Refs 189, 190].

A basic energy-level structure for the QC laser is provided in Figure 6.60 which shows two cascaded quantum-well stages (i.e. stages A and B). Each stage is divided into two sections which act as the injector and active region, respectively. Furthermore, the injector section can be further divided into two parts for the injection and collection of electrons, the latter part being situated adjacent to the active stage. These parts are sometimes also referred to individually as the injector and the collector.

The operation of the QC laser can be likened to an electronic waterfall which functions by pumping up the energy level of electrons which then instead of dropping back in a single step lose their energy in a controlled manner so that they give up some energy each time over several steps. Since the QC laser structure contains a series of energy levels, the same electron can therefore emit a number of photons as it cascades down through each energy level. Furthermore, when the size of the layers (i.e. quantum wells) is reduced to a size comparable with the emission wavelength, then the motion of the electron becomes perpendicular to the plane of the layer. This effect, which is referred to as the quantum confinement,* causes the electrons to only jump from one state to the other in discrete steps, each time emitting a photon of light. It should be noted that the three energy levels identified as 1, 2 and 3 in Figure 6.60 represent only the conduction band since the QC

* Quantum confinement is the trapping of electrons or holes (i.e. charge carriers) in a small area and typically occurs in quantum wells at the nanometer scale.
laser uses only n-type charge carriers and the holes play no part in the device operation, such that it is sometimes simply referred to as the unipolar laser. Each quantum-well stage produces a single photon when an electron falls from a higher energy level (identified as 3) to the lower energy level (identified as 2) and then to the lowest level dropping from 2 to 1. Therefore a single electron can produce several photons depending on the number of cascaded stages, unlike the conventional semiconductor injection laser where one electron generates only a single photon. The energy given up by the electron at each cascade stage determines the wavelength of the radiation which does not depend on the properties of the material but on the thickness of layer. Hence by selecting layers of different thicknesses it is possible to obtain different output signal wavelengths.

Cascading several stages to form a QC laser makes the overall structure complex but nevertheless the device still remains small (typically 1.5 to 3.0 μm) in comparison with a conventional injection laser [Ref. 191]. In addition, it is also useful to create several injector/collector and active regions in a single stage where each region contains a single quantum well. Such a structure (i.e. MQW cascade laser) allows more injection/collection of current and thus produces a greater number of photons. The formation of many (typically 25 to 75 [Ref. 192]) alternating injector/collectors and a number of active regions can be achieved through the precise control of several hundred layers of material, each one only a few nanometers thick.

The QC laser can exhibit improved performance characteristics in comparison with the conventional injection laser as it provides an increased output signal power (greater than 1000) at the same wavelength due to the large number of cascaded stages and its ability to carry large currents [Ref. 192]. Also, since the QC laser employs a larger energy bandgap it can transmit at any desired signal wavelength within the infrared region. Hence QC lasers emitting at signal wavelengths in both the mid- and far-infrared regions using different material systems based on InP and also photonic crystal bandgap materials (see Section 2.6.2) have been demonstrated [Refs 193, 194]. In addition, QC lasers can be designed to emit a signal vertically in the same manner as the VCSEL [Ref. 195]. Moreover, as a result of their larger energy bandgaps QC laser materials are much easier
to process, less prone to defect formation and more reliable than low-bandgap semicon-
ductors such as lead salts, indium-arsenide- and indium-antimonide-based alloys used for
conventional mid-infrared laser diodes. Heat generation in QC lasers, however, needs to
be carefully controlled since the electrons in the active regions, influenced by lattice vibra-
tions, create phonons that cause large heat generation [Refs 196, 197]. These phonons also
cause the electrons to drift into lower energy levels (i.e. subband) instead of reaching their
anticipated higher energy level [Ref. 197]. For this reason QC lasers operate better in
pulsed mode at room temperature [Ref. 198]. Device performance for CW mode is, how-
ever, improved when laser cooling techniques are incorporated to reduce these adverse
heating effects [Ref. 199]. Finally, it should be noted that mid- and far-infrared fibers are
at present not being seriously considered for long-haul communications (see Section 3.7)
and therefore QC lasers are finding utilization in nontelecommunication applications.

Problems

6.1 Briefly outline the general requirements for a source in optical fiber communications.
Discuss the areas in which the injection laser fulfills these requirements, and
comment on any drawbacks of using this device as an optical fiber communication
source.

6.2 Briefly describe the two processes by which light can be emitted from an atom.
Discuss the requirement for population inversion in order that stimulated emission
may dominate over spontaneous emission. Illustrate your answer with an energy-
level diagram of a common nonsemiconductor laser.

6.3 Discuss the mechanism of optical feedback to provide oscillation and hence
amplification within the laser. Indicate how this provides a distinctive spectral out-
put from the device.

   The longitudinal modes of a gallium arsenide injection laser emitting at a wave-
length of 0.87 μm are separated in frequency by 278 GHz. Determine the length of
the optical cavity and the number of longitudinal modes emitted. The refractive
index of gallium arsenide is 3.6.

6.4 An injection laser has a GaAs active region with a bandgap energy of 1.43 eV.
Estimate the wavelength of optical emission from the device and determine its
linewidth in hertz when the measured spectral width is 0.1 nm.

6.5 The refractive index of the InGaAsP active region of an injection laser at a wave-
length of 1.5 μm is 3.5 and the device has an active cavity length of 400 μm. For laser
operation at a wavelength of 1.5 μm determine: (a) the laser emission mode index;
(b) the eligible number of wavelengths inside the cavity; (c) the frequency separa-
tion of the modes in the active cavity in order to produce constructive interference.

6.6 When GaSb is used in the fabrication of an electroluminescent source, estimate the
necessary hole concentration in the p-type region in order that the radiative minority
carrier lifetime is 1 ns.
6.7 The energy bandgap for lightly doped gallium arsenide at room temperature is 1.43 eV. When the material is heavily doped (degenerative) it is found that the lasing transitions involve ‘bandtail’ states which effectively reduce the bandgap transition by 8%. Determine the difference in the emission wavelength of the light between the lightly doped and this heavily doped case.

6.8 With the aid of suitable diagrams, discuss the principles of operation of the injection laser.

Outline the semiconductor materials used for emission over the wavelength range 0.8 to 1.7 μm and give reasons for their choice.

6.9 Determine the range of bandgap energies for:
   (a) Al$_{y}$Ga$_{1-y}$As/Al$_{x}$Ga$_{1-x}$As;
   (b) In$_{1-x}$Ga$_{x}$As$_{y}$P$_{1-y}$/InP.

6.10 A DH injection laser has an optical cavity of length 50 μm and width 15 μm. At normal operating temperature the loss coefficient is 10 cm$^{-1}$ and the current threshold is 50 mA. When the mirror reflectivity at each end of the optical cavity is 0.3, estimate the gain factor $\beta$ for the device. It may be assumed that the current is confined to the optical cavity.

6.11 The coated mirror reflectivity at either end of the 350 μm long optical cavity of an injection laser is 0.5 and 0.65. At normal operating temperature the threshold current density for the device is $2 \times 10^3$ A cm$^{-2}$ and the gain factor $\beta$ is $22 \times 10^{-3}$ cm A$^{-1}$. Estimate the loss coefficient in the optical cavity.

6.12 Describe the techniques used to give both electrical and optical confinement in multimode injection lasers. Contrast these techniques when used in gain-guided and index-guided lasers.

6.13 A gallium arsenide injection laser with a cavity of length 500 μm has a loss coefficient of 20 cm$^{-1}$. The measured differential external quantum efficiency of the device is 45%. Calculate the internal quantum efficiency of the laser. The refractive index of gallium arsenide is 3.6.

6.14 Compare the ideal light output against current characteristic for the injection laser with one from a typical gain-guided device. Describe the points of significance on the characteristics and suggest why the two differ.

6.15 Describe, with the aid of suitable diagrams, the major strategies and structures utilized in the fabrication of single-frequency injection lasers. Indicate the reasons for the great interest in such devices.

6.16 The threshold current density for a stripe geometry AlGaAs laser is 3000 A cm$^{-1}$ at a temperature of 15 °C. Estimate the required threshold current at a temperature of 60 °C when the threshold temperature coefficient $T_0$ for the device is 180 K, and the contact stripe is $20 \times 100$ μm.

6.17 Briefly describe what is meant by the following terms when they are used in relation to injection lasers:
   (a) relaxation oscillations;
   (b) frequency chirp;
6.18 Explain the concept of quantum-dot and quantum wire lasers and describe their operation in comparison with conventional injection laser diodes.

6.19 Discuss the operation of a vertical cavity surface-emitting laser (VCSEL). Briefly indicate the three methods to provide wavelength tuning for a VCSEL.

6.20 The rms value of the power fluctuation on the output from a single-mode semiconductor laser is $2 \times 10^{-4}$ W when the relative intensity noise (RIN) is $-160$ dB Hz$^{-1}$. The emission, which is at a wavelength of 1.30 μm, is directly incident on an optical detector with a quantum efficiency of 70% at this wavelength. If the rms noise current at the detector output is 0.53 μA, and assuming that the RIN is the dominant noise source, calculate the mean optical power incident on the photodetector.

6.21 A single-mode injection laser launches light with a 3 dB linewidth $\Delta f$ into a fiber link which has two connectors exhibiting reflectivities $r_1$ and $r_2$. It is known that the worst case relative intensity noise (RIN) occurs when the direct and doubly reflected optical fields interfere in quadrature [Ref. 200] following:

$$RIN(f) = \frac{4r_1r_2}{\pi} \frac{\Delta f}{f^2 + \Delta f^2} \left[1 + \exp(-4\pi \Delta f \tau) - 2 \exp(-2\pi \Delta f \tau) \cos(2\pi f \tau)\right]$$

Demonstrate that the above expression reduces to:

$$RIN(f) = \frac{16r_1r_2}{\pi} \Delta f \tau^2 \quad \text{for} \quad \Delta f \cdot \tau \ll 1$$

and:

$$RIN(f) = \frac{4r_1r_2}{\pi} \frac{\Delta f}{f^2 + \Delta f^2} \quad \text{for} \quad f \cdot \tau \gg 1$$

6.22 A DFB laser has a 3 dB linewidth $\Delta f$ of 50 MHz. It is connected to a short optical jumper cable such that $\Delta f \cdot \tau = 0.1$. Using the relationship given in Problem 6.21 when the frequency $f$ is also 50 MHz, obtain the average reflectivity for each of the connectors so that the RIN is reduced below a level of $-130$ dB Hz$^{-1}$.

6.23 Discuss degradation mechanisms in injection lasers. Comment on these with regard to the CW lifetime of the devices.

6.24 Describe the structure and operation of a glass fiber laser. Comment on the glass compounds currently employed together with their fluorescence spectra.

6.25 Discuss linewidth narrowing and wavelength tunability associated with single-frequency injection lasers. Outline the major techniques which are being adopted to facilitate these characteristics.

6.26 Describe the structure and explain the operation of a sample-grating DBR laser. Using a diagram, briefly discuss the function of the vernier effect in this laser type.
6.27 Describe the energy-level structure and operation of a quantum cascade (QC) laser for mid-infrared transmission. Indicate the benefits of the QC approach in comparison with a conventional semiconductor injection laser.

Answers to numerical problems

6.3  150 µm, 1241
6.4  0.87 µm, 39.6 GHz
6.5  (a) 1866
     (b) 933
     (c) 107 Hz
6.6  4.2 × 10¹⁸ cm⁻³
6.7  0.07 µm
6.9  (a) 1.38 to 1.91 eV
     (b) 0.73 to 1.35 eV
6.10 3.76 × 10⁻² cm A⁻¹
6.11 28 cm⁻¹
6.13 84.5%
6.16 77.0 mA
6.20 3.6 mW
6.22 -25.2 dB
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7.1 Introduction

Spontaneous emission of radiation in the visible and infrared regions of the spectrum from a forward-biased p–n junction was discussed in Section 6.3.2. The normally empty conduction band of the semiconductor is populated by electrons injected into it by the forward current through the junction, and light is generated when these electrons recombine with holes in the valence band to emit a photon. This is the mechanism by which light is emitted from an LED, but stimulated emission is not encouraged, as it is in the injection laser, by the addition of an optical cavity and mirror facets to provide feedback of photons.

The LED can therefore operate at lower current densities than the injection laser, but the emitted photons have random phases and the device is an incoherent optical source. Also, the energy of the emitted photons is only roughly equal to the bandgap energy of the semiconductor material, which gives a much wider spectral linewidth (possibly by a factor of 100) than the injection laser. The linewidth for an LED corresponds to a range of photon energy between 1 and 3.5KT, where K is Boltzmann’s constant and T is the absolute temperature. This gives linewidths of 30 to 40 nm for GaAs-based devices operating at room temperature. Thus the LED supports many optical modes within its structure and is therefore often used as a multimode source, although the coupling of LEDs to
single-mode fibers has been pursued with success, particularly when advanced structures are employed. Also, LEDs have several further drawbacks in comparison with injection lasers. These include:

(a) generally lower optical power coupled into a fiber (microwatts);
(b) usually lower modulation bandwidth;
(c) harmonic distortion.

However, although these problems may initially appear to make the LED a less attractive optical source than the injection laser, the device has a number of distinct advantages which have given it a prominent place in optical fiber communications:

1. Simpler fabrication. There are no mirror facets and in some structures no striped geometry.
2. Cost. The simpler construction of the LED leads to much reduced cost which is always likely to be maintained.
3. Reliability. The LED does not exhibit catastrophic degradation and has proved far less sensitive to gradual degradation than the injection laser. It is also immune to self-pulsation and modal noise problems.
4. Generally less temperature dependence. The light output against current characteristic is less affected by temperature than the corresponding characteristic for the injection laser. Furthermore, the LED is not a threshold device and therefore raising the temperature does not increase the threshold current above the operating point and hence halt operation.
5. Simpler drive circuitry. This is due to the generally lower drive currents and reduced temperature dependence which makes temperature compensation circuits unnecessary.
6. Linearity. Ideally, the LED has a linear light output against current characteristic (see Section 7.4.1), unlike the injection laser. This can prove advantageous where analog modulation is concerned.

These advantages combined with the development of high-radiance, relatively high-bandwidth devices have ensured that the LED remains an extensively used source for optical fiber communications.

Structures fabricated using the GaAs/AlGaAs material system are well tried for operation in the shorter wavelength region. In addition, there have been substantial advances in devices based on the InGaAsP/InP material structure for use in the longer wavelength region especially around 1.3 μm. At this wavelength, the material dispersion in silica glass fibers goes through zero and hence the wider linewidth of the LED imposes a far slighter limitation on link length than does intermodal dispersion within multimode fiber. Furthermore, the reduced fiber attenuation at this operating wavelength can allow longer haul LED systems.

Although longer wavelength LED systems using multimode graded index fiber have been developed, particularly for nontelecommunication applications (see Section 15.6.4), activity has also been concerned with both high-speed operation and with the coupling of
these InGaAsP LEDs to single-mode fiber. A major impetus for these strategies has been the potential deployment of such single-mode LED systems in the telecommunication access network or subscriber loop (see Section 15.6.3). In this context, theoretical studies of both LED coupling [Ref. 1] and transmission [Ref. 2] with single-mode fiber have been undertaken, as well as numerous practical investigations, some of which are outlined in the following sections. It is therefore apparent that LEDs are likely to remain a significant optical fiber communication source for many system applications including operation over shorter distances with single-mode fiber at transmission rates that may exceed 1 Gbit s$^{-1}$.

Having dealt with the basic operating principles for the LED in Section 6.3.2, we continue in Section 7.2 with a discussion of LED power and efficiency in relation to the launching of light into optical fibers. Moreover, at the end of this section we include a brief account of the operation of an efficient LED which employs a double heterostructure. This leads into a discussion in Section 7.3 of the major practical LED structures where again we have regard to their light coupling efficiency. Also included in this section are the more advanced device structures such as the superluminescent, resonant cavity and quantum-dot LED. The various operating characteristics and limitations on LED performance are then described in Section 7.4. Finally, in Section 7.5, we include a brief discussion on the possible modulation techniques for semiconductor optical sources.

### 7.2 LED power and efficiency

The absence of optical amplification through stimulated emission in the LED tends to limit the internal quantum efficiency (ratio of photons generated to injected electrons) of the device. Reliance on spontaneous emission allows nonradiative recombination to take place within the structure due to crystalline imperfections and impurities giving, at best, an internal quantum efficiency of 50% for simple homojunction devices. However, as with injection lasers, double-heterojunction (DH) structures have been implemented which recombination lifetime measurements suggest [Ref. 3] give internal quantum efficiencies of 60 to 80%.

The power generated internally by an LED may be determined by consideration of the excess electrons and holes in the p- and n-type material respectively (i.e. the minority carriers) when it is forward biased and carrier injection takes place at the device contacts (see Section 6.3.2). The excess density of electrons $\Delta n$ and holes $\Delta p$ is equal since the injected carriers are created and recombined in pairs such that charge neutrality is maintained within the structure. In extrinsic materials one carrier type will have a much higher concentration than the other and hence in the p-type region, for example, the hole concentration will be much greater than the electron concentration. Generally, the excess minority carrier density decays exponentially with time $t$ [Ref. 4] according to the relation:

$$\Delta n = \Delta n(0) \exp(-t/\tau) \quad (7.1)$$

where $\Delta n(0)$ is the initial injected excess electron density and $\tau$ represents the total carrier recombination lifetime. In most cases, however, $\Delta n$ is only a small fraction of the majority
carriers and comprises all of the minority carriers. Therefore, in these cases, the carrier recombination lifetime becomes the minority or injected carrier lifetime $\tau_i$.

When there is a constant current flow into the junction diode, an equilibrium condition is established. In this case, the total rate at which carriers are generated will be the sum of the externally supplied and the thermal generation rates. The current density $J$ in amperes per square meter may be written as $j/ed$ in electrons per cubic meter per second, where $e$ is the charge on an electron and $d$ is the thickness of the recombination region. Hence a rate equation for carrier recombination in the LED can be expressed in the form [Ref. 4]:

$$\frac{d(\Delta n)}{dt} = \frac{J}{ed} - \frac{\Delta n}{\tau_i} \text{ (m}^{-3} \text{s}^{-1})$$

(7.2)

The condition for equilibrium is obtained by setting the derivative in Eq. (7.2) to zero. Hence:

$$\Delta n = \frac{j}{ed} \text{ (m}^{-3})$$

(7.3)

Equation (7.3) therefore gives the steady-state electron density when a constant current is flowing into the junction region.

It is also apparent from Eq. (7.2) that in the steady state the total number of carrier recombinations per second or the recombination rate $r_t$ will be:

$$r_t = \frac{J}{ed} \text{ (m}^{-3})$$

(7.4)

$$= r_r + r_{nr} \text{ (m}^{-3})$$

(7.5)

where $r_r$ is the radiative recombination rate per unit volume and $r_{nr}$ is the nonradiative recombination rate per unit volume. Moreover, when the forward-biased current into the device is $i$, then from Eq. (7.4) the total number of recombinations per second $R_t$ becomes:

$$R_t = \frac{i}{e}$$

(7.6)

It was indicated in Section 6.3.3.1 that excess carriers can recombine either radiatively or nonradiatively. While in the former case a photon is generated, in the latter case the energy is released in the form of heat (i.e. lattice vibrations). Moreover, for a DH device with a thin active region (a few microns), the nonradiative recombination tends to be dominated by surface recombination at the heterojunction interfaces.

The LED internal quantum efficiency* $\eta_{int}$, which can be defined as the ratio of the radiative recombination rate to the total recombination rate, following Eq. (7.5) may be written as [Ref. 5]:

* The internal quantum efficiency for the LED is obtained only from the spontaneous radiation and hence is written as $\eta_{int}$. By contrast, the internal quantum efficiency for the injection laser combined the internal quantum efficiencies for both spontaneous and simulated radiation. It was therefore denoted as $\eta_i$ (see Section 6.4.1).
where $R_r$ is the total number of radiative recombinations per second. Rearranging Eq. (7.8) and substituting from Eq. (7.6) gives:

$$R_r = \eta_{int} \frac{i}{e}$$

Since $R_r$ is also equivalent to the total number of photons generated per second and from Eq. (6.1) each photon has an energy equal to $hf$ joules, then the optical power generated internally by the LED, $P_{int}$, is:

$$P_{int} = \eta_{int} \frac{i}{e} hf \text{ (W)}$$

Using Eq. (6.22) to express the internally generated power in terms of wavelength rather than frequency gives:

$$P_{int} = \eta_{int} \frac{hc}{e\lambda} \text{ (W)}$$

It is interesting to note that Eqs (7.10) and (7.11) display a linear relationship between the optical power generated in the LED and the drive current into the device (see Section 7.4.1). Similar relationships may be obtained for the optical power emitted from an LED but in this case the constant of proportionality $\eta_{int}$ must be multiplied by a factor representing the external quantum efficiency* $\eta_{ext}$ to provide an overall quantum efficiency for the device.

For the exponential decay of excess carriers depicted by Eq. (7.1) the radiative minority carrier lifetime is $\tau_r = \Delta n/r_r$ and the nonradiative minority carrier lifetime is $\tau_{nr} = \Delta n/r_{nr}$. Therefore, from Eq. (7.7) the internal quantum efficiency is:

$$\eta_{int} = \frac{1}{1 + (r_{nr}/r_r)} = \frac{1}{1 + (\tau_r/\tau_{nr})}$$

Furthermore, the total recombination lifetime $\tau$ can be written as $\tau = \Delta n/r_t$, which, using Eq. (7.5), gives:

$$\frac{1}{\tau} = \frac{1}{\tau_r} + \frac{1}{\tau_{nr}}$$

* The external quantum efficiency may be defined as the ratio of the photons emitted from the device to the photons internally generated. However, it is sometimes defined as the ratio of the number of photons emitted to the total number of carrier recombinations (radiative and nonradiative).
Hence Eq. (7.12) becomes:

\[ \eta_{\text{int}} = \frac{\tau}{\tau_r} \]  

(7.14)

It should be noted that the same expression for the internal quantum efficiency could be obtained from Eq. (7.7).

### Example 7.1

The radiative and nonradiative recombination lifetimes of the minority carriers in the active region of a double-heterojunction LED are 60 ns and 100 ns respectively. Determine the total carrier recombination lifetime and the power internally generated within the device when the peak emission wavelength is 0.87 μm at a drive current of 40 mA.

**Solution:** The total carrier recombination lifetime is given by Eq. (7.13) as:

\[ \tau = \frac{\tau_r \tau_{nr}}{\tau_r + \tau_{nr}} = \frac{60 \times 100 \text{ ns}}{60 + 100} = 37.5 \text{ ns} \]

To calculate the power internally generated it is necessary to obtain the internal quantum efficiency of the device. Hence using Eq. (7.14):

\[ \eta_{\text{int}} = \frac{\tau}{\tau_r} = \frac{37.5}{60} = 0.625 \]

Thus from Eq. (7.11):

\[ P_{\text{int}} = \eta_{\text{int}} \frac{hc}{\lambda e} = \frac{0.625 \times 6.626 \times 10^{-34} \times 2.998 \times 10^8 \times 40 \times 10^{-3}}{1.602 \times 10^{-19} \times 0.87 \times 10^{-6}} \]

\[ = 35.6 \text{ mW} \]

The LED which has an internal quantum efficiency of 62.5% generates 35.6 mW of optical power, internally. It should be noted, however, that this power level will not be readily emitted from the device.

Although the possible internal quantum efficiency can be relatively high, the radiation geometry for an LED which emits through a planar surface is essentially Lambertian in that the surface radiance (the power radiated from a unit area into a unit solid angle, given in W sr\(^{-1}\) m\(^{-2}\)) is constant in all directions. The Lambertian intensity distribution is illustrated in Figure 7.1 where the maximum intensity \( I_0 \) is perpendicular to the planar surface but is reduced on the sides in proportion to the cosine of the viewing angle \( \theta \) as the apparent area varies with this angle. This reduces the external power efficiency to a few percent as most of the light generated within the device is trapped by total internal reflection (see...
Section 2.2.1) when it is radiated at greater than the critical angle for the crystal–air interface. As with the injection laser (see Section 6.4.1) the external power efficiency \( \eta_{ep} \) is defined as the ratio of the optical power emitted externally \( P_e \) to the electric power provided to the device \( P \) or:

\[
\eta_{ep} = \frac{P_e}{P} \times 100\% \quad (7.15)
\]

Also, the optical power emitted \( P_e \) into a medium of low refractive index \( n \) from the face of a planar LED fabricated from a material of refractive index \( n_x \) is given approximately by [Ref. 6]:

\[
P_e = \frac{P_{int} F n^2}{4n_x^2} \quad (7.16)
\]

where \( P_{int} \) is the power generated internally and \( F \) is the transmission factor of the semiconductor–external interface. Hence it is possible to estimate the percentage of optical power emitted.

**Example 7.2**

A planar LED is fabricated from gallium arsenide which has a refractive index of 3.6.

(a) Calculate the optical power emitted into air as a percentage of the internal optical power for the device when the transmission factor at the crystal–air interface is 0.68.

(b) When the optical power generated internally is 50% of the electric power supplied, determine the external power efficiency.

Solution: (a) The optical power emitted is given by Eq. (7.16), in which the refractive index \( n \) for air is 1:
A further loss is encountered when coupling the light output into a fiber. Considerations of this coupling efficiency are very complex; however, it is possible to use an approximate simplified approach [Ref. 7]. If it is assumed for step index fibers that all the light incident on the exposed end of the core within the acceptance angle $\theta_a$ is coupled, then for a fiber in air, using Eq. (2.8):

$$\theta_a = \sin^{-1}\left(\frac{n_2^2 - n_1^2}{2n_1^2}\right) = \sin^{-1}(NA) \quad (7.17)$$

Also, incident light at angles greater than $\theta_a$ will not be coupled. For a Lambertian source, the radiant intensity at an angle $\theta$, $I(\theta)$, is given by (see Figure 7.1):

$$I(\theta) = I_0 \cos \theta \quad (7.18)$$

where $I_0$ is the radiant intensity along the line $\theta = 0$. Considering a source which is smaller than, and in close proximity to, the fiber core, and assuming cylindrical symmetry, the coupling efficiency $\eta_c$ is given by:

$$\eta_c = \frac{\int_{-\pi/2}^{\pi/2} I(\theta) \sin \theta \, d\theta}{\int_{0}^{\pi/2} I(\theta) \sin \theta \, d\theta} \quad (7.19)$$

Hence substituting from Eq. (7.18):

$$\eta_c = \frac{\int_{-\pi/2}^{\pi/2} I_0 \cos \theta \sin \theta \, d\theta}{\int_{0}^{\pi/2} I_0 \cos \theta \sin \theta \, d\theta}$$

LED power and efficiency

$$P_e = \frac{P_{\text{int}} F n^2}{4n_0^2} = \frac{P_{\text{int}} 0.68 \times 1}{4(3.6)^2} = 0.013 P_{\text{int}}$$

Hence the power emitted is only 1.3% of the optical power generated internally.

(b) The external power efficiency is given by Eq. (7.15), where:

$$\eta_{ep} = \frac{P_e}{P} \times 100 = 0.013 \frac{P_{\text{int}}}{P} \times 100$$

Also, the optical power generated internally $P_{\text{int}} = 0.5 P$.

Hence:

$$\eta_{ep} = \frac{0.013 P_{\text{int}}}{2P_{\text{int}}} \times 100 = 0.65\%$$
Furthermore, from Eq. (7.17):

$$\eta_c = \sin^2 \theta_a = (NA)^2$$  \hspace{1cm} (7.21)

Equation (7.21) for the coupling efficiency allows estimates for the percentage of optical power coupled into the step index fiber relative to the amount of optical power emitted from the LED.

Example 7.3

The light output from the GaAs LED of Example 7.2 is coupled into a step index fiber with a numerical aperture of 0.2, a core refractive index of 1.4 and a diameter larger than the diameter of the device. Estimate:

(a) The coupling efficiency into the fiber when the LED is in close proximity to the fiber core.

(b) The optical loss in decibels, relative to the power emitted from the LED, when coupling the light output into the fiber.

(c) The loss relative to the internally generated optical power in the device when coupling the light output into the fiber when there is a small air gap between the LED and the fiber core.

Solution: (a) From Eq. (7.21), the coupling efficiency is given by:

$$\eta_c = (NA)^2 = (0.2)^2 = 0.04$$

Thus about 4% of the externally emitted optical power is coupled into the fiber.

(b) Let the optical power coupled into the fiber be $P_c$. Then the optical loss in decibels relative to $P_e$ when coupling the light output into the fiber is:

$$\text{Loss} = -10 \log_{10} \frac{P_c}{P_e}$$

$$= -10 \log_{10} \eta_c$$
If significant optical power is to be coupled from an incoherent LED into a low-NA fiber the device must exhibit very high radiance. This is especially the case when considering graded index fibers where the Lambertian coupling efficiency with the same $\alpha$ (same refractive index difference) and $\alpha/H_{11229}$ (see Section 2.4.4) is about half that into step index fibers [Ref. 8]. To obtain the necessary high radiance, direct bandgap semiconductors (see Section 6.3.3.1) must be used fabricated with DH structures which may be driven at high current densities. The principle of operation of such a device will now be considered prior to discussion of various LED structures.

### 7.2.1 The double-heterojunction LED

The principle of operation of the DH LED is illustrated in Figure 7.2. The device shown consists of a p-type GaAs layer sandwiched between a p-type AlGaAs and an n-type AlGaAs layer. When a forward bias is applied (as indicated in Figure 7.2(a)) electrons from the n-type layer are injected through the p-n junction into the p-type GaAs layer where they become minority carriers. These minority carriers diffuse away from the junction [Ref. 9], recombining with majority carriers (holes) as they do so. Photons are therefore produced with energy corresponding to the bandgap energy of the p-type GaAs layer. The injected electrons are inhibited from diffusing into the p-type AlGaAs layer because of the potential barrier presented by the p-p heterojunction (see Figure 7.2(b)). Hence, electroluminescence only occurs in the GaAs junction layer, providing both good internal quantum efficiency and high-radiance emission. Furthermore, light is emitted from the device without reabsorption because the bandgap energy in the AlGaAs layer is large in

---

Hence:

$$\text{Loss} = -10 \log_{10} 0.04$$

$$= 14.0 \text{ dB}$$

(c) When the LED is emitting into air, from Example 7.2:

$$P_e = 0.013P_{\text{int}}$$

Assuming a very small air gap (i.e. cylindrical symmetry unaffected), then from (a) the power coupled into the fiber is:

$$P_c = 0.04P_e = 0.04 \times 0.013P_{\text{int}}$$

$$= 5.2 \times 10^{-4}P_{\text{int}}$$

Hence in this case only about 0.05% of the internal optical power is coupled into the fiber.

The loss in decibels relative to $P_{\text{int}}$ is:

$$\text{Loss} = -10 \log_{10} \frac{P_c}{P_{\text{int}}} = -10 \log_{10} 5.2 \times 10^{-4} = 32.8 \text{ dB}$$
Figure 7.2 The double-heterojunction LED: (a) the layer structure, shown with an applied forward bias; (b) the corresponding energy band diagram

comparison with that in GaAs. The DH structure is therefore used to provide the most efficient incoherent sources for application within optical fiber communications. Nevertheless, these devices generally exhibit the previously discussed constraints in relation to coupling efficiency to optical fibers. This and other LED structures are considered in greater detail in the following section.

7.3 LED structures

There are six major types of LED structure and although only two have found extensive use in optical fiber communications, two others have become increasingly applied. These
are the surface emitter, the edge emitter, the superluminescent and the resonant cavity LED respectively. The other two structures, the planar and dome LEDs, find more application as cheap plastic-encapsulated visible devices for use in such areas as intruder alarms, TV channel changers and industrial counting. However, infrared versions of these devices have been used in optical communications mainly with fiber bundles and it is therefore useful to consider them briefly before progressing to the high-radiance LED structures.

7.3.1 Planar LED

The planar LED is the simplest of the structures that are available and is fabricated by either liquid- or vapor-phase epitaxial processes over the whole surface of a GaAs substrate. This involves a p-type diffusion into the n-type substrate in order to create the junction illustrated in Figure 7.3. Forward current flow through the junction gives Lambertian spontaneous emission and the device emits light from all surfaces. However, only a limited amount of light escapes the structure due to total internal reflection, as discussed in Section 7.2, and therefore the radiance is low.

Figure 7.3 The structure of a planar LED showing the emission of light from all surfaces

7.3.2 Dome LED

The structure of a typical dome LED is shown in Figure 7.4. A hemisphere of n-type GaAs is formed around a diffused p-type region. The diameter of the dome is chosen to maximize the amount of internal emission reaching the surface within the critical angle of the GaAs–air interface. Hence this device has a higher external power efficiency than the planar LED. However, the geometry of the structure is such that the dome must be far larger than the active recombination area, which gives a greater effective emission area and thus reduces the radiance.

7.3.3 Surface emitter LEDs

A method for obtaining high radiance is to restrict the emission to a small active region within the device. The technique pioneered by Burrus and Dawson [Ref. 10] with homostructure devices was to use an etched well in a GaAs substrate in order to prevent heavy absorption of the emitted radiation, and physically to accommodate the fiber. These
structures have a low thermal impedance in the active region allowing high current densities and giving high-radiance emission into the optical fiber. Furthermore, considerable advantage may be obtained by employing DH structures giving increased efficiency from electrical and optical confinement as well as less absorption of the emitted radiation. This type of surface emitter LED (SLED) has been widely employed within optical fiber communications.

The structure of a high-radiance etched well DH surface emitter* for the 0.8 to 0.9 μm wavelength band is shown in Figure 7.5 [Ref. 11]. The internal absorption in this device is very low due to the larger bandgap-confining layers, and the reflection coefficient at the back crystal face is high giving good forward radiance. The emission from the active layer is essentially isotropic, although the external emission distribution may be considered Lambertian with a beam width of 120° due to refraction from a high to a low refractive index at the GaAs–fiber interface. The power coupled $P_c$ into a multimode step index fiber may be estimated from the relationship [Ref. 12]:

$$P_c = \pi (1 - r) A R_D (NA)^2$$  \hspace{1cm} (7.22)

where $r$ is the Fresnel reflection coefficient at the fiber surface, $A$ is the smaller of the fiber core cross-section or the emission area of the source and $R_D$ is the radiance of the source. However, the power coupled into the fiber is also dependent on many other factors including the distance and alignment between the emission area and the fiber, the SLED emission pattern and the medium between the emitting area and the fiber. For instance, the addition of epoxy resin in the etched well tends to reduce the refractive index mismatch and increase the external power efficiency of the device. Hence, DH surface emitters often give more coupled optical power than predicted by Eq. (7.22). Nevertheless Eq. (7.22) may be used to gain an estimate of the power coupled, although accurate results may only be obtained through measurement.

* These devices are also known as Burrus-type LEDs
Example 7.4

A DH surface emitter which has an emission area diameter of 50 μm is butt jointed to an 80 μm core step index fiber with a numerical aperture of 0.15. The device has a radiance of 30 W sr⁻¹ cm⁻² at a constant operating drive current. Estimate the optical power coupled into the fiber if it is assumed that the Fresnel reflection coefficient at the index matched fiber surface is 0.01.

Solution: Using Eq. (7.22), the optical power coupled into the fiber $P_c$ is given by:

$$P_c = \pi (1 - r) AR_0 (NA)^2$$

In this case $A$ represents the emission area of the source.

Hence:

$$A = \pi (25 \times 10^{-4})^2 = 1.96 \times 10^{-5} \text{ cm}^2$$

Thus:

$$P_c = \pi (1 - 0.01)1.96 \times 10^{-5} \times 30 \times (0.15)^2
= 41.1 \mu W$$

In this example around 41 μW of optical power is coupled into the step index fiber.
However, for graded index fiber optimum direct coupling requires that the source diameter be about one-half the fiber core diameter. In both cases lens coupling may give increased levels of optical power coupled into the fiber but at the cost of additional complexity. Other factors which complicate the LED fiber coupling are the transmission characteristics of the leaky modes or large angle skew rays (see Section 2.4.1). Much of the optical power from an incoherent source is initially coupled into these large-angle rays, which fall within the acceptance angle of the fiber but have much higher energy than meridional rays. Energy from these rays goes into the cladding and may be lost. Hence much of the light coupled into a multimode fiber from an LED is lost within a few hundred meters. It must therefore be noted that the effective optical power coupled into a short length of fiber significantly exceeds that coupled into a longer length.

The planar structure of the Burrus-type LED and other nonetched well SLEDs [Ref. 13] allows significant lateral current spreading, particularly for contact diameters less than 25 μm. This current spreading results in a reduced current density as well as an effective emission area substantially greater than the contact area. A technique which has been used to reduce the current spreading in very small devices is to fabricate a mesa structure SLED, as illustrated in Figure 7.6 [Ref. 14]. In this case mesas with diameters in the range 20 to 25 μm at the active layer were formed by chemical etching.

These InGaAsP/InP devices which emitted at a wavelength of 1.3 μm had an integral lens formed at the exit face of the InP substrate in order to improve the coupling efficiency, particularly to single-mode fiber. Such monolithic lens structures provide a common strategy for improving the power coupled into fiber from LEDs, and alternative lens coupling techniques are discussed in Section 7.3.7. Moreover, there is increasing interest in coupling LEDs to single-mode fiber for shorter haul applications which, in the case of SLEDs, necessitates efficient lens coupling to obtain acceptable launch powers. For example, the

![Figure 7.6 Small-area InGaAsP mesa-etched surface-emitting LED structure](Ref. 14)
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LED illustrated in Figure 7.6 with a drive current of 50 mA was found to couple only around $2 \mu W$ of optical power into single-mode fiber [Ref. 14].

### 7.3.4 Edge emitter LEDs

Another basic high-radiance structure currently used in optical communications is the stripe geometry DH edge emitter LED (ELED). This device has a similar geometry to a conventional contact stripe injection laser, as shown in Figure 7.7. It takes advantage of transparent guiding layers with a very thin active layer (50 to 100 \( \mu \text{m} \)) in order that the light produced in the active layer spreads into the transparent guiding layers, reducing self-absorption in the active layer. The consequent waveguiding narrows the beam divergence to a half-power width of around 30° in the plane perpendicular to the junction. However, the lack of waveguiding in the plane of the junction gives a Lambertian output with a half-power width of around 120°, as illustrated in Figure 7.7.

Most of the propagating light is emitted at one end face only due to a reflector on the other end face and an antireflection coating on the emitting end face. The effective radiance at the emitting end face can be very high giving an increased coupling efficiency into small-NA fiber compared with the surface emitter. However, surface emitters generally radiate more power into air (2.5 to 3 times) than edge emitters since the emitted light is less affected by reabsorption and interfacial recombination. Comparisons [Refs 15–17] have shown that edge emitters couple more optical power into low NA (less than 0.3) than surface emitters, whereas the opposite is true for large NA (greater than 0.3).

![Figure 7.7 Schematic illustration of the structure of a stripe geometry DH AlGaAs edge-emitting LED](image-url)
The enhanced waveguiding of the edge emitter enables it in theory (Ref. 16) to couple 7.5 times more power into low-NA fiber than a comparable surface emitter. However, in practice the increased coupling efficiency has been found to be slightly less than this (3.5 to 6 times) (Refs 16, 17). Similar coupling efficiencies may be achieved into low-NA fiber with surface emitters by the use of a lens. Furthermore, it has been found that lens coupling with edge emitters may increase the coupling efficiencies by comparable factors (around five times).

The stripe geometry of the edge emitter allows very high carrier injection densities for given drive currents. Thus it is possible to couple approaching a milliwatt of optical power into low-NA (0.14) multimode step index fiber with edge-emitting LEDs operating at high drive currents (500 mA) (Ref. 18).

Edge emitters have also been found to have a substantially better modulation bandwidth of the order of hundreds of megahertz than comparable surface-emitting structures with the same drive level (Ref. 17). In general it is possible to construct edge-emitting LEDs with a narrower linewidth than surface emitters, but there are manufacturing problems with the more complicated structure (including difficult heat-sinking geometry) which moderate the benefits of these devices.

Nevertheless, a number of ELED structures have been developed using the InGaAsP/InP material system for operation at a wavelength of 1.3 μm. A common device geometry which has also been utilized for AlGaAs/GaAs ELEDs (Ref. 19) is shown in Figure 7.8 (Ref. 20). This DH edge-emitting device is realized in the form of a restricted length, stripe geometry p-contact arrangement. Such devices are also referred to as truncated-stripe ELEDs. The short stripe structure (around 100 μm long) improves the external efficiency of the ELED by reducing its internal absorption of carriers.

It was mentioned in Section 7.1 that a particular impetus for the development of high-performance LEDs operating at a wavelength of 1.3 μm was their potential application in the future optical fiber access network. In this context the capacity to provide both high-speed transmission and significant launch powers into single-mode fiber are of prime concern. Aspects of these attributes are displayed by the two device structures shown in Figure 7.9.

The ELED illustrated in Figure 7.9(a) (Ref. 21) comprises a mesa structure with a width of 8 μm and a length of 150 μm for current confinement. The tilted back facet of the
device was formed by chemical etching in order to suppress laser oscillation. It should be noted that such ELED structures, being very similar to injection laser structures, could lase unless this mechanism is specifically avoided by removing the potential Fabry–Pérot cavity. This point is discussed in further detail in Section 7.3.5.

The ELED active layer was heavily doped with Zn to reduce the minority carrier lifetime and thus improve the device modulation bandwidth. In this way a 3 dB modulation bandwidth of 600 MHz was obtained [Ref. 21]. When operating at a speed of 600 M bit s\(^{-1}\) the device, with lens coupling (see Section 7.3.7), launched an average optical power of approximately 4 \(\mu\)W into single-mode fiber at a peak drive current of 100 mA. An increase in the peak drive current to 240 mA provided an improvement in the coupled power to slightly over 6 \(\mu\)W. By contrast a BH ELED has been reported which couples 7 \(\mu\)W of optical power into single-mode fiber with a drive current of only 20 mA [Ref. 22]. This short-cavity device (100 \(\mu\)m) had a spectral width (FWHP) of 70 nm in comparison with a linewidth of 90 nm for the high-speed ELED shown in Figure 7.9(a).

Figure 7.9(b) displays another advanced InGaAsP ELED which was fabricated as a V-grooved substrate BH device [Ref. 23]. In this case the front facet was antireflection
coated and the rear facet was also etched at a slat to prevent laser action. This device, which again emitted at a center wavelength of 1.3 μm, was reported to have a 3 dB modulation bandwidth around 350 MHz, with the possibility of launching 30 μW of optical power into single-mode fiber [Ref. 23].

Very high coupled optical power levels into single-mode fiber in excess of 100 μW have been obtained with InGaAsP ELEDs at drive currents as low as 50 mA [Ref. 24]. This device structure was based on the configuration of the p-substrate buried crescent injection laser [Ref. 25] with the rear facet beveled by chemical etching to suppress laser oscillation. Butt coupling to single-mode fiber of 10 μm core diameter provided launch powers of only 12 μW which were increased to over 200 μW using lens coupling (see Section 7.3.6) and drive currents of 100 mA. Moreover, the spectral widths of the ELEDs were as narrow as 50 nm which gave device characteristics approaching those of the superluminescent LEDs dealt with in the following section.

### 7.3.5 Superluminescent LEDs

Another device geometry which is providing significant benefits over both SLEDs and ELEDs for communication applications is the superluminescent diode or SLD. This device type offers advantages of: (a) a high output power; (b) a directional output beam; and (c) a narrow spectral linewidth – all of which prove useful for coupling significant optical power levels into optical fiber (in particular to single-mode fiber [Ref. 22]). Furthermore, the superradiant emission process within the SLD tends to increase the device modulation bandwidth over that of more conventional LEDs.

Figure 7.10 shows two forms of construction for the SLD. It may be observed that the structures in both cases are very similar to those of ELEDs or, for that matter, injection lasers. In effect, the SLD has optical properties that are bounded by the ELED and the injection laser. Similar to this latter device the SLD structure requires a p-n junction in the form of a long rectangular stripe (Figure 7.10(a) [Ref. 26]), a ridge waveguide [Ref. 27] or a BH (Figure 7.10(b) [Refs 22, 28]). However, one end of the device is made optically lossy to prevent reflections and thus suppress lasing, the output being from the opposite end.

For operation the injected current is increased until stimulated emission, and hence amplification, occurs (i.e. the initial step towards laser action), but because there is high loss at one end of the device, no optical feedback takes place. Therefore, although there is amplification of the spontaneous emission, no laser oscillation builds up. However, operation in the current region for stimulated emission provides gain causing the device output to increase rapidly with increases in drive current due to what is effectively single-pass amplification. High optical output power can therefore be obtained, together with a narrowing of the spectral width which also results from the stimulated emission.

An early SLD is shown in Figure 7.10(a) which employs a contact stripe together with an absorbing region at one end to suppress laser action. Such devices have provided peak output power of 60 mW at a wavelength of 0.87 μm in pulsed mode [Ref. 26]. A reflection (AR) coatings can be applied to the cleaved facets of SLDs in order to suppress Fabry–Pérot resonance [Refs 22, 27, 29]. Such devices have launched 550 μW of optical power in multimode graded index fiber of 50 μm diameter at drive currents of 250 mA.
[Ref. 22] and 250 μW into single-mode fiber using drive currents of 100 mA [Ref. 29]. In both cases the device linewidths were in the range 30 to 40 nm rather than the 60 to 90 nm spectral widths associated with conventional ELEDs.

The structure of an InGaAsP/InP SLD is illustrated in Figure 7.10(b) [Ref. 28]. The device which emits at 1.3 μm comprises a buried active layer within a V-shaped groove on the p-type InP substrate. This technique provides an appropriate structure for high-power operation because of its low leakage current. Unlike the aforementioned SLD structures which incorporate AR coatings on both end facets to prevent feedback, a light diffusion surface is placed within this device. The surface, which is applied diagonally on the active layer of length 350 μm, serves to scatter the backward light emitted from the active layer and thus decreases feedback into this layer. In addition, an AR coating is provided on the output facet. As it is not possible to achieve a perfect AR coating, the above structure is therefore not left totally dependent on this feedback suppression mechanism. The coupling

Figure 7.10 Superluminescent LED structures: (a) AlGaAs contact stripe SLD [Ref. 26]; (b) high output power InGaAsP SLD [Ref. 28]
of 1 mW of optical power into the spherically lensed end of a single-mode fiber (10 μm core diameter) has been demonstrated with this device operating at a drive current of 150 mA [Ref. 28]. Moreover, the spectral distribution from the SLD was observed to be a smooth envelope with an FWHP of 30 nm, while the device modulation bandwidth reached 350 MHz at the −1.5 dB point (see Section 7.4.3).

Although the incoherent optical power output from SLDs can approach that of the coherent output from injection lasers, the required current density is substantially higher (by around a factor of three times), necessitating high drive currents due to the long device active lengths (i.e. large areas). Improvements, however, in injection laser structures (see Sections 6.5 and 6.6) providing lower threshold currents for specific output powers have also made the SLD a more practical proposition. Nevertheless, other potential drawbacks associated with the SLD in comparison with conventional LEDs are the nonlinear output characteristic and the increased temperature dependence of the output power (see Section 7.4.1). It should be noted that the output of the SLD is spectrally broad (i.e. 20 to 150 nm) and therefore when these devices exhibit sufficient output signal power they can be used as broadband optical power sources [Refs 30, 31]. Commercially available SLDs can operate within a broad range of wavelengths from either 1.16 to 1.33 μm or 1.52 to 1.57 μm [Ref. 32]. In addition, these devices exhibit an output signal power around four to five times higher than a conventional ELED with optical output power of 8 mW being reported [Ref. 33]. Therefore such powerful broadband sources are suitable for the provision of spectrally sliced channels within wavelength division multiplexed systems (see Section 12.9.4).

### 7.3.6 Resonant cavity and quantum-dot LEDs

The resonant cavity light-emitting diode (RC-LED) is based on planar technology containing a Fabry–Pérot active resonant cavity between distributed Bragg reflector (DBR) mirrors. A quantum well is then embedded in this active cavity. Since the cavity is confined to a micrometer size, the RC-LED is therefore also referred to as a microcavity light-emitting diode [Ref. 34]. The basic structure for an RC-LED is shown in Figure 7.11(a) where an active region consisting of InGaAsP multiquantum wells is positioned in the optical resonant cavity which is located between two DBR mirrors, one each at the bottom and the top of the active cavity.

Current confinement is obtained through the ion implantation technique (see Section 6.6.2) in the top mirror while the RC-LED structure constitutes a Fabry-Pérot resonator where the optical cavity mode is in resonance amplifying the spontaneous emission from the active layer. The reflectivity of the bottom DBR mirror is kept to a maximum (i.e. higher than 90%) by incorporating a large number of gratings (i.e. more than 40) whereas the surface DBR mirror is made semitransparent by introducing fewer gratings (i.e. about 15) creating low facet reflectivity (i.e. 40 to 60%) to allow the optical signal to exit through this mirror. Since these devices incorporate DBR mirrors they may also be referred to as grating-assisted RC-LEDs [Refs 35, 36]. In this context the structure is similar to that of a vertical cavity surface-emitting laser (VCSEL) (see Section 6.6.3) excepting that the emitting side of the DBR mirror of the resonant cavity is semitransparent. Therefore light is emitted as a result of resonantly amplified spontaneous emission and stimulated emission.
does not occur. The operation of the device is, however, similar to the VCSEL exhibiting low facet reflectivity on the top mirror and without threshold limitations.

Based on the cavity design, RC-LEDs can be constructed to emit from either the bottom or the surface of the device structure [Ref. 37]. Although they can be fabricated for longer wavelength operation at both 1.3 μm and 1.55 μm [Refs 38–40], RC-LEDs are generally fabricated for operation over a range of wavelengths between 0.85 and 0.88 μm and also at 0.65 μm for use with plastic optical fiber [Ref. 41]. Although the growth process for RC-LEDs is more complex than for conventional devices, their enhanced features, such as the highly directional circular output beam and improved fiber coupling efficiency, make overcoming the fabrication problems worthwhile. External quantum efficiency of the RC-LED is, however, reduced to around 6 to 10% when operating at a wavelength of 1.3 μm or 1.55 μm due to the increased linewidth broadening at these longer wavelengths [Ref. 42]. Nevertheless, even this value of external quantum efficiency proves sufficient to provide

**Figure 7.11** Structures of resonant cavity light-emitting diodes: (a) surface emitting using DBR mirrors; (b) bottom-emitting RC LED using DBR mirror and resonant cavity reflector (RCR)
satisfactory data transmission at high modulation rates above 1 Gbit s$^{-1}$ [Refs 43, 44]. In addition, device coupling limitations associated with the planar technology used for the RC-LED can be overcome by using photonic crystal-assisted RC-LED device structures [Ref. 36]. Alternatively, an advanced resonant cavity technique known as RC$^2$LED can improve the coupling performance. The basic structure for such a device is illustrated in Figure 7.11(b) which incorporates the combination of a DBR mirror and a resonant cavity to form a resonant cavity reflector. Hence a symmetric resonant cavity is created for the out coupling reflector instead of using a traditional DBR mirror. This structure produces a narrow radiation pattern and therefore it exhibits higher output signal power which is more than 50% greater than that provided by conventional RC-LED designs [Ref. 44].

Figure 7.12 provides a comparison of the output optical powers for a conventional LED and that of an RC-LED with increasing operating current at an output signal wavelength of 0.91 $\mu$m. The dashed line in Figure 7.12 represents the characteristics of an ideal isotropic emitting device possessing zero facet reflectivity which is assumed to emit light isotropically with 100% quantum efficiency for all wavelengths emitted from the active cavity. It can be seen in Figure 7.12 that the RC-LED provides a higher optical intensity than a conventional LED and it also surpasses the theoretical limit of an isotropic optical emitter [Ref. 45]. This higher optical intensity is due to the resonant amplified spontaneous emission output from the surface of the device. Hence the combination of both high efficiency and high radiance makes the RC-LED an ideal optical source for multimode fiber coupling in a range of applications.

Although fabrication of an RC-LED is similar to that of conventional planar LEDs, a quantum-dot structure used for the lasers (see Section 6.5.4), however, can also be applied to RC-LEDs and the resultant device is referred to as a quantum-dot or QD-LED. A single-mirror structure QD-LED is shown in Figure 7.13. In this structure an active layer
comprising a layer of InAs quantum dots covered by InGaAs is positioned at a distance
from a gold-coated mirror on the device surface. The active region comprises a single
layer of quantum dots while a AlGaAs layer is grown between the GaAs substrate and the
active region in order to confine the injected carriers. To enhance output signal power, the
quantum-dot layer is positioned at half the emission wavelength distance from the surface
mirror. The optical signal reflected by the mirror therefore constructively interferes with
the radiation emitted downwards from the active layer resulting in a fourfold increase
in optical signal power being collected from the substrate side [Ref. 46]. QD-LEDs with
10 mW output power when operating at wavelengths of 1.30 μm and 1.55 μm have also
been successfully fabricated [Refs 40, 47, 48].

QD-LEDs based on a resonant cavity with external quantum efficiency of greater than
20% have also been demonstrated [Refs 47, 49]. For nonresonant cavity QD-LEDs
increased quantum efficiency can be obtained by introducing thin active layers at the sur-
face of the LED. Such devices are referred to as surface-textured thin-film LEDs [Ref. 50].
In this structure an optical signal which suffers total internal reflection is scattered inter-
ally by the textured top surface and hence changes its angle of propagation. After
reflection from the back reflector the optical signal can be coupled to the output of the
LED. An external quantum efficiency of 29% at higher transmission rates of 1 Gbit s⁻¹ has
been demonstrated with this structure and it was further improved to 40% when incor-
porating an optical lens on the top of the device [Ref. 50].

7.3.7 Lens coupling to fiber

It is apparent that much of the light emitted from LEDs is not coupled into the generally
narrow acceptance angle of the fiber. Even with the etched well surface emitter, where the
low-NA fiber is butted directly into the emitting aperture of the device, coupling efficien-
cies are poor (of the order of 1 to 2%). However, it has been found that greater coupling
efficiency may be obtained if lenses are used to collimate the emission from the LED, par-
ticularly when the fiber core diameter is significantly larger than the width of the emission
region. There are several lens coupling configurations which include spherically polished
structures not unlike the dome LED, spherical-ended or tapered fiber coupling, truncated
spherical microlenses, GRIN-rod lenses and integral lens structures.

A GaAs/AlGaAs spherical-ended fiber-coupled LED is illustrated in Figure 7.14
[Ref. 51]. It consists of a planar surface-emitting structure with the spherical-ended fiber
attached to the cap by epoxy resin. An emitting diameter of 35 μm was fabricated into the
device and the light was coupled into fibers with core diameters of 75 and 110 μm. The
geometry of the situation is such that it is essential that the active diameter of the device be
substantially less (factor of 2) than the fiber core diameter if increased coupling efficiency
is to be obtained. In this case good performance was obtained with coupling efficiencies around 6%. This is in agreement with theoretical [Ref. 52] and other experimental [Ref. 53] results which suggest an increased coupling efficiency of 2 to 5 times through the spherical fiber lens.

Another common lens coupling technique employs a truncated spherical microlens. This configuration is shown in Figure 7.15 for an etched well InGaAsP/InP DH surface emitter [Ref. 54] operating at a wavelength of 1.3 μm. Again, a requirement for efficient coupling is that the emission region diameter is much smaller than the core diameter of the fiber. In this case the best results were obtained with a 14 μm active diameter and an 85 μm core diameter for a step index fiber with a numerical aperture of 0.16. The coupling efficiency was increased by a factor of 13, again supported by theory [Ref. 52] which suggests possible increases of up to 30 times.
The integral lens structure shown in Figure 7.6 has become a favored power coupling strategy for use with surface emitters. In this technique a low-absorption lens is formed at the exit face of the substrate material instead of being fabricated in glass and attached to a planar SLED with epoxy. The method benefits from the elimination of the semiconductor–epoxy–lens interface which can limit the maximum lens gains of the SLEDs discussed above. An early example gave an improved coupling efficiency of around three times that of a planar SLED [Ref. 53], but for optimized devices it is predicted that coupling efficiencies should exceed 15% [Ref. 54].

It was mentioned in Section 7.3.4 that lens coupling can also be usefully employed with edge-emitting devices. In practice, lenses attached to the fiber ends or tapered fiber lenses are widely utilized to increase the coupling efficiency [Refs 13, 19]. An example of the former technique is illustrated in Figure 7.16(a) in which a hemispherical lens is epoxied onto the fiber end and positioned adjacent to the ELED emission region. The coupling efficiency has been increased by a factor of three to four times using this strategy [Refs 13, 19]. Alternatively, a truncated spherical lens glued onto the emitting facet of a superradiant ELED has given a coupling gain of a factor of five or 7 dB [Ref. 55].

Tapered fiber lenses have been extensively used to couple power from ELEDs into single-mode fiber. Butt coupling of optical power from LEDs into single-mode fiber is substantially reduced in comparison with that obtained into multimode fiber. It ranges from between 0.5 and 2 μW for a standard SLED up to around 10 to 12 μW for an ELED. The small core diameter of single-mode fiber does not allow significant lens coupling gain

The integral lens structure shown in Figure 7.6 has become a favored power coupling strategy for use with surface emitters. In this technique a low-absorption lens is formed at the exit face of the substrate material instead of being fabricated in glass and attached to a planar SLED with epoxy. The method benefits from the elimination of the semiconductor–epoxy–lens interface which can limit the maximum lens gains of the SLEDs discussed above. An early example gave an improved coupling efficiency of around three times that of a planar SLED [Ref. 53], but for optimized devices it is predicted that coupling efficiencies should exceed 15% [Ref. 54].

It was mentioned in Section 7.3.4 that lens coupling can also be usefully employed with edge-emitting devices. In practice, lenses attached to the fiber ends or tapered fiber lenses are widely utilized to increase the coupling efficiency [Refs 13, 19]. An example of the former technique is illustrated in Figure 7.16(a) in which a hemispherical lens is epoxied onto the fiber end and positioned adjacent to the ELED emission region. The coupling efficiency has been increased by a factor of three to four times using this strategy [Refs 13, 19]. Alternatively, a truncated spherical lens glued onto the emitting facet of a superradiant ELED has given a coupling gain of a factor of five or 7 dB [Ref. 55].

Tapered fiber lenses have been extensively used to couple power from ELEDs into single-mode fiber. Butt coupling of optical power from LEDs into single-mode fiber is substantially reduced in comparison with that obtained into multimode fiber. It ranges from between 0.5 and 2 μW for a standard SLED up to around 10 to 12 μW for an ELED. The small core diameter of single-mode fiber does not allow significant lens coupling gain

However, the overall power conversion efficiency $\eta_{pc}$ which is defined as the ratio of the optical power coupled into the fiber $P_c$ to the electric power applied at the terminals of the device $P$ and is therefore given by:

$$\eta_{pc} = \frac{P_c}{P}$$

is still quite low. Even with the increased coupling efficiency $\eta_{pc}$ was found to be around 0.4%.

Example 7.5

A lens-coupled surface-emitting LED launches 190 μW of optical power into a multimode step index fiber when a forward current of 25 mA is flowing through the device. Determine the overall power conversion efficiency when the corresponding forward voltage across the diode is 1.5 V.

Solution: The overall power conversion efficiency may be obtained from Eq. (7.23) where:

$$\eta_{pc} = \frac{P_c}{P} = \frac{190 \times 10^{-6}}{25 \times 10^{-3} \times 1.5} = 5.1 \times 10^{-3}$$

Hence the overall power conversion efficiency is 0.5%.

The integral lens structure shown in Figure 7.6 has become a favored power coupling strategy for use with surface emitters. In this technique a low-absorption lens is formed at the exit face of the substrate material instead of being fabricated in glass and attached to a planar SLED with epoxy. The method benefits from the elimination of the semiconductor–epoxy–lens interface which can limit the maximum lens gains of the SLEDs discussed above. An early example gave an improved coupling efficiency of around three times that of a planar SLED [Ref. 53], but for optimized devices it is predicted that coupling efficiencies should exceed 15% [Ref. 54].

It was mentioned in Section 7.3.4 that lens coupling can also be usefully employed with edge-emitting devices. In practice, lenses attached to the fiber ends or tapered fiber lenses are widely utilized to increase the coupling efficiency [Refs 13, 19]. An example of the former technique is illustrated in Figure 7.16(a) in which a hemispherical lens is epoxied onto the fiber end and positioned adjacent to the ELED emission region. The coupling efficiency has been increased by a factor of three to four times using this strategy [Refs 13, 19]. Alternatively, a truncated spherical lens glued onto the emitting facet of a superradiant ELED has given a coupling gain of a factor of five or 7 dB [Ref. 55].

Tapered fiber lenses have been extensively used to couple power from ELEDs into single-mode fiber. Butt coupling of optical power from LEDs into single-mode fiber is substantially reduced in comparison with that obtained into multimode fiber. It ranges from between 0.5 and 2 μW for a standard SLED up to around 10 to 12 μW for an ELED. The small core diameter of single-mode fiber does not allow significant lens coupling gain...
to be achieved with SLEDs. For edge emitters, however, a coupling gain of around 5 dB may be realized using tapered fiber [Ref. 56].

An alternative strategy to improve the coupling efficiency from an ELED into single-mode fiber is depicted in Figure 7.16(b) [Ref. 24]. In this case a tapered GRIN-rod lens (see Section 5.5.1) was positioned between the high-power ELED and the fiber. A coupling efficiency defined as the ratio of the coupled power to the total emitted power of around 15% was obtained [Ref. 24]. The coupling efficiency can also be improved when microlenses with micrometer dimensions are integrated with the specific optical components (i.e. the LED or optical fiber). Using such microlenses the coupling of an SLED to fiber provided increased output power by a factor of 1.6 [Ref. 57]. Moreover, in comparison with a typical flat-end or arc-lensed fiber, the microlensed fiber gave an improvement in coupling efficiency of 40% and 18%, respectively [Ref. 58].

7.4 LED characteristics

7.4.1 Optical output power

The ideal light output power against current characteristic for an LED (depicted for an isotropic device in Figure 7.12) is shown in Figure 7.17. It is linear corresponding to the linear part of the injection laser optical power output characteristic before lasing occurs. Intrinsically the LED is a very linear device in comparison with the majority of injection lasers and hence it tends to be more suitable for analog transmission where severe constraints are put on the linearity of the optical source. However, in practice LEDs do exhibit significant nonlinearities which depend upon the configuration utilized. It is therefore often necessary to use some form of linearizing circuit technique (e.g. predistortion linearization or negative feedback) in order to ensure the linear performance of the device to allow its
use in high-quality analog transmission systems [Ref. 59]. Figure 7.18(a) and (b) show the light output against current characteristics for typically good surface and edge emitters respectively [Ref. 17]. It may be noted that the surface emitter radiates significantly more optical power into air than the edge emitter, and that both devices are reasonably linear at moderate drive currents.

In a similar manner to the injection laser, the internal quantum efficiency of LEDs decreases exponentially with increasing temperature (see Section 6.7.1). Hence the light emitted from these devices decreases as the p-n junction temperature increases. The light output power against temperature characteristics for three important LED structures operating at a wavelength of 1.3 μm are shown, for comparison, in Figure 7.19 [Ref. 13]. It may be observed that the edge-emitting device exhibits a greater temperature dependence than the surface emitter and that the output of the SLD with its stimulated emission is strongly dependent on the junction temperature. This latter factor is further emphasized in the light output against current characteristics for a superluminescent LED displayed in Figure 7.20 [Ref. 27]. These characteristics show the variation in output power at a specific drive current over the temperature range 0 to 40 °C for a ridge waveguide device providing lateral current confinement. The nonlinear nature of the output characteristic

**Figure 7.17** An ideal light output against current characteristic for an LED

**Figure 7.18** Light output (power) into air against d.c. drive current for typically good LEDs [Ref. 17]: (a) an AlGaAs surface emitter with a 50 μm diameter dot contact; (b) an AlGaAs edge emitter with a 65 μm wide stripe and 100 μm length
**Figure 7.19** Light output temperature dependence for three important LED structures emitting at a wavelength of 1.3 μm [Ref. 13; © Elsevier]

**Figure 7.20** Light output against current characteristic at various ambient temperatures for an InGaAsP ridge waveguide SLD. Reprinted with permission from I. P. Kaminow, G. Eisenstein, L. W. Stulz and A. G. Dentai ‘Lateral confinement InGaAsP superluminescent diode at 1.3 μm’, *IEEE J. Quantum Electron.*, QE19, p. 78, 1983. Copyright ©1983, IEEE
typical of SLDs can also be observed with a knee becoming apparent at an operating
temperature around 20 °C. Hence to utilize the high-power potential of such devices at
elevated temperatures, the use of thermoelectric coolers may be necessary [Ref. 13].

It should also be noted that resonant cavity LEDs have shown a similar reduction in
output power when operated at higher temperatures. For example, the maximum quantum
efficiency at 15 °C for a 200 μm long RC-LED emitting at a signal wavelength of 0.66 μm
was observed to be 2.8% which declined to 1.0% as the temperature was increased to
75 °C [Refs 60, 61]. Figure 7.21 displays the temperature dependency for the AlGaInP-
based RC-LED operating at a signal wavelength of 0.66 μm designed for use with plastic
optical fiber (see Section 4.5.5) [Ref. 61]. It shows optical output power against current
density for the device operating at 20 °C and 85 °C. When operating at room temperature,
however, RC-LEDs can provide high levels of optical output power. For example, another
AlGaInP device fabricated on a GaAs substrate has demonstrated high external quantum
efficiency of up to 23% [Ref. 62]. In particular it emitted 3.4 mW of output optical power
at a wavelength of 0.65 μm with a drive current of 10 mA.

7.4.2 Output spectrum

The spectral linewidth of an LED operating at room temperature in the 0.8 to 0.9 μm
wavelength band is usually between 25 and 40 nm at the half maximum intensity points
(full width at half power (FWHP) points). For materials with smaller bandgap energies
operating in the 1.1 to 1.7 μm wavelength region the linewidth tends to increase to around
50 to 160 nm. Examples of these two output spectra are shown in Figure 7.22 [Refs 7, 63].
Also illustrated in Figure 7.22(b) are the increases in linewidth due to increased doping
levels and the formation of bandtail states (see Section 6.3.4). This becomes apparent
in the differences in the output spectra between surface- and edge-emitting LEDs where
the devices have generally heavily doped and lightly doped (or undoped) active layers
respectively. It may also be noted that there is a shift to lower peak emission wavelength (i.e. higher energy) through reduction in doping in Figure 7.22(b), and hence the active layer composition must be adjusted if the same center wavelength is to be maintained.

The differences in the output spectra between InGaAsP SLEDs and ELEDs caused by self-absorption along the active layer of the devices are displayed in Figure 7.23. It may be observed that the FWHP points are around 1.6 times smaller for the ELED than the SLED [Ref. 13]. In addition, the spectra of the ELED may be further narrowed by the superluminescent operation due to the onset of stimulated gain and in this case the linewidth can be far smaller (e.g. 30 nm) than that obtained with the SLED.

Figure 7.22 LED output spectra: (a) output spectrum for an AlGaAs surface emitter with doped active region [Ref. 7]; (b) output spectra for an InGaAsP surface emitter showing both the lightly doped and heavily doped cases. Reproduced with permission from A. C. Carter, *Radio Electron. Eng.*, 51, p. 41, 1981
The output spectra also tend to broaden at a rate of between 0.1 and 0.3 nm °C⁻¹ with increase in temperature due to the greater energy spread in carrier distributions at higher temperatures. Increases in temperature of the junction affect the peak emission wavelength as well, and it is shifted by +0.3 to 0.4 nm °C⁻¹ for AlGaAs devices [Ref. 11] and by +0.6 nm °C⁻¹ for InGaAsP devices [Ref. 64]. The combined effects on the output spectrum from a typical AlGaAs surface emitter are illustrated in Figure 7.24. It is clear that it may therefore be necessary to utilize heat sinks with LEDs for certain optical fiber communication applications, although this is far less critical (normally insignificant compared with the device linewidth) than the cooling requirements for injection lasers.

Figure 7.23 Typical spectral output characteristics for InGaAsP surface- and edge-emitting LEDs operating in the 1.3 μm wavelength region [Ref. 13; © Elsevier]

Figure 7.24 Typical spectral variation of the output characteristic with temperature for an AlGaAs surface-emitting LED
7.4.3 Modulation bandwidth

The modulation bandwidth in optical communications may be defined in either electrical or optical terms. However, it is often more useful when considering the associated electrical circuitry in an optical fiber communication system to use the electrical definition where the electrical signal power has dropped to half its constant value due to the modulated portion of the optical signal. This corresponds to the electrical 3 dB point or the frequency at which the output electric power is reduced by 3 dB with respect to the input electric power. As optical sources operate down to d.c. level we only consider the high-frequency 3 dB point, the modulation bandwidth being the frequency range between zero and this high-frequency 3 dB point.

Alternatively, if the 3 dB bandwidth of the modulated optical carrier (optical bandwidth) is considered, we obtain an increased value for the modulation bandwidth. The reason for this inflated modulation bandwidth is illustrated in Example 7.6 and Figure 7.25. In considerations of bandwidth within the text the electrical modulation bandwidth will be assumed unless otherwise stated, following current practice.

![Figure 7.25](image.png)

**Figure 7.25** The frequency response for an optical fiber system showing the electrical and optical bandwidths

**Example 7.6**

Compare the electrical and optical bandwidths for an optical fiber communication system and develop a relationship between them.

**Solution:** In order to obtain a simple relationship between the two bandwidths it is necessary to compare the electric current through the system. Current rather than voltage (which is generally used in electrical systems) is compared as both the optical source and optical detector (see Section 8.6) may be considered to have a linear relationship between light and current.
The comparison between the two bandwidths is illustrated in Figure 7.25 where it may be noted that the optical bandwidth is significantly greater than the electrical bandwidth. The difference between them (in frequency terms) depends on the shape of the frequency response for the system. However, if the system response is assumed to be Gaussian, then the optical bandwidth is a factor of $\sqrt{2}$ greater than the electrical bandwidth [Ref. 65].

The modulation bandwidth of LEDs is generally determined by three mechanisms. These are:

---

**LED characteristics** 429

---

Electrical bandwidth: The ratio of the electric output power to the electric input power in decibels $RE_{db}$ is given by:

$$RE_{db} = 10 \log_{10} \frac{I_{out \text{ (at detector)}}}{I_{in \text{ (at source)}}}$$

$$= 10 \log_{10} \frac{I_{out}^2/R_{out}}{I_{in}^2/R_{in}}$$

$$\approx 10 \log_{10} \left( \frac{I_{out}}{I_{in}} \right)^2$$

The electrical 3 dB points occur when the ratio of electric powers shown above is $\frac{1}{2}$. Hence it follows that this must occur when:

$$\left[ \frac{I_{out}}{I_{in}} \right]^2 = \frac{1}{2} \text{ or } \frac{I_{out}}{I_{in}} = \frac{1}{\sqrt{2}}$$

Thus in the electrical regime the bandwidth may be defined by the frequency when the output current has dropped to $1/\sqrt{2}$ or 0.707 of the input current to the system.

Optical bandwidth: The ratio of the optical output power to the optical input power in decibels $RO_{db}$ is given by:

$$RO_{db} = 10 \log_{10} \frac{P_{out \text{ (received at detector)}}}{P_{in \text{ (transmitted at source)}}}$$

$$= 10 \log_{10} \frac{I_{out}}{I_{in}}$$

(due to the linear light/current relationships of the source and detector). Hence the optical 3 dB points occur when the ratio of the currents is equal to $\frac{1}{2}$, and:

$$\frac{I_{out}}{I_{in}} = \frac{1}{2}$$

Therefore in the optical regime the bandwidth is defined by the frequencies at which the output current has dropped to $\frac{1}{2}$ or 0.5 of the input current to the system. This corresponds to an electric power attenuation of 6 dB.
(a) the doping level in the active layer;
(b) the reduction in radiative lifetime due to the injected carriers;
(c) the parasitic capacitance of the device.

Assuming negligible parasitic capacitance, the speed at which an LED can be directly current modulated is fundamentally limited by the recombination lifetime of the carriers, where the optical output power $P_e(\omega)$ of the device (with constant peak current) and angular modulation frequency $\omega$ is given by [Ref. 66]:

$$\frac{P_e(\omega)}{P_{dc}} = \frac{1}{[1 + (\omega \tau_i)^2]^{\frac{1}{2}}}$$  \hspace{1cm} (7.24)

where $\tau_i$ is the injected (minority) carrier lifetime in the recombination region and $P_{dc}$ is the d.c. optical output power for the same drive current.

**Example 7.7**

The minority carrier recombination lifetime for an LED is 5 ns. When a constant d.c. drive current is applied to the device the optical output power is 300 $\mu$W. Determine the optical output power when the device is modulated with an rms drive current corresponding to the d.c. drive current at frequencies of (a) 20 MHz; (b) 100 M Hz.

It may be assumed that parasitic capacitance is negligible. Further, determine the 3 dB optical bandwidth for the device and estimate the 3 dB electrical bandwidth assuming a Gaussian response.

**Solution:** (a) From Eq. (7.24), the optical output power at 20 MHz is:

$$P_e(20 \text{ MHz}) = \frac{P_{dc}}{[1 + (\omega \tau_i)^2]^{\frac{1}{2}}} = \frac{300 \times 10^{-6}}{[1 + (2\pi \times 20 \times 10^6 \times 5 \times 10^{-9})^2]^{\frac{1}{2}}} = \frac{300 \times 10^{-6}}{[1.39]^{\frac{1}{2}}} = 254.2 \, \mu\text{W}$$

(b) Again using Eq. (7.24):

$$P_e(100 \text{ MHz}) = \frac{300 \times 10^{-6}}{[1 + (2\pi \times 100 \times 10^6 \times 5 \times 10^{-9})^2]^{\frac{1}{2}}} = \frac{300 \times 10^{-6}}{[10.87]^{\frac{1}{2}}} = 90.9 \, \mu\text{W}$$
The carrier lifetime is dependent on the doping concentration, the number of injected carriers into the active region, the surface recombination velocity and the thickness of the active layer. All these parameters tend to be interdependent and are adjustable within limits in present-day technology. In general, the carrier lifetime may be shortened by either increasing the active layer doping or by decreasing the thickness of the active layer. However, in surface emitters this can reduce the external power efficiency of the device due to the creation of an increased number of nonradiative recombination centers. Edge-emitting LEDs have a very thin, virtually undoped active layer and the carrier lifetime is controlled only by the injected carrier density. At high current densities the carrier lifetime decreases with injection level because of a bimolecular recombination process [Ref. 66]. This bimolecular recombination process allows edge-emitting LEDs with narrow recombination regions to have short recombination times, and therefore relatively high modulation capabilities at reasonable operating current densities [Ref. 67]. For instance, edge-emitting devices with electrical modulation bandwidths of 145 MHz have been achieved with moderate doping and extremely thin (approximately 50 nm) active layers [Ref. 68].

However, LEDs tend to be slower devices with significantly lower output powers than injection lasers because of the longer lifetime of electrons in their donor regions resulting
from spontaneous recombination rather than stimulated emission,* coupled with the increased numbers of nonradiative centers at higher doping levels. Thus at high modulation bandwidths the optical output power from conventional LED structures decreases as illustrated in Example 7.7 and also as shown in Figure 7.26.

The reciprocal relationship between modulation bandwidth and output power may be observed in Figure 7.26 which illustrates experimental results obtained with both AlGaAs and InGaAsP LEDs [Refs 69, 70]. The solid line gives an indication of the best results for AlGaAs LEDs, whereas, for comparison, the dotted line represents these AlGaAs results shifted by the ratio of the photon energy at 0.85 μm to that at 1.3 μm. Finally, the dashed line provides a contour of the best reported results for InGaAsP LEDs. It may be observed that the output power from AlGaAs LEDs is a factor of 2 higher than that of InGaAsP devices at all bandwidths, which partly results from the photon energy at the 1.3 μm wavelength being smaller (by a factor of 1.53) than that at 0.85 μm. Hence the center dotted line displays the adjustment of the AlGaAs LEDs for this factor showing that the best

* The superluminescent and resonant cavity LEDs are an exception in this respect and are therefore capable of high output power at relatively high modulation bandwidths (see Sections 7.3.5 and 7.3.6).
performance of InGaAsP LEDs is not far below that of AlGaAs LEDs. Moreover, the difference is probably due to the more advanced technology which is available for the latter devices combined with the enhanced wavelength saturation in the longer wavelength material [Ref. 13].

For surface-emitting AlGaAs LEDs a high output power of 15 mW has been obtained at modest bandwidths (17 MHz) [Ref. 71] whereas the very large bandwidth of 1.1 GHz was only achieved at the far lower output power of 0.2 mW [Ref. 72]. In general terms, to maximize the output power from SLEDs exhibiting low modulation bandwidths in the range 20 to 50 MHz, a thick active layer (2 to 2.5 μm) with low doping levels (less than $5 \times 10^{17}$ cm$^{-3}$) can be employed. Thinner active layers (1 to 1.5 μm) and higher doping levels (0.5 to $1.0 \times 10^{18}$ cm$^{-3}$) are required for devices operating in the 50 to 100 MHz bandwidth region. In order to increase the modulation bandwidth into and beyond the 100 to 200 MHz range, however, very high doping levels in excess of $5 \times 10^{18}$ cm$^{-3}$ are necessary in combination with thin active layers.

Longer wavelength LEDs fabricated from the InGaAsP/InP material system for operation at a wavelength around 1.3 μm are widely commercially available. Such devices with undoped (i.e. with a residual n-type concentration between $1 \times 10^{-17}$ and $5 \times 10^{17}$ cm$^{-3}$) active layers provide modulation bandwidths in the range 50 to 100 MHz [Ref. 64]. Moreover, with higher doping densities ($5 \times 10^{18}$ cm$^{-3}$) and relatively thin active layers (400 nm), bandwidths of 690 MHz have been obtained [Ref. 73]. Modulation rates in the range 600 Mbit s$^{-1}$ to 1.2 Gbit s$^{-1}$ have also been achieved using high levels of Zn doping ($1 \times 10^{19}$ to $1.3 \times 10^{19}$ cm$^{-3}$) in InGaAsP devices [Refs 21, 74]

7.4.4 Reliability

LEDs are not generally affected by the catastrophic degradation mechanisms which can severely affect injection lasers (see Section 6.7.6). Early or infant failures do, however, occur as a result of random and not always preventable fabricational defects. Such failures can usually be removed from the LED batch population over an initial burn-in operational period [Ref. 75]. In addition, LEDs do exhibit gradual degradation which may take the form of a rapid degradation mode* or a slow degradation mode.

Rapid degradation in LEDs is similar to that in injection lasers, and is due to both the growth of dislocations and precipitate-type defects in the active region giving rise to dark line defects (DLDs) and dark spot defects (DSDs), respectively, under device aging [Ref. 69]. DLDs tend to be the dominant cause of rapid degradation in GaAs-based LEDs. The growth of these defects does not depend upon substrate orientation but on the injection current density, the temperature and the impurity concentration in the active layer.

Good GaAs substrates have dislocation densities around $5 \times 10^{-4}$ cm$^{-2}$. Hence, there is less probability of dislocations in devices with small active regions. DSDs, and the glide of existing misfit dislocations, however, predominate as the cause of rapid degradation in InP-based LEDs.

* LEDs which display rapid degradation are sometimes referred to as freak failures [Ref. 75] because they pass the burn-in period but fail earlier in operational life than the main device population.
LEDs may be fabricated which are largely free from these defects and are therefore subject to a slower long-term degradation process. This homogeneous degradation is thought to be due to recombination enhanced point defect generation (i.e. vacancies and interstitials), or the migration of impurities into the active region [Ref. 76]. The optical output power $P_e(t)$ may be expressed as a function of the operating time $t$, and is given by [Ref. 76]:

$$
P_e(t) = P_{out} \exp(-\beta t) \quad (7.25)
$$

where $P_{out}$ is the initial output power and $\beta$ is the degradation rate. The degradation rate is characterized by the activation energy of homogeneous degradation $E_a$ and is a function of temperature. It is given by:

$$
\beta = \beta_0 \exp(-E_a/K T) \quad (7.26)
$$

where $\beta_0$ is a proportionality constant, $K$ is Boltzmann’s constant and $T$ is the absolute temperature of the emitting region. The activation energy $E_a$ is a variable which is dependent on the material system and the structure of the device. The value of $E_a$ is in the range 0.56 to 0.65 eV, and 0.9 to 1.0 eV for surface-emitting GaAs/AlGaAs and InGaAsP/InP LEDs respectively [Ref. 9]. These values suggest $10^6$ to $10^7$ hours (100 to 1000 years) CW operation at room temperature for AlGaAs devices, and in excess of $10^9$ hours for surface-emitting InGaAsP LEDs.

**Example 7.8**

An InGaAsP surface emitter has an activation energy of 1 eV with a constant of proportionality ($\beta_0$) of $1.84 \times 10^7 \text{ h}^{-1}$. Estimate the CW operating lifetime for the LED with a constant junction temperature of 17°C, if it is assumed that the device is no longer useful when its optical output power has diminished to 0.67 of its original value.

**Solution:** Initially, it is necessary to obtain the degradation rate $\beta$. Thus from Eq. (7.26):

$$
\beta = \beta_0 \exp(-E_a/K T) = 1.84 \times 10^7 \exp\left(-\frac{1 \times 1.602 \times 10^{-19}}{1.38 \times 10^{-23} \times 290}\right) = 1.84 \times 10^7 \exp(-40) = 7.82 \times 10^{-11} \text{ h}^{-1}
$$

Now, using Eq. (7.25):

$$
\frac{P_e(t)}{P_{out}} = \exp(-\beta t) = 0.67
$$
Hence the estimated lifetime of the device under the specified conditions in Example 7.8 is $5.1 \times 10^9$ hours. It must be noted that the junction temperature, even for a device operating at room temperature, is likely to be well in excess of room temperature when substantial drive currents are passed. Also the diminished level of optical output in the example is purely arbitrary and for many applications this reduced level may be unacceptable. Nevertheless it is quite common for the device lifetime or median life to be determined for a 50% drop in light output power from the device [Ref. 75]. It is clear, however, that with the long-term LED degradation process there is no absolute end-of-life power level and therefore to a large extent it is system dependent such that a trade-off can be made between the required system end-of-life power margin and the device reliability [Ref. 70]. Hence the allocated drop to end-of-life power can be substantially reduced to, say, 20% which will provide for an enhanced system power margin (e.g. increased link length) at the expense of the device median life. Overall, even with these more rigorous conditions, the anticipated median life for such LEDs is excellent and it is unlikely to cause problems in most optical fiber communication system applications.

Extrapolated accelerated lifetime tests are also in broad agreement with the theoretical estimates [Refs 73, 75–79] for the less sophisticated device structures. For example, a planar GaAs/AlGaAs DH LED exhibited a median life for a 50% output power reduction of $9 \times 10^7$ hours at a temperature of 25°C [Ref. 78]. By comparison, extrapolated half-power lifetimes in excess of $10^8$ hours at a temperature of 60°C have been obtained with higher speed (greater than 200 Mbit s$^{-1}$) InGaAsP/InP LEDs [Ref. 79].

7.5 Modulation

In order to transmit information via an optical fiber communication system it is necessary to modulate a property of the light with the information signal. This property may be intensity, frequency, phase or polarization (direction) with either digital or analog signals. The choices are indicated by the characteristics of the optical fiber, the available optical sources and detectors, and considerations of the overall system.

However, at present in optical fiber communications considerations of the above for practical systems tend to dictate some form of intensity modulation of the source. Although much effort has been expended and considerable success has been achieved in the area of

\[
\beta t = -\ln 0.67
\]

and:

\[
t = \frac{\ln 0.67}{7.82 \times 10^{11}} = \frac{0.40}{7.82 \times 10^{11}} = 5.1 \times 10^9 \text{h}
\]
coherent optical communications (see Chapter 13), the widespread deployment of such systems will still take some further time. Therefore intensity modulation (IM) of the optical source and envelope or direct detection (DD) at the optical receiver is likely to remain the major modulation strategy* in the immediate future.

Intensity modulation is easy to implement with the electroluminescent sources available at present (LEDs and injection lasers). These devices can be directly modulated simply by variation of their drive currents at rates up to many gigahertz. Thus direct modulation of the optical source is satisfactory for many of the modulation bandwidths currently in use. However, there is increasing interest in integrated photonic devices (see Chapter 11) where external optical modulators [Refs 80, 81] are used in order to achieve greater bandwidths and to allow the use of optical amplifiers (see Sections 10.3 and 10.4) and nonsemiconductor sources (e.g. Nd : YAG laser) which cannot be directly modulated at high frequency (see Section 6.9.1). External optical modulators are active devices which tend to be used primarily to modulate the frequency or phase of the light, but may also be used for time division multiplexing and switching of optical signals. However, modulation considerations within this text (excepting Chapter 13) will mainly be concerned with the direct modulation of the intensity of the optical source.

Intensity modulation may be utilized with both digital and analog signals [Refs 82, 83]. Analog intensity modulation is usually easier to apply but requires comparatively large signal-to-noise ratios (see Section 9.2.5) and therefore it tends to be limited to relatively narrow-bandwidth, short-distance applications. Alternatively, digital intensity modulation gives improved noise immunity but requires wider bandwidths, although these may be small in comparison with the available bandwidth. It is therefore ideally suited to optical fiber transmission where the available bandwidth is large. Hence at present most fiber systems in the medium- to long-distance range use digital intensity modulation.

Problems

7.1 Describe with the aid of suitable diagrams the mechanism giving the emission of light from an LED. Discuss the effects of this mechanism on the properties of the LED in relation to its use as an optical source for communications.

7.2 Briefly outline the advantages and drawbacks of the LED in comparison with the injection laser for use as a source in optical fiber communications.

7.3 The power generated internally within a double-heterojunction LED is 28.4 mW at a drive current of 60 mA. Determine the peak emission wavelength from the device when the radiative and nonradiative recombination lifetimes of the minority carriers in the active region are equal.

7.4 The diffusion length $L_D$ or the average distance moved by charge carriers before recombination in the active region of an LED is given by:

$$L_D = (D \tau)^{1/2}$$

* This strategy is often referred to as intensity modulation/direct detection, or IM/DD.
where $D$ is the diffusion coefficient and $\tau$ is the total carrier recombination lifetime. Calculate the diffusion coefficient in gallium arsenide when the diffusion length is $21 \mu m$ and the radiative and nonradiative carrier recombination lifetimes are equal at 90 ns.

7.5 Estimate the external power efficiency of a GaAs planar LED when the transmission factor of the GaAs-air interface is 0.68 and the internally generated optical power is 30% of the electric power supplied. The refractive index of GaAs may be taken as 3.6.

7.6 The external power efficiency of an InGaAsP/InP planar LED is 0.75% when the internally generated optical power is 30 mW. Determine the transmission factor for the InP-air interface if the drive current is 37 mA and the potential difference across the device is 1.6 V. The refractive index of InP may be taken as 3.46.

7.7 A GaAs planar LED emitting at a wavelength of 0.85 $\mu m$ has an internal quantum efficiency of 60% when passing a forward current of 20 mA s$^{-1}$. Estimate the optical power emitted by the device into air, and hence determine the external power efficiency if the potential difference across the device is 1 V. It may be assumed that the transmission factor at the GaAs-air interface is 0.68 and that the refractive index of GaAs is 3.6. Comment on any assumptions made.

7.8 The external power efficiency of a planar GaAs LED is 1.5% when the forward current is 50 mA and the potential difference across its terminals is 2 V. Estimate the optical power generated within the device if the transmission factor at the coated GaAs-air interface is 0.8.

7.9 Outline the common LED structures for optical fiber communications, discussing their relative merits and drawbacks. In particular, compare surface- and edge-emitting devices. Comment on the distinction between multimode and single-mode devices.

7.10 Derive an expression for the coupling efficiency of a surface-emitting LED into a step index fiber, assuming the device to have a Lambertian output. Determine the optical loss in decibels when coupling the optical power emitted from the device into a step index fiber with an acceptance angle of 14°. It may be assumed that the LED is smaller than the fiber core and that the two are in close proximity.

7.11 Considering the LED of Problem 7.5, calculate:
(a) the coupling efficiency and optical loss in decibels of coupling the emitted light into a step index fiber with an NA of 0.15, when the device is in close proximity to the fiber and is smaller than the fiber core;
(b) the optical loss relative to the optical power generated internally if the device emits into a thin air gap before light is coupled into the fiber.

7.12 Estimate the optical power coupled into a step index fiber of 50 $\mu m$ core diameter with an NA of 0.18 from a DH surface emitter with an emission area diameter of 75 $\mu m$ and a radiance of 60 W sr$^{-1}$ cm$^{-2}$. The Fresnel reflection at the index-matched semiconductor-fiber interface may be considered negligible. Further, determine the optical loss when coupling light into the fiber relative to the power emitted by the device into air if the Fresnel reflection at the semiconductor-air interface is 30%.
Comment on the differences in the performance characteristics between the conventional LEDs used for optical fiber communications and superluminescent LEDs. Describe, with the aid of a diagram, the structure of an SLD used for operation in the longer wavelength region and suggest potential application areas for such devices.

The Fresnel reflection coefficient at a fiber core of refractive index $n_1$ is given approximately from the classical Fresnel formulas by:

$$r = \left( \frac{n_1 - n}{n_1 + n} \right)^2$$

where $n$ is the refractive index of the surrounding medium.

(a) Estimate the optical loss due to Fresnel reflection at a fiber core from GaAs each of which have refractive indices of 1.5 and 3.6 respectively.
(b) Calculate the optical power coupled into a step index fiber of 200 $\mu$m core diameter with an NA of 0.3 from a GaAs surface-emitting LED with an emission diameter of 90 $\mu$m and a radiance of 40 W sr$^{-1}$ cm$^{-2}$. Comment on the result.
(c) Estimate the optical power emitted into air for the device in (b).

Determine the overall power conversion efficiency for the LED in Problem 7.14 if it is operating with a drive current of 100 mA and a forward voltage of 1.9 V.

Describe what is meant by an isotropic light-emitting diode. Sketch the optical output power intensity against operating current for an isotropic light-emitting diode, comparing the characteristic with those exhibited by conventional LEDs and a resonant cavity light-emitting diode (RC-LED). Hence explain the performance attributes of the RC-LED.

Define the term resonance cavity in relation to LEDs and discuss the different structures for realizing resonant cavity light-emitting diodes. Explain how these device structures differ from those of conventional LEDs.

Explain the operation of a quantum-dot LED and describe a strategy to enhance the quantum efficiency of a nonresonant cavity quantum-dot LED.

Discuss lens coupling of LEDs to optical fibers and outline the various techniques employed.

Describe the relationship between the electrical and optical modulation bandwidths for an optical fiber communication system. Estimate the 3 dB optical bandwidth corresponding to a 3 dB electrical bandwidth of 50 MHz. A Gaussian frequency response may be assumed.

Determine the optical modulation bandwidth for the LED of Problem 7.14 if the device emits 840 $\mu$W of optical power into air when modulated at a frequency of 150 MHz.

Estimate the electrical modulation bandwidth for an LED with a carrier recombination lifetime of 8 ns. The frequency response of the device may be assumed to be Gaussian.
7.23 Discuss the reliability of LEDs in comparison with injection lasers. Estimate the CW operating lifetime for an AlGaAs LED with an activation energy of 0.6 eV and a constant of proportionality ($\beta_0$) of $2.3 \times 10^3 \text{ h}^{-1}$ when the junction temperature of the device is constant at 50 °C. It may be assumed that the LED is no longer useful when its optical output power is 0.8 of its original value.

7.24 What is meant by the intensity modulation of an optical source? Give reasons for the major present use of direct intensity modulation of semiconductor optical sources and comment on possible alternatives.

Answers to numerical problems

7.3 $1.31 \mu m$
7.4 $9.8 \times 10^{-3} \text{ m s}^{-1}$
7.5 0.4%
7.6 0.70
7.7 230 μW, 1.15%
7.8 97.2 mW
7.10 12.3 dB
7.11 (a) 16.7 dB
    (b) 35.2 dB

7.12 0.12 mW, 16.9 dB
7.14 (a) 0.81 dB
    (b) 600 μW
    (c) 5.44 mW
7.15 0.32%
7.20 70.7 MHz
7.21 40.6 MHz
7.22 24.4 MHz
7.23 $2.21 \times 10^5 \text{ hours}$
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8.1 Introduction

We are concerned in this chapter with photodetectors currently in use and under investigation for optical fiber communications.

The detector is an essential component of an optical fiber communication system and is one of the crucial elements which dictate the overall system performance. Its function is to
convert the received optical signal into an electrical signal, which is then amplified before further processing. Therefore when considering signal attenuation along the link, the system performance is determined at the detector. Improvement of detector characteristics and performance thus allows the installation of fewer repeater stations and lowers both the capital investment and maintenance costs.

The role the detector plays demands that it must satisfy very stringent requirements for performance and compatibility. The following criteria define the important performance and compatibility requirements for detectors which are generally similar to the requirements for sources.

1. High sensitivity at the operating wavelengths. The first-generation systems have wavelengths between 0.8 and 0.9 μm (compatible with AlGaAs laser and LED emission lines). However, considerable advantage may be gained at the detector from second-generation sources with operating wavelengths above 1.1 μm as both fiber attenuation and dispersion are reduced. There is much research activity at present in this longer wavelength region, especially concerning wavelengths around 1.3 μm where attenuation and material dispersion can be minimized. In this case semiconductor materials are currently under investigation (see Section 8.4.3) in order to achieve good sensitivity at normal operating temperatures (i.e. 300 K).

2. High fidelity. To reproduce the received signal waveform with fidelity, for analog transmission the response of the photodetector must be linear with regard to the optical signal over a wide range.

3. Large electrical response to the received optical signal. The photodetector should produce a maximum electrical signal for a given amount of optical power; that is, the quantum efficiency should be high.

4. Short response time to obtain a suitable bandwidth. Current single-channel, single-mode fiber systems extend up to many tens of gigahertz. However, it is apparent that future wavelength division multiplexed systems (see Section 12.9.4) will operate in the multiple terahertz (10^{12} Hz) range, and possibly above.

5. A minimum noise introduced by the detector. Dark currents, leakage currents and shunt conductance must be low. Also the gain mechanism within either the detector or associated circuitry must be of low noise.

6. Stability of performance characteristics. Ideally, the performance characteristics of the detector should be independent of changes in ambient conditions. However, the detectors currently favored (photodiodes) have characteristics (sensitivity, noise, internal gain) which vary with temperature, and therefore compensation for temperature effects is often necessary.

7. Small size. The physical size of the detector must be small for efficient coupling to the fiber and to allow easy packaging with the following electronics.

8. Low bias voltages. Ideally the detector should not require excessive bias voltages or currents.
9. High reliability. The detector must be capable of continuous stable operation at room temperature for many years.

10. Low cost. Economic considerations are often of prime importance in any large-scale communication system application.

We continue the discussion in Section 8.2 by briefly indicating the various types of device which could be employed for optical detection. From this discussion it is clear that semiconductor photodiodes currently provide the best solution for detection in optical fiber communications. Therefore, in Sections 8.3 and 8.4 we consider the principles of operation of these devices, together with the characteristics of the semiconductor materials employed in their construction. Sections 8.5 to 8.7 then briefly outline the major operating parameters (quantum efficiency, responsivity, long-wavelength cutoff) of such photodiodes. Then, in Sections 8.8 and 8.9, we discuss the structure, operation and performance characteristics of the major device types (p–n, p–i–n and avalanche photodiodes) for optical detection over the wavelength range 0.8 to 1.6 μm. Then in Section 8.10 developments associated with photodiodes for mid-infrared and far-infrared detection including quantum-dot photodetectors are considered prior to discussion in Sections 8.11 and 8.12 of other semiconductor devices (heterojunction phototransistors and metal–semiconductor–metal photodetectors which are finding wider use as detectors for optical fiber communications.

### 8.2 Device types

To detect optical radiation (photons) in the near-infrared region of the spectrum, both external and internal photoemission of electrons may be utilized. External photoemission devices typified by photomultiplier tubes and vacuum photodiodes meet some of the performance criteria but are too bulky, and require high voltages for operation. However, internal photoemission devices, especially semiconductor photodiodes with or without internal (avalanche) gain, provide good performance and compatibility with relatively low cost. These photodiodes are made from semiconductors such as silicon, germanium and an increasing number of III–V alloys, all of which satisfy in various ways most of the detector requirements. They are therefore used in all major current optical fiber communication systems.

The internal photoemission process may take place in both intrinsic and extrinsic semiconductors. With intrinsic absorption, the received photons excite electrons from the valence to the conduction bands in the semiconductor, whereas extrinsic absorption involves impurity centers created within the material. However, for fast response coupled with efficient absorption of photons, the intrinsic absorption process is preferred and at present all detectors for optical fiber communications use intrinsic photodetection.

Silicon photodiodes [Refs 1–3] have high sensitivity over the 0.8–0.9 μm wavelength band with adequate speed (tens of gigahertz), negligible shunt conductance, low dark current and long-term stability. They are therefore widely used in first-generation systems and are currently commercially available. Their usefulness is limited to the first-generation wavelength region as silicon has an indirect bandgap energy (see Section 8.4.1) of 1.14 eV.
giving a loss in response above 1.09 \( \mu \)m. Thus for second-generation systems in the longer wavelength range 1.1 to 1.6 \( \mu \)m research is devoted to the investigation of semiconductor materials which have narrower bandgaps. Interest has focused on germanium and III–V alloys which give a good response at the longer wavelengths. Again, the performance characteristics of such devices have improved considerably over recent years and a wide selection of III–V alloy photodiodes as well as germanium photodiodes are now commercially available.

In addition to the development of advanced photodiode structures fabricated from III–V semiconductor alloys for operation at wavelengths of 1.3 and 1.55 \( \mu \)m, similar material systems are under investigation for use at the even longer wavelengths required for mid-infrared and far-infrared transmission (2 to 12 \( \mu \)m). Interest has also been maintained in other semiconductor detector types, namely the heterojunction phototransistor and the photoconductive detector, both of which can be usefully fabricated from III–V alloy material systems. In particular, the latter device type has more recently found favor as a potential detector over the 1.1 to 1.6 \( \mu \)m wavelength range. Nevertheless, at present the primary operating wavelength regions remain 0.8 to 0.9 \( \mu \)m, 1.3 \( \mu \)m and 1.55 \( \mu \)m, with the major device types being the p–i–n and avalanche photodiodes. We shall therefore consider these devices in greater detail before discussing mid-infrared photodiodes, phototransistors and photoconductive detectors.

8.3 Optical detection principles

The basic detection process in an intrinsic absorber is illustrated in Figure 8.1 which shows a p–n photodiode. This device is reverse biased and the electric field developed across the p–n junction sweeps mobile carriers (holes and electrons) to their respective majority sides (p- and n-type material). A depletion region or layer is therefore created on either side of the junction. This barrier has the effect of stopping the majority carriers crossing the junction in the opposite direction to the field. However, the field accelerates minority carriers from both sides to the opposite side of the junction, forming the reverse leakage current of the diode. Thus intrinsic conditions are created in the depletion region.

A photon incident in or near the depletion region of this device which has an energy greater than or equal to the bandgap energy \( E_g \) of the fabricating material (i.e. \( hf \geq E_g \)) will excite an electron from the valence band into the conduction band. This process leaves an empty hole in the valence band and is known as the photogeneration of an electron–hole (carrier) pair, as shown in Figure 8.1(a). Carrier pairs so generated near the junction are separated and swept (drift) under the influence of the electric field to produce a displacement by current in the external circuit in excess of any reverse leakage current (Figure 8.1(b)). Photogeneration and the separation of a carrier pair in the depletion region of this reverse-biased p–n junction is illustrated in Figure 8.1 (c).

The depletion region must be sufficiently thick to allow a large fraction of the incident light to be absorbed in order to achieve maximum carrier pair generation. However, since long carrier drift times in the depletion region restrict the speed of operation of the photodiode it is necessary to limit its width. Thus there is a trade-off between the number of photons absorbed (sensitivity) and the speed of response.
8.4 Absorption

8.4.1 Absorption coefficient

The absorption of photons in a photodiode to produce carrier pairs and thus a photocurrent is dependent on the absorption coefficient $\alpha_0$ of the light in the semiconductor used to fabricate the device. At a specific wavelength and assuming only bandgap transitions (i.e. intrinsic absorber) the photocurrent $I_p$ produced by incident light of optical power $P_o$ is given by [Ref. 4]:

$$I_p = \frac{P_o e (1 - r)}{h \nu} [1 - \exp(-\alpha_0 d)]$$  \hspace{1cm} (8.1)

where $e$ is the charge on an electron, $r$ is the Fresnel reflection coefficient at the semiconductor-air interface and $d$ is the width of the absorption region.

The absorption coefficients of semiconductor materials are strongly dependent on wavelength. This is illustrated for some common semiconductors [Ref. 4] in Figure 8.2. It may be observed that there is a variation between the absorption curves for the materials shown and that they are each suitable for different wavelength applications. This results from their differing bandgaps energies, as shown in Table 8.1. However, it must be noted that the curves depicted in Figure 8.2 also vary with temperature.

**Figure 8.1** Operation of the $p$–$n$ photodiode: (a) photogeneration of an electron–hole pair in an intrinsic semiconductor; (b) the structure of the reverse-biased $p$–$n$ junction illustrating carrier drift in the depletion region; (c) the energy band diagram of the reverse-biased $p$–$n$ junction showing photogeneration and the subsequent separation of an electron–hole pair.
8.4.2 Direct and indirect absorption: silicon and germanium

Table 8.1 indicates that silicon and germanium absorb light by both direct and indirect optical transitions. Indirect absorption requires the assistance of a photon so that momentum as well as energy are conserved. This makes the transition probability less likely for

![Optical absorption curves for some common semiconductor photodiode materials (silicon, germanium, gallium arsenide, indium gallium arsenide and indium gallium arsenide phosphide)](image)

**Figure 8.2** Optical absorption curves for some common semiconductor photodiode materials (silicon, germanium, gallium arsenide, indium gallium arsenide and indium gallium arsenide phosphide)

### Table 8.1 Bandgaps for some semiconductor photodiode materials at 300 K

<table>
<thead>
<tr>
<th>Material</th>
<th>Indirect (eV)</th>
<th>Direct (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>1.14</td>
<td>4.10</td>
</tr>
<tr>
<td>Ge</td>
<td>0.67</td>
<td>0.81</td>
</tr>
<tr>
<td>GaAs</td>
<td>-</td>
<td>1.43</td>
</tr>
<tr>
<td>InAs</td>
<td>-</td>
<td>0.35</td>
</tr>
<tr>
<td>InP</td>
<td>-</td>
<td>1.35</td>
</tr>
<tr>
<td>GaSb</td>
<td>-</td>
<td>0.73</td>
</tr>
<tr>
<td>In$<em>{0.53}$Ga$</em>{0.47}$As</td>
<td>-</td>
<td>0.75</td>
</tr>
<tr>
<td>In$<em>{0.14}$Ga$</em>{0.86}$As</td>
<td>-</td>
<td>1.15</td>
</tr>
<tr>
<td>GaAs$<em>{0.88}$Sb$</em>{0.12}$</td>
<td>-</td>
<td>1.15</td>
</tr>
</tbody>
</table>
indirect absorption than for direct absorption where no photon is involved. In this context
direct and indirect absorption may be contrasted with direct and indirect emission dis-
cussed in Section 6.3.3.1. Therefore, as may be seen from Figure 8.2, silicon is only
weakly absorbing over the wavelength band of interest in optical fiber communications
(i.e. first-generation 0.8 to 0.9 μm). This is because transitions over this wavelength band
in silicon are due only to the indirect absorption mechanism. As mentioned previously
(Section 8.2) the threshold for indirect absorption occurs at 1.09 μm. The bandgap for
direct absorption in silicon is 4.10 eV, corresponding to a threshold of 0.30 μm in the
ultraviolet, and thus is well outside the wavelength range of interest.

Germanium is another semiconductor material for which the lowest energy absorption
takes place by indirect optical transitions. However, the threshold for direct absorption
occurs at 1.53 μm, below which germanium becomes strongly absorbing, corresponding
to the kink in the characteristic shown in Figure 8.2. Thus germanium may be used in the
fabrication of detectors over the whole of the wavelength range of interest (i.e. first- and
second-generation 0.8 to 1.6 μm), especially considering that indirect absorption will
occur up to a threshold of 1.85 μm.

Ideally, a photodiode material should be chosen with a bandgap energy slightly less
than the photon energy corresponding to the longest operating wavelength of the system.
This gives a sufficiently high absorption coefficient to ensure a good response, and yet
limits the number of thermally generated carriers in order to achieve a low dark current
(i.e. displacement current generated with no incident light (see Figure 8.5)). Germanium
photodiodes have relatively large dark currents due to their narrow bandgaps in com-
parison with other semiconductor materials. This is a major disadvantage with the use of
germanium photodiodes, especially at shorter wavelengths (below 1.1 μm).

8.4.3 III–V alloys

The drawback with germanium as a fabricating material for semiconductor photodiodes
has led to increased investigation of direct bandgap III–V alloys for the longer wavelength
region. These materials are potentially superior to germanium because their bandgaps can
be tailored to the desired wavelength by changing the relative concentrations of their con-
stituents, resulting in lower dark currents. They may also be fabricated in heterojunction
structures (see Section 6.3.5) which enhances their high-speed operations.

Ternary alloys such as InGaAs and GaAlSb deposited on InP and GaSb substrates,
respectively, have been used to fabricate photodiodes for the longer wavelength band.
Although difficulties were experienced in the growth of these alloys, with lattice matching
causes increased dark currents, these problems have now been reduced. In particular the
alloy In₀.₅₃Ga₀.₄₇As lattice matched to InP, which responds to wavelengths up to around
1.7 μm (see Figure 8.2), has been extensively utilized in the fabrication of photodiodes
for operation at both 1.3 and 1.55 μm. Quaternary alloys can also be used for detection at
these wavelengths. Both InGaAsP grown on InP and GaAlAsSb grown on GaSb have
been studied, with the former material system finding significant application within
advanced photodiode structures.
8.5 Quantum efficiency

The quantum efficiency $\eta$ is defined as the fraction of incident photons which are absorbed by the photodetector and generate electrons which are collected at the detector terminals:

$$\eta = \frac{\text{number of electrons collected}}{\text{number of incident photons}} \quad (8.2)$$

Hence:

$$\eta = \frac{r_e}{r_p} \quad (8.3)$$

where $r_p$ is the incident photon rate (photons per second) and $r_e$ is the corresponding electron rate (electrons per second).

One of the major factors which determines the quantum efficiency is the absorption coefficient (see Section 8.4.1) of the semiconductor material used within the photodetector. The quantum efficiency is generally less than unity as not all of the incident photons are absorbed to create electron-hole pairs. Furthermore, it should be noted that it is often quoted as a percentage (e.g. a quantum efficiency of 75% is equivalent to 75 electrons collected per 100 incident photons). Finally, in common with the absorption coefficient, the quantum efficiency is a function of the photon wavelength and must therefore only be quoted for a specific wavelength.

8.6 Responsivity

The expression for quantum efficiency does not involve photon energy and therefore the responsivity $R$ is often of more use when characterizing the performance of a photodetector. It is defined as:

$$R = \frac{l_o}{P_o} \quad (A \cdot W^{-1}) \quad (8.4)$$

where $l_o$ is the output photocurrent in amperes and $P_o$ is the incident optical power in watts (i.e. output optical power from the fiber). The responsivity is a useful parameter as it gives the transfer characteristic of the detector (i.e. photocurrent per unit incident optical power).

The relationship for responsivity (Eq. (8.4)) may be developed to include quantum efficiency as follows. Considering Eq. (6.1) the energy of a photon $E = hf$. Thus the incident photon rate $r_p$ may be written in terms of incident optical power and the photon energy as:

$$r_p = \frac{P_o}{hf} \quad (8.5)$$
In Eq. (8.3) the electron rate is given by:

\[ r_e = \eta r_p \]  \hspace{1cm} \text{(8.6)}

Substituting from Eq. (8.5) we obtain:

\[ r_e = \frac{\eta L_p}{h \nu} \]  \hspace{1cm} \text{(8.7)}

Therefore, the output photocurrent is:

\[ I_p = \frac{\eta L_p e}{h \nu} \]  \hspace{1cm} \text{(8.8)}

where \( e \) is the charge on an electron. Thus from Eq. (8.4) the responsivity may be written as:

\[ R = \frac{\eta e}{h \nu} \]  \hspace{1cm} \text{(8.9)}

Equation (8.9) is a useful relationship for responsivity which may be developed a stage further to include the wavelength of the incident light.

The frequency \( \nu \) of the incident photons is related to their wavelength \( \lambda \) and the velocity of light in air \( c \), by:

\[ \nu = \frac{c}{\lambda} \]  \hspace{1cm} \text{(8.10)}

Substituting into Eq. (8.9) a final expression for the responsivity is given by:

\[ R = \frac{\eta e \lambda}{h c} \]  \hspace{1cm} \text{(8.11)}

It may be noted that the responsivity is directly proportional to the quantum efficiency at a particular wavelength.

The ideal responsivity against wavelength characteristic for a silicon photodiode with unit quantum efficiency is illustrated in Figure 8.3(a). Also shown is the typical responsivity of a practical silicon device. Figure 8.3(b), however, compares the responsivities and quantum efficiencies of the photodiodes based on silicon, germanium and the InGaAs ternary alloy. It shows the lower values of responsivity of 0.45 and 0.65 A W\(^{-1}\) at signal wavelengths of 0.90 \( \mu \text{m} \) and 1.30 \( \mu \text{m} \), respectively, for silicon and germanium photodiodes. High responsivity values of 0.9 and 1.0 A W\(^{-1}\) at signal wavelengths of 1.30 \( \mu \text{m} \)
and 1.55 μm, respectively, for the photodiode fabricated from InGaAs alloy can also be observed. Moreover nearly 90% quantum efficiencies can be obtained for both the InGaAs and silicon photodiodes [Ref. 5]. It should also be noted that the responsivity drops rapidly at the cutoff wavelength for each of the photodiode materials. This factor is in accordance with Eq. (8.11) which provides the quantum efficiency as a function of signal wavelength which is critically dependent on the photodiode material bandgap energy. For a particular material, as the wavelength of the incident photon becomes longer the photon energy eventually is less than the energy required to excite an electron from the valance band to the conduction band and at this point the responsivity falls to zero.

**Figure 8.3** Responsivity against wavelength characteristics: (a) an ideal silicon photodiode with a typical device also shown; (b) silicon, germanium and InGaAs photodiodes with quantum efficiencies also shown. After Ref. 5. G. Keiser, *Optical Communications Essentials (Telecommunications)*, © 2003 with permission from The McGraw Hill Companies.
Example 8.1

When $3 \times 10^{11}$ photons each with a wavelength of $0.85 \, \mu m$ are incident on a photodioode, on average $1.2 \times 10^{11}$ electrons are collected at the terminals of the device. Determine the quantum efficiency and the responsivity of the photodioode at $0.85 \, \mu m$.

Solution: From Eq. (8.2):

$$\text{Quantum efficiency} = \frac{\text{number of electrons collected}}{\text{number of incident photons}} = \frac{1.2 \times 10^{11}}{3 \times 10^{11}} = 0.4$$

The quantum efficiency of the photodioode at $0.85 \, \mu m$ is 40%.

From Eq. (8.11):

$$\text{Responsivity } R = \frac{\eta e \lambda}{hc} = \frac{0.4 \times 1.602 \times 10^{-19} \times 0.85 \times 10^{-6}}{6.626 \times 10^{-34} \times 2.998 \times 10^8} = 0.274 \, A \, W^{-1}$$

The responsivity of the photodioode at $0.85 \, \mu m$ is 0.27 $A \, W^{-1}$.

Example 8.2

A photodioode has a quantum efficiency of 65% when photons of energy $1.5 \times 10^{-19} \, J$ are incident upon it.

(a) At what wavelength is the photodioode operating?

(b) Calculate the incident optical power required to obtain a photocurrent of 2.5 $\mu A$ when the photodioode is operating as described above.

Solution: (a) From Eq. (6.1), the photon energy $E = hf = hc/\lambda$. Therefore:

$$\lambda = \frac{hc}{E} = \frac{6.626 \times 10^{-34} \times 2.998 \times 10^8}{1.5 \times 10^{-19}} = 1.32 \, \mu m$$

The photodioode is operating at a wavelength of 1.32 $\mu m$. 
It is essential when considering the intrinsic absorption process that the energy of incident
photons be greater than or equal to the bandgap energy $E_g$ of the material used to fabricate
the photodetector. Therefore, the photon energy:

$$\frac{hc}{\lambda} \geq E_g \quad (8.12)$$

giving:

$$\lambda \leq \frac{hc}{E_g} \quad (8.13)$$

Thus the threshold for detection, commonly known as the long-wavelength cutoff
point $\lambda_c$, is:

$$\lambda_c = \frac{hc}{E_g} \quad (8.14)$$

The expression given in Eq. (8.14) allows the calculation of the longest wavelength of
light to give photodetection for the various semiconductor materials used in the fabrication
of detectors.
It is important to note that the above criterion is only applicable to intrinsic photo-detectors. Extrinsic photodetectors violate the expression given in Eq. (8.12), but are not currently used in optical fiber communications.

Example 8.3

GaAs has a bandgap energy of 1.43 eV at 300 K. Determine the wavelength above which an intrinsic photodetector fabricated from this material will cease to operate.

Solution: From Eq. (8.14), the long wavelength cutoff:

$$\lambda_c = \frac{hc}{E_g} = \frac{6.626 \times 10^{-34} \times 2.998 \times 10^8}{1.43 \times 1.602 \times 10^{-19}} = 0.867 \mu\text{m}$$

The GaAs photodetector will cease to operate above 0.87 μm.

8.8 Semiconductor photodiodes without internal gain

Semiconductor photodiodes without internal gain generate a single electron–hole pair per absorbed photon. This mechanism was outlined in Section 8.3, and in order to understand the development of this type of photodiode it is now necessary to elaborate upon it.

8.8.1 The p–n photodiode

Figure 8.4 shows a reverse-biased p–n photodiode with both the depletion and diffusion regions. The depletion region is formed by immobile positively charged donor atoms in the n-type semiconductor material and immobile negatively charged acceptor atoms in the p-type material, when the mobile carriers are swept to their majority sides under the influence of the electric field. The width of the depletion region is therefore dependent upon the doping concentrations for a given applied reverse bias (i.e. the lower the doping, the wider the depletion region). For the interested reader, expressions for the depletion layer width are given in Ref. 6.

Photons may be absorbed in both the depletion and diffusion regions, as indicated by the absorption region in Figure 8.4. The absorption region’s position and width depend upon the energy of the incident photons and on the material from which the photodiode is fabricated. Thus in the case of the weak absorption of photons, the absorption region may extend completely throughout the device. Electron–hole pairs are therefore generated in both the depletion and diffusion regions. In the depletion region the carrier pairs separate and drift under the influence of the electric field, whereas outside this region the hole diffuses towards the depletion region in order to be collected. The diffusion process is very slow compared with drift and thus limits the response of the photodiode (see Section 8.8.3).
It is therefore important that the photons are absorbed in the depletion region. Thus it is made as long as possible by decreasing the doping in the n-type material. The depletion region width in a p–n photodiode is normally 1 to 3 μm and is optimized for the efficient detection of light at a given wavelength. For silicon devices this is in the visible spectrum (0.4 to 0.7 μm) and for germanium in the near infrared (0.7 to 0.9 μm).

Typical output characteristics for the reverse-biased p–n photodiode are illustrated in Figure 8.5. The different operating conditions may be noted moving from no light input to a high light level.

8.8.2 The p–i–n photodiode

In order to allow operation at longer wavelengths where the light penetrates more deeply into the semiconductor material, a wider depletion region is necessary. To achieve this the
n-type material is doped so lightly that it can be considered intrinsic, and to make a low-resistance contact a highly doped n-type \((n^+)\) layer is added. This creates a \(p-i-n\) (or PIN) structure, as may be seen in Figure 8.6 where all the absorption takes place in the depletion region.

Figure 8.7 shows the structures of two types of silicon \(p-i-n\) photodiode for operation in the shorter wavelength band below 1.09 \(\mu\)m. The front-illuminated photodiode, when
operating in the 0.8 to 0.9 \( \mu \text{m} \) band (Figure 8.7(a)), requires a depletion region of between 20 and 50 \( \mu \text{m} \) in order to attain high quantum efficiency (typically 85%) together with fast response (less than 1 ns) and low dark current (1 nA). Dark current arises from surface leakage currents as well as generation-recombination currents in the depletion region in the absence of illumination. The side-illuminated structure (Figure 8.7(b)), where light is injected parallel to the junction plane, exhibits a large absorption width (\( \approx 500 \mu \text{m} \)) and hence is particularly sensitive at wavelengths close to the bandgap limit (1.09 \( \mu \text{m} \)) where the absorption coefficient is relatively small.

Germanium \( p-i-n \) photodiodes which span the entire wavelength range of interest are also commercially available, but as mentioned previously (Section 8.4.2) the relatively high dark currents are a problem (typically 100 nA at 20 °C increasing to 1 \( \mu \text{A} \) at 40 °C). However, as outlined in Section 8.4.3, \( \text{III–V} \) semiconductor alloys have been employed in the fabrication of longer wavelength region detectors. The favored material is the lattice-matched \( \text{In}_{0.53}\text{Ga}_{0.47}\text{As/InP} \) system [Ref. 7] which can detect at wavelengths up to 1.67 \( \mu \text{m} \). A typical planar device structure is shown in Figure 8.8(a) [Ref. 8] which requires epitaxial growth of several layers on an \( n \)-type InP substrate. The incident light is absorbed in the low-doped \( n \)-type InGaAs layer generating carriers, as illustrated in the energy band diagram Figure 8.8(b) [Ref. 9]. The discontinuity due to the homojunction

![Figure 8.8 Planar InGaAs \( p-i-n \) photodiode: (a) structure; (b) energy band diagram showing homojunction associated with the conventional \( p-i-n \) structure]
between the n'-InP substrate and the n-InGaAs absorption region may be noted. This can be reduced by the incorporation of an n-type InP buffer layer.

The top entry* device shown in Figure 8.8(a) is the simplest structure, with the light being introduced through the upper p'-layer. However, a drawback with this structure is a quantum efficiency penalty which results from optical absorption in the undepleted p'-region. In addition, there is a limit to how small such a device can be fabricated as both light access and metallic contact are required on the top. To enable smaller devices with lower capacitances to be made, a substrate entry technique is employed. In this case light enters through a transparent InP substrate and the device area can be fabricated as small as may be practical for bonding.

Conventional growth techniques for III–V semiconductors can be employed to fabricate these devices, although liquid-phase epitaxy (LPE) tends to be preferred because of the relative ease in obtaining the low doping levels needed (around $10^5$ cm$^{-3}$) to obtain low capacitance (less than 0.2 pF). However, LPE does not easily allow low-impurity-level concentrations and it is necessary to use long baking procedures over several days to purify the source material. High-quality devices have been produced using metal oxide vapor-phase epitaxy (MOVPE) [Ref. 10], a technique which appears much more appropriate for large-scale production of such devices.

A substrate entry† p-i-n photodiode is shown in Figure 8.9(a). This device incorporates a p'-InGaAsP layer to provide a heterojunction structure (Schottky barrier) which improves quantum efficiency. Moreover, it is fabricated as a mesa structure which reduces parasitic capacitances [Ref. 11]. Unfortunately, charge trapping can occur at the n'-p'-InGaAs/InGaAsP interface which may be observed in the energy band diagram of Figure 8.9(b). This may cause limitations in the response time of the device [Ref. 9]. However, small-area substrate entry devices can be produced with extremely low capacitance (less than 0.1 pF), quantum efficiency between 75% and 100% and dark currents less than 1 nA.

In both device types a depleted InGaAs layer of around 3 μm is used which provides high quantum efficiency and bandwidth. Furthermore, low doping permits full depletion of the InGaAs layer at low voltage (5 V). The short transit times in the relatively narrow depletion layers give a theoretical bandwidth of approximately 15 GHz. However, the bandwidth of commercially available packaged detectors is usually between 1 and 2 GHz due to limitations of the packaging.

A photodiode containing a waveguide structure, known as a mushroom waveguide, can, however, be used to overcome the bandwidth-quantum efficiency trade-off between the device capacitance and contact resistance [Ref. 12]. This structure, which is illustrated in Figure 8.10, comprises a thin layer of InGaAs (thickness of 0.20 μm) used as the absorption material which is lattice matched to an InP substrate thus providing operation at a wavelength of 1.55 μm. It may be observed that two graded layers of InGaAsP material, each having a thickness of 0.80 μm, are also employed above and below the absorption layer to avoid charge trapping. Since the device is side illuminated its quantum efficiency is therefore a function of the length of the absorption layer and also the thickness of this layer determines the amount of electron drift time. Thus a long and thin

---

* Top entry is also referred to as front illumination.
† Substrate entry is also referred to as back illumination.
Figure 8.9 Substrate entry InGaAs $p-i-n$ photodiode: (a) structure; (b) energy band diagram illustrating the heterojunction and charge trapping

Figure 8.10 Structure of a mushroom waveguide photodiode
absorption layer provides both high quantum efficiency and fast response times [Ref. 12]. High-speed operation up to 110 GHz with 50% quantum efficiency using such structures been demonstrated [Refs 13, 14]. It should also be noted that in the mushroom waveguide structure the light and the carriers travel in different directions and therefore the device bandwidth and the quantum efficiency are not too dependent on each other. Hence quantum efficiencies of greater than 80% at a bandwidth of 10 GHz have been obtained using this waveguide structure [Refs 15, 16].

8.8.3 Speed of response and traveling-wave photodiodes

Three main factors limit the speed of response of a photodiode. These are [Ref. 16]:

1. Drift time of carriers through the depletion region. The speed of response of a photodiode is fundamentally limited by the time it takes photogenerated carriers to drift across the depletion region. When the field in the depletion region exceeds a saturation value, the carriers may be assumed to travel at a constant (maximum) drift velocity $v_d$. The longest transit time, $t_{\text{drift}}$, is for carriers which must traverse the full depletion layer width $w$ and is given by:

$$t_{\text{drift}} = \frac{w}{v_d}$$  \hspace{1cm} (8.15)

A field strength above $2 \times 10^4$ V cm$^{-1}$ in silicon gives maximum (saturated) carrier velocities of approximately $10^7$ cm s$^{-1}$. Thus the transit time through a depletion layer width of 10 $\mu$m is around 0.1 ns.

2. Diffusion time of carriers generated outside the depletion region. Carrier diffusion is a comparatively slow process where the time taken, $t_{\text{diff}}$, for carriers to diffuse a distance $d$ may be written as:

$$t_{\text{diff}} = \frac{d^2}{2D_c}$$  \hspace{1cm} (8.16)

where $D_c$ is the minority carrier diffusion coefficient. For example, the hole diffusion time through 10 $\mu$m of silicon is 40 ns whereas the electron diffusion time over a similar distance is around 8 ns.

3. Time constant incurred by the capacitance of the photodiode with its load. A reverse-biased photodiode exhibits a voltage-dependent capacitance caused by the variation in the stored charge at the junction. The junction capacitance $C_j$ is given by:

$$C_j = \frac{\varepsilon_s A}{w}$$  \hspace{1cm} (8.17)

where $\varepsilon_s$ is the permittivity of the semiconductor material and $A$ is the diode junction area. Hence, a small depletion layer width $w$ increases the junction capacitance. The capacitance of the photodiode $C_d$ is that of the junction together with the
capacitance of the leads and packaging. This capacitance must be minimized in order to reduce the RC time constant which also limits the detector response time (see Section 9.3.2).

Example 8.4

A silicon p-i-n photodiode has an intrinsic region with a width of 20 μm and a diameter of 500 μm in which the drift velocity of electrons is \(10^5\) m s\(^{-1}\). When the permittivity of the device material is \(10.5 \times 10^{-13}\) F cm\(^{-1}\), calculate: (a) the drift time of the carriers across the depletion region; (b) the junction capacitance of the photodiode.

Solution: (a) The drift time for the carriers across the depletion region for the photodiode can be obtained using Eq. (8.15) as:

\[
t_{\text{drift}} = \frac{w}{v_d} = \frac{20 \times 10^{-6}}{1 \times 10^5} = 2 \times 10^{-10} \text{ s}
\]

The drift time for the carriers across the depletion region is therefore 200 ps.

(b) The junction capacitance is given by Eq. (8.17) as:

\[
C_j = \frac{\varepsilon_s A}{w}
\]

where the area \(A = \pi \times r^2 = 3.14 \times (500 \times 10^{-6})^2 = 0.79 \times 10^{-6}\) m\(^2\). Therefore:

\[
C_j = \frac{10.5 \times 10^{-13} \times 0.79 \times 10^{-6}}{20 \times 10^{-6}} = 0.41 \times 10^{-13}
\]

The photodiode has a junction capacitance of 4 pF.

Although all the above factors affect the response time of the photodiode, the ultimate bandwidth of the device is limited by the drift time of carriers through the depletion region \(t_{\text{drift}}\). In this case, when assuming no carriers are generated outside the depletion region and that there is negligible junction capacitance, the maximum photodiode 3 dB bandwidth \(B_m\) is given by [Ref. 17]:

\[
B_m = \frac{1}{2\pi t_{\text{drift}}} = \frac{v_d}{2\pi w} \quad (8.18)
\]
Moreover, when there is no gain mechanism present within the device structure, the maximum possible quantum efficiency is 100%. Hence the value for the bandwidth given by Eq. (8.18) is also equivalent to the ultimate gain-bandwidth product for the photodiode.

Example 8.5

The carrier velocity in a silicon p-i-n photodiode with a 25 μm depletion layer width is $3 \times 10^4$ m s$^{-1}$. Determine the maximum response time for the device.

Solution: The maximum 3 dB bandwidth for the photodiode may be obtained from Eq. (8.18) where:

$$B_m = \frac{v_d}{2 \pi w} = \frac{3 \times 10^4}{2 \pi \times 25 \times 10^{-6}} = 1.91 \times 10^8 \text{ Hz}$$

The maximum response time for the device is therefore:

$$\text{Max. response time} = \frac{1}{B_m} = 5.2 \text{ ns}$$

It must be noted, however, that the above response time takes no account of the diffusion of carriers in the photodiode or the capacitance associated with the device junction and the external connections.

The response of a photodiode to a rectangular optical input pulse for various device parameters is illustrated in Figure 8.11. Ideally, to obtain a high quantum efficiency for the photodiode the width of the depletion layer must be far greater than the reciprocal of the absorption coefficient (i.e. $1/\alpha_0$) for the material used to fabricate the detector so that most of the incident light will be absorbed. Hence the response to a rectangular input pulse of a low-capacitance photodiode meeting this condition, and exhibiting negligible diffusion outside the depletion region, is shown in Figure 8.11(a). It may be observed in this case that the rising and falling edges of the photodiode output follow the input pulse quite well. When the detector capacitance is larger, however, the speed of response becomes limited by the $RC$ time constant of this capacitance and the load resistor associated with the receiver circuit (see Section 9.3.2), and thus the output pulse appears as illustrated in Figure 8.11(b).

Furthermore, when there is significant diffusion of carriers outside the depletion region, as is the case when the depletion layer is too narrow ($w \leq 1/\alpha_0$) and carriers are therefore created by absorption outside this region, then the output pulse displays a long tail caused by the diffusion component to the input optical pulse, as shown in Figure 8.11(c). Thus devices with very thin depletion layers have a tendency to exhibit distinctive fast response and slow response components to their output pulses, as may be observed in Figure 8.11(c), the former response resulting from absorption in the thin depletion layer.
A recent approach to reduce the RC time constant limitation is to use a traveling-wave (TW) photodiode structure in which the absorption and carrier drift regions are positioned orthogonally to each other. Such a p-i-n photodiode is illustrated in Figure 8.12(a) where the photogenerated carriers are controlled by the electrical transmission lines and the absorption occurs in an optical waveguide that collects the photogenerated carriers [Ref. 18]. This approach distributes the capacitance along the electrical transmission lines which can be terminated with a matching impedance thus rendering the bandwidth independent of capacitance. However, a shortcoming of the structure is that both electrical and optical signals do not arrive at the same time due to their mismatched velocities.

Figure 8.12(b) represents a scheme to match the electrical and optical wave velocities. It consists of TW photodiodes and electrical transmission lines coupled to an optical waveguide. The waveguide geometry and its material composition determine the distribution of the incident power along the device. The group velocity of the optical traveling wave is fixed and therefore the only way to ensure that the velocity matching between optical and electrical waves can be achieved is by tuning the radio-frequency phase velocity (i.e. by varying the electrode dimensions). The same principle is implemented in the photodetector illustrated in Figure 8.12(c) [Ref. 18] where several photodiodes at regular intervals are produced above the waveguide, underneath the electrical transmission line. In this case the absorption occurs in a series of discrete photodiodes (i.e. instead of a single absorption layer) positioned periodically along the optical waveguide. This structure distributes the optical signal power into each high-speed photodiode which is then collected by bringing together the photocurrent from each photodiode on a low-loss electrical transmission line to reduce the microwave loss and to improve the output signal power. It is therefore possible to closely match the velocities of the optical and electrical waves using this generic structure [Refs 19, 20]. In addition, high-bandwidth performance up to 190 GHz has been demonstrated using a metal–semiconductor–metal traveling-wave (see Section 8.12) photodetector [Ref. 21].

A further TW p-i-n photodiode device, known as unitraveling carrier (UTC) structure, is illustrated in Figure 8.13. Although the operation of a UTC photodiode is similar to a conventional p-i-n photodiode, absorption occurs in a thin p-type layer instead of the
intrinsic i-region of the p-i-n photodiode. In the structure shown, based on the InGaAs/InP material system, the photocarriers (i.e. electrons and holes pairs) are generated in the p-type absorption layer. However, when photons are absorbed to form the electron-hole pairs, the holes join these existing holes (instead of traveling) thus increasing the majority hole population. Hole carriers are replaced by electrons, which drift across the depletion region, and thus it is the electrons that generate the photocurrent. The bandwidth of the UTC photodiode is therefore determined by the electron diffusion time in the p-type absorption layer. When the absorption layer is thin the electrons can drift across it faster resulting in a higher bandwidth for the photodiode. Furthermore, using a small-gradient conduction band in the absorption layer can also speed up the diffusion time. Hence a
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A photodiode structure with a 0.30 μm thin absorption layer has provided a bandwidth as large as 310 GHz [Ref. 22]. Similar photodiodes have demonstrated high transmission rates of 100 Gbit s⁻¹ and 160 Gbit s⁻¹ with an output peak voltage of 0.8 V [Ref. 23]. Moreover, such wideband photodiodes have also been produced for optical wireless communication and a monolithic UTC photodiode operating at wavelength of 1.55 μm was utilized for the purpose of generating a photonic CW signal transmitting over a bandwidth up to 1.5 THz [Ref. 24].

In order to improve the absorption efficiency of high-speed photodiodes, an optical resonance cavity similar to the Fabry–Pérot cavity can also be employed. When resonance occurs in this structure the incoming photons are reflected back and forth between the two mirror face reflectors. If a thin absorption layer is placed within this mirror cavity the absorption efficiency is enhanced due to multiple passes of photons and the resultant device is known as a resonant cavity enhanced (RCE) photodiode [Ref. 25]. A simple RCE photodiode in which the absorption layer is placed in between two reflector mirrors of InGaAs n- and p-type material is shown in Figure 8.14. Various approaches can be used to produce the top and bottom distributed Bragg reflector (DBR) mirrors comprising several alternating layers of low-index and high-index material. For example, InGaAs/InP [Ref. 26], AlGaAs/GaAs [Ref. 27], InAlGaAs/InAlAs or InGaAsP/InAlAs [Ref. 28].

![Figure 8.13 Unitraveling carrier (UTC) photodiode](image1)

![Figure 8.14 Schematic cross-section of a resonant cavity enhanced photodiode](image2)
material systems can be employed to construct DBR mirrors operating at the wavelengths of 1.30 and 1.55 μm [Ref. 29]. In addition, silicon-on-insulator technology (see Section 11.2) can also be used to fabricate DBR mirrors using germanium on silicon substrates for an RCE photodiode to operate at long wavelength. For example, RCE p-i-n photodiodes using germanium material on a double silicon-on-insulator substrate operating at the wavelength of 1.55 μm have exhibited high quantum efficiencies of 59% [Ref. 30]. These devices, which also provide a 3 dB bandwidth of around 13 GHz, are considered appropriate for reception at transmission rates of 10 Gbit s\(^{-1}\). Furthermore, the small area of these devices (i.e. 10 to 70 μm) could prove useful for photonic integration (see Section 10.6).

### 8.8.4 Noise

The overall sensitivity of a photodiode results from the random current and voltage fluctuations which occur at the device output terminals in both the presence and absence of an incident optical signal. Although the factors that determine the sensitivity of the optical receiver are dealt with in Chapter 9, it is appropriate at this stage to consider the sources of noise that arise within photodiodes, which do not have an internal gain mechanism. The photodiode dark current mentioned in Section 8.8.2 corresponds to the level of the output photocurrent when there is no intended optical signal present. However, there may be some photogenerated current present due to background radiation entering the device. The inherent dark current can be minimized through the use of high-quality, defect-free material which reduces the number of carriers generated in the depletion region as well as those which diffuse into this layer from the p- and n-regions. Moreover, the surface currents can be minimized by careful fabrication and surface passivation such that the surface state and impurity ion concentrations are reduced. Nevertheless, it is the case that the detector average current \( I \) always exhibits a random fluctuation about its mean value as a result of the statistical nature of the quantum detection process (see Section 9.2.3). This fluctuation is exhibited as shot noise [Ref. 31] where the mean square current variation \( I^2 \) is proportional to \( I \) and the photodiode received bandwidth \( B \). Thus the rms value of this shot noise current is:

\[
(I^2)^{1/2} = (2eB)\frac{P_o}{\eta e}\frac{hf}{\lambda} \tag{8.19}
\]

Various figures of merit have traditionally been employed to assess the noise performance of optical detectors. Although these parameters are not always appropriate for the evaluation of the high-speed photodiodes used in optical fiber communications, it is instructive to define those most commonly utilized. These are: the noise equivalent power (NEP); the detectivity (D); and the specific detectivity (D*).

The NEP is defined as the incident optical power, at a particular wavelength or with a specified spectral content, required to produce a photodetector current equal to the rms noise current within a unit bandwidth (i.e. \( B = 1 \) Hz). To obtain an expression for the NEP at a specific wavelength, Eq. (8.8) must be rearranged as follows to give:

\[
P_o = \frac{I_p hf}{\eta e} = \frac{I_p hc}{\eta e \lambda} \tag{8.20}
\]
Then putting the photocurrent $I_p$ equal to the rms shot noise current in Eq. (8.19) gives:

$$I_p = (2eB) \frac{1}{2}$$  \hspace{1cm} (8.21)

Moreover, the photodiode average current $I$ may be represented by $(I_p + I_d)$ where $I_d$ is the dark current within the device. Hence:

$$I_p = [2e(I_p + I_d)B] \frac{1}{2}$$  \hspace{1cm} (8.22)

When $I_p \gg I_d$, then:

$$I_p \approx 2eB$$  \hspace{1cm} (8.23)

Substituting Eq. (8.23) into Eq. (8.20) and putting $B = 1$ Hz gives the NEP as:

$$\text{NEP} = \frac{P_o}{\eta \lambda}$$  \hspace{1cm} (8.24)

It should be noted that the NEP for an ideal photodetector is given by Eq. (8.24) when the quantum efficiency $\eta = 1$.

When $I_p \ll I_d$, then from Eq. (8.22) the photocurrent becomes:

$$I_p \approx [2eI_dB] \frac{1}{2}$$  \hspace{1cm} (8.25)

Hence for a photodiode in which the dark current noise is dominant, the use of Eq. (8.20) with $B = 1$ Hz gives an expression for the NEP of:

$$\text{NEP} = \frac{P_o}{\eta \lambda} \approx \frac{hc(2eI_d) \frac{1}{2}}{\eta e \lambda}$$  \hspace{1cm} (8.26)

The detectivity $D$ is defined as the inverse of the NEP. Thus:

$$D = \frac{1}{\text{NEP}}$$  \hspace{1cm} (8.27)

Considering a photodiode receiving monochromatic radiation with the dark current as its dominant noise source, then from Eqs (8.26) and (8.27):

$$D = D_\lambda = \frac{\eta e \lambda}{hc(2eI_d) \frac{1}{2}}$$  \hspace{1cm} (8.28)

The specific detectivity $D^*$ is a parameter which incorporates the area of the photodetector $A$ in order to take account of the effect of this factor on the amplitude of the device dark current. This proves necessary when background radiation and thermal generation rather than surface conduction are the major causes of dark current. Therefore the specific detectivity is given by:
\[ D^* = D A^{1/2} = \frac{\eta e \lambda}{hc (2eI_d/A)^{1/2}} \]  
\[ (8.29) \]

It should be noted, however, that the above definition for \( D^* \) assumes a bandwidth of 1 Hz. Hence the specific detectivity over a bandwidth \( B \) would be equal to \( D(AB)^{1/2} \).

**Example 8.6**

A germanium p-i-n photodiode with active dimensions of 100 × 50 μm has a quantum efficiency of 55% when operating at a wavelength of 1.3 μm. The measured dark current at this wavelength is 8 nA. Calculate the noise equivalent power and specific detectivity for the device. It may be assumed that dark current is the dominant noise source.

**Solution:** The noise equivalent power is given by Eq. (8.26) as:

\[ \text{NEP} = \frac{hc(2eI_d)^{1/2}}{\eta e \lambda} \]

\[ = \frac{6.626 \times 10^{-34} \times 2.998 \times 10^{9}(2 \times 1.602 \times 10^{-19} \times 8 \times 10^{-9})^{1/2}}{0.55 \times 1.602 \times 10^{-18} \times 1.3 \times 10^{-6}} \]

\[ = 8.78 \times 10^{-14} \text{ W} \]

Substituting for the detectivity \( D \) in Eq. (8.29) from Eq. (8.27) allows the specific detectivity to be written as:

\[ D^* = \frac{A^{1/2}}{\text{NEP}} = \frac{(100 \times 10^{-6} \times 50 \times 10^{-6})^{1/2}}{8.78 \times 10^{-14}} \]

\[ = 8.1 \times 10^8 \text{ m Hz}^{1/2} \text{ W}^{-1} \]

The above parameters are solely concerned with the noise performance of the photodiodes used within optical fiber communications. However, it is the noise associated with the optical receiver which also incorporates a load resistance and a preamplifier that is the major concern. This more general issue is dealt with in Chapter 9.

**8.9 Semiconductor photodiodes with internal gain**

**8.9.1 Avalanche photodiodes**

The second major type of optical communications detector is the avalanche photodiode (APD). This has a more sophisticated structure than the p-i-n photodiode in order to create
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an extremely high electric field region (approximately $3 \times 10^5 \text{ V cm}^{-1}$), as may be seen in Figure 8.15(a). Therefore, as well as the depletion region where most of the photons are absorbed and the primary carrier pairs generated, there is a high-field region in which holes and electrons can acquire sufficient energy to excite new electron-hole pairs. This process is known as impact ionization and is the phenomenon that leads to avalanche breakdown in ordinary reverse-biased diodes. It often requires high reverse bias voltages (50 to 400 V) in order that the new carriers created by impact ionization can themselves produce additional carriers by the same mechanism as shown in Figure 8.15(b). More recently, however, it should be noted that devices which will operate at much lower bias voltages (15 to 25 V) have become available.

Carrier multiplication factors as great as $10^4$ may be obtained using defect-free materials to ensure uniformity of carrier multiplication over the entire photosensitive area. However, other factors affect the achievement of high gain within the device. Microplasmas, which are small areas with lower breakdown voltages than the remainder of the junction, must be reduced through the selection of defect-free materials together with careful device processing and fabrication [Ref. 32]. In addition, excessive leakage at the junction edges can be eliminated by the use of a guard ring structure as shown in Figure 8.16. At present silicon, germanium and InGaAs APDs are generally available.

Operation of these devices at high speed requires full depletion in the absorption region. As indicated in Section 8.8.1, when carriers are generated in undepleted material, they are collected somewhat slowly by the diffusion process. This has the effect of producing a long ‘diffusion tail’ on a short optical pulse. When the APD is fully depleted by employing electric fields in excess of $10^4 \text{ V m}^{-1}$, all the carriers drift at saturation-limited velocities. In this case the response time for the device is limited by three factors. These are:

(a) the transit time of the carriers across the absorption region (i.e. the depletion width);
(b) the time taken by the carriers to perform the avalanche multiplication process; and
(c) the RC time constant incurred by the junction capacitance of the diode and its load.

Figure 8.15 (a) Avalanche photodiode showing high electric field (gain) region. (b) Carrier pair multiplication in the gain region of an avalanche photodiode.
At low gain the transit time and RC effects dominate giving a definitive response time and hence constant bandwidth for the device. However, at high gain the avalanche build up time dominates and therefore the device bandwidth decreases proportionately with increasing gain. Such APD operation is distinguished by a constant gain-bandwidth product.

Often an asymmetric pulse shape is obtained from the APD which results from a relatively fast rise time as the electrons are collected and a fall time dictated by the transit time of the holes traveling at a slower speed. Hence, although the use of suitable materials and structures may give rise times between 150 and 200 ps, fall times of 1 ns or more are quite common and limit the overall response of the device.

### 8.9.2 Silicon reach through avalanche photodiodes

To ensure carrier multiplication without excess noise for a specific thickness of multiplication region within the APD it is necessary to reduce the ratio of the ionization coefficients for electrons and holes $k$ (see Section 9.3.4). In silicon this ratio is a strong function of the electric field varying from around 0.1 at $3 \times 10^5$ V m$^{-1}$ to 0.5 at $6 \times 10^5$ V m$^{-1}$. Hence for minimum noise, the electric field at avalanche breakdown must be as low as possible and the impact ionization should be initiated by electrons. To this end a ‘reach through’ structure has been implemented with the silicon APD. The silicon ‘reach through’ APD (RAPD) consists of $p^+ - \pi - p - n^+$ layers as shown in Figure 8.17(a). As may be seen from the corresponding field plot in Figure 8.17(b), the high-field region where the avalanche multiplication takes place is relatively narrow and centered on the $p-n^+$ junction. Thus under low reverse bias most of the voltage is dropped across the $p-n^+$ junction.

When the reverse bias voltage is increased the depletion layer widens across the $p$-region until it ‘reaches through’ to the nearly intrinsic (lightly doped) $\pi$-region. Since the $\pi$-region is much wider than the $p$-region the field in the $\pi$-region is much lower than that at the $p-n^+$ junction (see Figure 8.17(b)). This has the effect of removing some of the excess applied voltage from the multiplication region to the $\pi$-region giving a relatively slow increase in multiplication factor with applied voltage. Although the field in the $\pi$-region is lower than in the multiplication region it is high enough ($2 \times 10^4$ V cm$^{-1}$) when the photodiode is operating to sweep the carriers through to the multiplication region at their scattering limited velocity ($10^7$ cm s$^{-1}$). This limits the transit time and ensures a fast response (as short as 0.5 ns).
Measurements [Ref. 33] for a silicon RAPD for optical fiber communication applications at a wavelength of 0.825 μm have shown a quantum efficiency (without avalanche gain) of nearly 100% in the working region, as may be seen in Figure 8.18. The dark currents for this photodiode are also low and depend only slightly on bias voltage.

8.9.3 Germanium avalanche photodiodes

The elemental semiconductor germanium has been used to fabricate relatively sensitive and fast APDs that may be used over almost the entire wavelength range of primary interest.
at present (0.8 to 1.6 μm). However, it was clear from an early stage that higher dark currents
together with larger excess noise factors (see Section 9.3.3) than those in silicon APDs
were a problem with these devices. The large dark currents were associated with edge and
surface effects resulting from difficulties in passivating germanium, and were also a direct
consequence of the small energy bandgap as mentioned earlier in Section 8.4.2.

In the late 1970s when interest increased in the fabrication of detectors for longer wave-
length operation (1.1 to 1.6 μm), germanium APDs using a conventional n+p structure
similar to the silicon APD shown in Figure 8.16 were produced [Ref. 34]. However, such
devices exhibited dark currents near breakdown of between 100 nA and 300 nA which
were very sensitive to temperature variations [Ref. 7]. Furthermore, unlike the situation
with silicon APDs, these dark currents had significant components of both bulk (multi-
plied) and surface (unmultiplied) current. It was the multiplied component (typically
100 nA for the n+p structure) which needed to be reduced (to around 1 nA) in order to
provide low-noise operation. In addition, large excess noise factors associated with the
avalanche multiplication process were obtained as a result of electrons rather than holes
(which have a higher impact ionization coefficient in germanium) initiating the multi-
plication process. One advantage, however, of such germanium APDs over their silicon
counterparts is that because of the relatively high absorption coefficient exhibited by
germanium at 1.3 μm, avalanche breakdown voltages are quite low (typically 25 V).

Germanium APD structures have been fabricated to provide multiplication initiated
by holes and thus to reduce the excess noise factor in the longer wavelength region.
For example, an n'np structure has been demonstrated [Ref. 35] which goes some way to
achieving this performance by reducing the factor by some 30% on that obtained in n+p
devices. However, multiplied dark current around 1 μA was obtained when operating at a
wavelength of 1.3 μm and a multiplication factor of 10. An alternative device providing
similar results utilizes the p'n structure [Ref. 36] shown in Figure 8.19(a). In this case dark
currents were reduced to between 150 and 250 nA by using an ion-implanted technology
[Ref. 37] and subsequently to around 5 nA by reducing the device sensitive area from
100 μm to 30 μm [Ref. 38].

Unfortunately, the speed of the p'n structure at a wavelength of 1.5 μm is poor because
most of the absorption in germanium at this wavelength takes place outside the depletion
region.* This has led to the development of the p'n'n' structure shown in Figure 8.19(b)
[Ref. 39] which resembles the reach through structure used for silicon APDs (see Section
8.9.2). It is known as a Hi–Lo structure as it combines high bandwidth (700 MHz) with
low multiplied dark current (33 nA) and good excess noise performance. However, the
breakdown voltage is higher at +85 V and the unmultiplied dark currents are around 1 μA.
Nevertheless, these Hi–Lo devices appear to be among the highest performance germa-
nium APDs for longer wavelength operation and are only eclipsed by the emerging III–V
alloy APDs which do not exhibit quite the same fundamental material limitations.

8.9.4 III–V alloy avalanche photodiodes

Due to the drawbacks with germanium APDs for longer wavelength operation, much
effort has been expended in the study of III–V semiconductor alloys for the fabrication of

* The absorption length in germanium at a wavelength of 1.5 μm is 10 μm.
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In particular, the ternary InGaAs/InP and quaternary InGaAsP/InP material systems have been successfully employed. In common with the silicon reach through APD (see Section 8.9.2) separate absorption and multiplication regions are provided, as illustrated in Figure 8.20. This defines the so-called SAM APD which is a heterostructure device designed so that the multiplication takes place in the InP p–n junction [Ref. 40].

The performance of such long-wavelength APDs is limited, however, by the fundamental properties of the material systems. A first limitation is related to the large tunneling currents associated with the narrow bandgap required for longer wavelength optical absorption. The band-to-band or defect-assisted tunneling currents become large before the electric field is high enough to obtain significant avalanche gain. This problem is substantially reduced using a separate absorption and multiplication region with the gain occurring at the InP p–n junction where the tunneling is much less [Ref. 7]. However, control over the doping and thickness of the

*Figure 8.19* Germanium APDs: (a) p'n structure. Reprinted with permission from Ref. 36 © IEEE 1980; (b) Hi-Lo (p'n'n) structure [Ref. 39]
n-type InP layer is critical in order to avoid excessive leakage current. Nevertheless, it is possible to obtain low dark currents of less than 10 nA (unmultiplied) together with quantum efficiencies of 80%, a capacitance of approximately 0.5 pF and an operating voltage of around 100 V.

A second limitation associated with SAM APDs concerns the trapping of holes in the valence band discontinuity at the InGaAs/InP heterointerface, as illustrated in Figure 8.21(a) [Ref. 41]. This factor results in a slow component of the photoresponse which causes a speed limitation. However, the problem can be alleviated by incorporating a thin grading layer of InGaAsP (whose bandgap is intermediate between InGaAs and InP) between these two layers (Figure 8.21(b)) to smooth out the discontinuity and thus provide improved speed performance [Ref. 42]. Nevertheless, the gain–bandwidth products for such devices are still only between 10 and 20 GHz, not quite sufficient for high bit rate systems in the gigabit per second region [Ref. 7]. For example, with a gain around 10 such devices will only provide operation to between 1 and 2 GHz.
A high-performance planar SAM APD based on an asymmetrical twin-waveguide technique (see Section 11.3) has demonstrated a high gain–bandwidth product greater than 150 GHz [Ref. 43]. The three-dimensional schematic view of this InGaAs/InAlAs-based device fabricated onto a semi-insulating InP substrate is depicted in Figure 8.22. It may be observed that the SAM APD structure incorporates a tapered fiber coupler which transfers the light from the fiber guide to the coupling guide sections. In this structure a layer of InAlAs material is used as the gain region in order to achieve high-bandwidth operation. The device is capable of handling a transmission rate of 40 Gbit s\(^{-1}\). Moreover, it displayed an external quantum efficiency of around 48% at a signal wavelength of 1.55 \(\mu\)m while the measured value of responsivity at unity gain for the symmetrical twin-waveguide SAM APD structure remained 0.6 A W\(^{-1}\) [Ref. 43].

An improved technique for increasing the speed of response of the device is to provide several (two or three) InGaAsP buffer layers to create compositional grading at the heterojunction interface [Refs 17, 40]. This may be achieved by interposing a thin multiquantum-well (MQW) structure between the narrow and wideband gap layer. The configuration of a recent top-illuminated planar structure separate absorption, grading, charge and multiplication (SAGCM) InGaAs APD is shown in Figure 8.23. Although this structure also

Figure 8.22
Three-dimensional schematic view of an asymmetric twin-waveguide SAM APD

Figure 8.23
Separate absorption, grading, charge and multiplication (SAGCM) APD structure
has similarities with the SAM ADP, an additional charge layer has been incorporated between the absorption and multiplication layers in the active cavity [Ref. 44]. Figure 8.23 also contains a distributed Bragg reflector (DBR) formed from the InAlAs/InGaAs material system constituting a resonant cavity enhanced (RCE) structure in a similar manner to the RCE p-i-n photodiode (see Section 8.4). The charge layer contains an electric field to provide isolation between the absorption region and the multiplication layer. Since the charge layer separates the absorption and multiplication layers in the active cavity region, the photon absorption and the carrier multiplication processes are independent and can be optimized individually to improve both the device noise and speed performance. This device type has displayed a gain-bandwidth product of up to 120 GHz [Ref. 44] thus allowing operations at bandwidths of 10 GHz or higher. Similar RCE APD structures have demonstrated high gain–bandwidth products of around 300 GHz allowing operation at bandwidths of 24 GHz while exhibiting external quantum efficiencies around 70% [Refs 45, 46].

Overall, advanced photodiode developments are targeted at devices with improved sensitivities for operation at very high bandwidths, together with the fabrication of structures with improved functionality at low cost [Ref. 17]. Initial efforts to improve sensitivity focused upon semiconductor superlattices in the form of MQW structures [Ref. 47] and staircase APDs [Ref. 48]. Both of these APD structures had gain regions comprising MQWs formed by alternately growing thin layers of wide- and narrow-bandgap materials such as AlGaAs and GaAs respectively. By using materials exhibiting these properties the conduction and valence band discontinuities differed significantly, resulting in different ionization coefficients for electrons and holes. This factor should therefore give improvements in the noise performance of such III–V alloy APDs by reducing the ratio of the ionization coefficients for electrons and holes (k value, see Section 9.3.4) because the ionization coefficients of the two carrier types are normally approximately equal. In addition, the other major advantage in using MQW APDs results from their improved bandwidth capabilities caused by the reduction in avalanche buildup time provided by the multilayer structures.

The step-like MQW energy band structure where the discontinuity in the conduction band is greater than that in the valence band is shown in Figure 8.24. The structure, which is illustrated both unbiased and biased, could comprise about 100 layers of alternate wide- and narrow-bandgap semiconductors. Although such devices have been fabricated using the AlGaAs/GaAs material system by molecular beam epitaxy (MBE), the structure does not provide the same favorable k value reduction when using InP-based alloys for longer wavelength operation. In this case problems with tunneling in the high-field regions containing the narrow-bandgap layers tend to destroy the sensitivity improvement provided by the MQWs [Ref. 17].

The energy band structure of a more complex scheme known as a staircase APD is shown in Figure 8.25. In this technique a narrow-bandgap region is compositionally graded over a distance of 10 to 20 nm into a material with a minimum of twice the bandgap at the narrow end of the step. Again, the composition is abruptly changed to obtain the narrow bandgap as a second step is formed. The primary advantage of this staircase structure is that carrier multiplication caused by carrier transitions from the wide- to the narrow-bandgap material can occur at much lower electric field densities than that required with MQW devices. The majority of photodiodes fabricated using MQW bandgap engineering technology [Refs 49–51], however, have been designed for operation in the mid-infrared wavelength region (see Section 8.10).
Figure 8.24  Energy band diagrams for MQW superlattice APD structure:
(a) unbiased, showing alternate layers of wide- and narrow-bandgap semiconductors;
(b) the biased device [Ref. 47]

Figure 8.25  Energy band diagrams for the staircase APD: (a) the unbiased device;
(b) the biased device under normal operation [Ref. 48]
8.9.5 Benefits and drawbacks with the avalanche photodiode

APDs have a distinct advantage over photodiodes without internal gain for the detection of the very low light levels often encountered in optical fiber communications. They generally provide an increase in sensitivity of between 5 and 15 dB over p-i-n photodiodes while often giving a wider dynamic range as a result of their gain variation with response time and reverse bias.

The optimum sensitivity improvement of APD receivers over p-i-n photodiode devices is illustrated in the characteristics shown in Figure 8.26. The characteristics display the

![Figure 8.26](image-url)

**Figure 8.26** Receiver sensitivity comparison of p-i-n photodiode and APD devices at a bit-error-rate of $10^{-9}$: (a) using silicon detectors operating at a wavelength of 0.82 μm; (b) using InGaAs detectors operating at a wavelength of 1.55 μm
minimum detectable optical power for direct detection (see Section 9.2.4) against the transmitted bit rate in order to maintain a bit-error-rate (BER) of $10^{-9}$ (see Section 12.6.3) in the shorter and longer wavelength regions. Figure 8.26(a) compares silicon photodiodes operating at a wavelength of 0.82 $\mu$m where the APD is able to approach within 10 to 13 dB of the quantum limit. In addition, it may be observed that the p-i-n photodiode receiver has a sensitivity around 15 dB below this level. InGaAs photodiodes operating at a wavelength of 1.55 $\mu$m are compared in Figure 8.26(b). In this case the APD requires around 20 dB more power than the quantum limit, whereas the p-i-n photodiode receiver is some 10 to 12 dB less sensitive than the APD. Finally, it should be noted that as a consequence of the rapid emergence of quantum cryptography as a field within optical fiber communications, APDs for operation as single-photon-counting avalanche detectors (SPADs) have been receiving significant attention worldwide [Ref. 52].

Avalanche photodiodes, however, also have several drawbacks which include:

(a) fabrication difficulties due to their more complex structure and hence increased cost;

(b) the random nature of the gain mechanism which gives an additional noise contribution (see Section 9.3.3);

(c) the high bias voltages required particularly for silicon devices (150 to 400 V) which although lower for germanium and InGaAs APDs (20 to 40 V) are similarly wavelength dependent;

(d) the variation of the gain (multiplication factor) with temperature as shown in Figure 8.27 for a silicon RAPD [Ref. 33]; thus temperature compensation is necessary to stabilize the operation of the device.

Figure 8.27 Current gain against reverse bias for a silicon RAPD operating at a wavelength of 0.825 $\mu$m. After Ref. 33, from The Bell System Technical Journal. © 1978, AT&T
Example 8.7
The quantum efficiency of a particular silicon RAPD is 80% for the detection of radiation at a wavelength of 0.9 μm. When the incident optical power is 0.5 μW, the output current from the device (after avalanche gain) is 11 μA. Determine the multiplication factor of the photodiode under these conditions.

Solution: From Eq. (8.11), the responsivity:

\[ R = \frac{\eta e \lambda}{hc} = \frac{0.8 \times 1.602 \times 10^{-19} \times 0.9 \times 10^{-6}}{6.626 \times 10^{-34} \times 2.998 \times 10^8} = 0.581 \text{ A W}^{-1} \]

Also, from Eq. (8.4), the photocurrent:

\[ I_p = P_o R = 0.5 \times 10^{-6} \times 0.581 = 0.291 \mu A \]

Finally, using Eq. (8.30):

\[ M = \frac{I}{I_p} = \frac{11 \times 10^{-6}}{0.291 \times 10^{-6}} = 37.8 \]

The multiplication factor of the photodiode is approximately 38.

8.10 Mid-infrared and far-infrared photodiodes
Development of photodiodes for mid-infrared and far-infrared transmission systems have progressed alongside the activities concerned with fibers and sources in these wavelength
regions (2 to 12 μm). Obtaining suitable lattice matching for III–V alloy materials has been a problem, however, when operating at wavelengths greater than 2 μm. For example, a lattice-matched InGaAsSb/GaSb material system was utilized in a p–i–n photodiode for high-speed operation at wavelengths up to 2.3 μm [Ref. 53].

An alternative approach which achieved some success was the use of indium alloys that, due to the high indium content for operation above 2 μm, were mismatched with respect to the InP substrate causing inherent problems of dislocation-induced junction leakage and low quantum efficiency [Ref. 54]. However, these problems were reduced by utilizing a compositionally graded buffer layer to accommodate the lattice mismatch. One technique involved the replacement of the conventional p–i–n homojunction with an InGaAs/AlInAs heterojunction in which a wider bandgap p-type AlInAs layer acted as a transparent window at long wavelengths to ensure that optical absorption occurred in a lightly doped n-type region of the device. This device, which exhibited a useful response out to a wavelength of 2.4 μm, displayed a quantum efficiency as high as 95% over the wavelength range 1.3 to 2.25 μm with dark currents as low as 35 nA [Ref. 54]. A similar approach was demonstrated with the ternary alloys In$_x$Ga$_{1-x}$As/InAs$_y$P$_{1-y}$ to produce mesa structure photodiodes which operate at a wavelength of 2.55 μm [Ref. 55]. A compositionally graded region of InGaAs or InAsP accommodates the lattice mismatch between the ternary layers and the InP substrate. These devices, which have In$_{0.85}$Ga$_{0.15}$As absorbing layers and lattice-matched InAs$_{0.68}$P$_{0.32}$ capping layers, displayed a quantum efficiency of 52% at a wavelength of 2.55 μm but with dark currents of between 10 and 20 μA. It has been suggested [Ref. 55] that these high dark currents were a result of electrically active defects associated with misfit dislocations in the active regions of the diode which could be reduced by improved materials growth.

In common with injection lasers, the HgCdTe material system has been utilized to fabricate long-wavelength photodiodes (see Section 6.11). Hg$_{1-x}$Cd$_x$Te ternary alloys form a continuous family of semiconductors whose bandgap energy variation with x enables optical detection from 0.8 μm to the far-infrared. Furthermore, with this material system the hole ionization coefficient exhibits a resonant characteristic which is a function of the alloy composition. This phenomenon is a band structure effect which is also displayed by the Ga$_{1-x}$Al$_x$Sb alloys [Ref. 55]. Resonant impact ionization processes in such materials yield a high ionization coefficient ratio* providing enhanced sensitivity at particular operating wavelengths. However, for the HgCdTe material system this occurs for a composition in the vicinity of x = 0.7, which is suitable for detection at a wavelength of 1.3 μm. Hence both HgCdTe p–i–n photodiodes and APDs that exhibit low sensitivity and high-speed response (500 MHz) have been produced for operation at this wavelength [Ref. 56]. In addition, Hg$_{0.4}$Cd$_{0.6}$Te APDs have been fabricated for detection at a wavelength of 1.55 μm [Refs 57–60].

APDs based on HgCdTe are attractive for array applications in both the near and far infrared since their material properties possess uniform avalanche gain across an array where the variation in gain as a function of electric field is lower in HgCdTe as compared with silicon or InGaAs [Ref. 59]. Additionally, heteroepitaxial growth of HgCdTe on large-area silicon substrates is also possible which provides for the production of low-cost, large-format infrared APD arrays using molecular beam epitaxy. Recently, considerable

* In this case the ratio of hole ionization coefficient to electron ionization coefficient.
progress in the development of multiwavelength HgCdTe APD arrays has been demonstrated for military applications and nontelecommunication applications [Ref. 60].

8.10.1 Quantum-dot photodetectors

The detection mechanism in the quantum-dot (QD) photodetector relies on photoexcitation of electrons from confined states in conduction band quantum wells or dots. The process of photoexcitation of electrons in photodetectors is similar to that in the quantum-dot semiconductor optical amplifier (see Section 10.3). Hence several layers of quantum dots constitute the active cavity region of the device and the resultant device is also known as the dots-in-well (DWELL) structure as depicted in Figure 8.28 [Ref. 62]. Several layers of

[Diagram of quantum-dot photodetector]

Figure 8.28 Quantum-dot photodetector: (a) the dots-in-well (DWELL) structure; (b) the conduction band profile under a bias condition; (c) the conduction band showing the formation of intersubbands
quantum dots (i.e. \( N = 70 \) in this particular case) are sandwiched between GaAs barrier layers to obtain an active cavity region for the purpose of photodetection as illustrated in Figure 8.28(a). These barriers isolate different layers and therefore increase the material absorption characteristics of the active cavity region. The barriers are usually kept wide enough to isolate quantum dots and therefore the quantum dots are not correlated between layers, which reduces any tunneling effects, thus helping to suppress dark current. Furthermore, although a large number of quantum dots are required to produce increased absorption, they should be aligned in the growth direction in order to maintain the optical coupling profile (i.e. edge- or surface-emitting operation). These structures can be produced using either GaAs or InGaAs and AlGaAs alloy material systems, whereas InAs or InAl may be used to fabricate quantum dots on GaAs or InP substrates, respectively [Refs 61–63]. Furthermore, the absorption spectrum of these material systems can be precisely tailored and hence the detection peak wavelength can be tuned from 3.0 to 25 \( \mu \text{m} \) and beyond, while the spectral width can be varied from half to several micrometers.

Figure 8.28(b) displays the conduction band profile of a DWELL photodetector. It constitutes some 70 layers of InAs quantum dots each followed by a GaAs barrier comprising a single quantum well until it is finally terminated with an GaAlAs barrier connecting with \( n^+ \)-contacts of GaAs material. Figure 8.28(c) depicts the DWELL photodetector creating intersubband energy levels in which a stack of minibands are produced within a single energy band.* In the DWELL heterostructure photodetector shown an aluminum arsenide barrier layer is positioned beneath the quantum dots in addition to the GaAs barrier layer. Since aluminum possesses less mobility as compared with indium, it increases the optical absorption characteristics of the active cavity region and therefore it necessitates fewer layers of InAs quantum dots (in this case \( N = 10 \)).

Quantum-dot photodetectors have also been shown to provide additional features of bias tunability for multiwavelength operation [Ref. 65]. A quantum-dot photodetector based on the InGaAs/InAs material system has demonstrated wavelength tunability within the range of 5.5 to 5.9 \( \mu \text{m} \) with a responsivity of 3.5 to 3.0 mA W\(^{-1}\) at a temperature of 77 K [Ref. 66]. Germanium has also been used to fabricate quantum-dot photodetectors [Refs 67, 68]. Devices utilizing this material have demonstrated a response over the wavelength range from 2.2 to 3.1 \( \mu \text{m} \) [Ref. 69]. In addition, the dark current density of these devices at a temperature of 77 K remained around 6.4 mA cm\(^{-2}\) at a bias voltage of 1 V while the responsivity was maintained at around 3.0 mA W\(^{-1}\) [Ref. 70].

8.11 Phototransistors

The problems encountered with APDs for use in the longer wavelength region stimulated a renewed interest in bipolar phototransistors in the late 1970s. Hence, although these devices have been investigated for a number of years, they have yet to find use in major optical fiber communication systems. In common with the APD the phototransistor provides internal gain of the photocurrent. This is achieved through transistor action rather

* The detection mechanism in the DWELL photodetector may also include intersubband transitions (also known as type II transitions) which comprise minibands within a single energy band [Ref. 64].
than avalanche multiplication. A symbolic representation of the n–p–n bipolar phototransistor is shown in Figure 8.29(a). It differs from the conventional bipolar transistor in that the base is unconnected, the base–collector junction being photosensitive to act as a light-gathering element. Thus absorbed light affects the base current giving multiplication of primary photocurrent through the device.

The structure of an n–p–n InGaAsP/InP heterojunction phototransistor is shown in Figure 8.29(b) [Ref. 71]. The three-layer heterostructure (see Section 6.3.5) is grown on an InP substrate using liquid-phase epitaxy (LPE). It consists of an n-type InP collector layer followed by a thin (0.1 μm) p-type InGaAsP base layer. The third layer is a wide-bandgap n-type InP emitter layer. Radiation incident on the device passes unattenuated through the wide-bandgap emitter and is absorbed in the base, base-collector depletion region and the collector. A large secondary photocurrent between the emitter and collector is obtained as the photogenerated holes are swept into the base, increasing the forward bias on the device. The use of the heterostructure permits low emitter–base and collector–base junction capacitances together with low base resistance. This is achieved through low emitter and collector doping levels coupled with heavy doping of the base, and allows large current gain. In addition the potential barrier created by the heterojunction at
the emitter–base junction effectively eliminates hole injection from the base when the junction is forward biased. This gives good emitter base injection efficiency. The optical gain \( G_o \) of the device is given approximately by [Ref. 71].

\[
G_o = \eta h_{FE} = \frac{h \nu I_C}{e P_o} \tag{8.31}
\]

where \( \eta \) is the quantum efficiency of the base-collector photodiode, \( h_{FE} \) is the common emitter current gain, \( I_C \) is the collector current, \( P_o \) is the incident optical power, \( e \) is the electronic charge and \( h \nu \) is the photon energy. Moreover, the phototransistor shown in Figure 8.29(b) is capable of operating over the 0.9 to 1.3 \( \mu \)m wavelength band giving optical gains in excess of 100, as demonstrated in Example 8.8.

### Example 8.8

The phototransistor of Figure 8.29(b) has a collector current of 15 mA when the incident optical power at a wavelength of 1.26 \( \mu \)m is 125 \( \mu \)W. Estimate:

(a) the optical gain of the device under the above operating conditions;

(b) the common emitter current gain if the quantum efficiency of the base-collector photodiode at a wavelength of 1.26 \( \mu \)m is 40%.

**Solution:** (a) Using Eq. (8.31), the optical gain is given by:

\[
G_o = \frac{h \nu I_C}{e P_o} = \frac{h \nu I_C}{\lambda e P_o} \\
= \frac{6.626 \times 10^{-34} \times 2.998 \times 10^8 \times 15 \times 10^{-3}}{1.26 \times 10^{-6} \times 1.602 \times 10^{-19} \times 125 \times 10^{-6}} \\
= 118.1
\]

(b) The common emitter current gain is:

\[
h_{FE} = \frac{G_o}{\eta} = \frac{118.1}{0.4} = 295.3
\]

In this example a common emitter current gain of 295 gives an optical gain of 118. It is therefore possible that this type of device will become an alternative to the APD for optical detection at wavelengths above 1.1 \( \mu \)m [Refs 72–74].

Phototransistors based on a heterojunction structure using the InGaAs/InAlAs material system have more recently been demonstrated to function as high-performance photodetectors operating at a wavelength of 1.3 \( \mu \)m [Refs 75, 76]. These devices are generally
known as waveguide phototransistors [Ref. 77] as they utilize a passive waveguide layer (in this case InGaAlAs onto an InP substrate) under the active transistor region as depicted in Figure 8.30(a), while a three-dimensional view for the same device structure is provided in Figure 8.30(b). It can be seen that the waveguide phototransistor structure also provides a waveguide p–i–n photodiode as identified on the right hand side of the Figure 8.30(a). Hence the p–i–n photodiode can be used as a separate photodetector by effectively removing the emitter layer of the heterojunction phototransistor.

The benefit of the waveguide structure, however, as compared with the conventional p–i–n heterojunction phototransistor, is that it facilitates an increased photocurrent which results in increased values of responsivity up to 29 A W⁻¹ [Ref. 77]. Furthermore, higher values of responsivity can be obtained when the crystalline structure of a high-electron-mobility transistor (HEMT) (see Section 9.6) is incorporated in the design of the phototransistor [Ref. 78]. Such a phototransistor employing the InGaAlAs/GaAs material system has demonstrated a responsivity of 140 A W⁻¹ at an operating wavelength in the far infrared around 6.0 μm and at a temperature of 23 K [Ref. 78]. The quantum efficiency, however, remained low (i.e. 16%) as the electrons that escaped by thermal emission from the quantum wells were also amplified, which contributed towards the high responsivity but reduced the signal-to-noise ratio.

Figure 8.30 Waveguide phototransistor: (a) different waveguide sections also indicating the p–i–n photodiode; (b) three-dimensional view showing the three terminals in dark shading (HPT, heterojunction phototransistor)
8.12 Metal–semiconductor–metal photodetectors

Metal–semiconductor–metal (MSM) photodetectors are photoconductive detectors or photoconductors which provide what is conceptually the simplest form of semiconductor optical detection and have not until recently been considered as a serious contender for photodetection within optical fiber communications. Lately, however, there has been renewed interest in such devices, particularly for use in the longer wavelength region because of the suitability of III–V semiconductors for photoconductive detection applications [Refs 17, 79]. The basic detection process in a semiconductor discussed in Section 8.3 indicated that an electron may be raised from the valence band to the conduction band by the absorption of a photon provided that the photon energy was greater than the bandgap energy (i.e. \( \hbar \nu \geq E_g \)). In this case, as long as the electron remains in the conduction band it will cause an increase in the conductivity of the semiconductor, a phenomenon referred to as photoconductivity. This forms the basic mechanism for the operation of MSM photodetectors.

A typical MSM device structure designed for operation in the longer wavelength region is shown in Figure 8.31 [Ref. 17]. It comprises two metallic electrodes on the top of the absorption layer. The conducting channel comprises a thin layer (1 to 2 \( \mu \)m) of n-type InGaAs.

**Figure 8.31** Metal–semiconductor–metal photodetector structure for operation in the 1.1 to 1.6 \( \mu \)m wavelength range
InGaAs which can absorb a significant amount of the incident light over the wavelength range 1.1 to 1.6 μm. In particular, good sensitivities at reasonably high bandwidths have been obtained with lightly doped (less than $5 \times 10^{14} \text{ cm}^{-3}$) n-type In$_{0.53}$Ga$_{0.47}$As channel layers. Moreover, the composition of the InGaAs is arranged to be lattice matched to the semi-insulating InP substrate to avoid the formation of dislocations and other crystalline imperfections in the epitaxial layer. Low-resistance contacts are made to the conducting layer through the use of interdigital anodes and cathodes, as illustrated in Figure 8.31. In addition, these contacts are designed to maximize the coupling of light into the absorbing region by minimizing their obstruction of the active area while reducing the distance that photogenerated carriers have to travel prior to being collected at one of the electrodes. The optical coupling efficiency can also be improved by the application of an antireflection coating to the surface of the photoconductor facing the optical input.

In operation the incident light on the channel region is absorbed, thereby generating additional electron-hole pairs. These photogenerated carriers increase the channel conductivity, which results in an increased current in the external circuit. The optical receiver must therefore be sensitive to very small changes in resistance induced by the incident light. Furthermore, once the carriers have been generated the electrons will be swept by the applied electric field towards the anode while the holes move towards the cathode. In general, however, the mobility of the holes is considerably smaller than that of the electrons in III–V alloys such as GaAs and InGaAs. Thus the electrons, being the fastest charge carriers, provide the minimum time for detection and hence the limitation on the speed of response of the MSM photodetector.

In addition, while the fast electrons are collected at the anode, the corresponding holes are still proceeding across the channel. This creates an absence of electrons and hence a net positive charge in the channel region. However, the excess charge is immediately compensated by the injection of further electrons from the cathode into the channel. Thus further electrons may be generated from the absorption of a single photon. This factor creates what is known as the photoconductive gain $G$ which may be defined as the ratio of the slow carrier transit time (or lifetime) $t_s$ to the fast carrier transit time $t_f$. Hence:

$$G = \frac{t_s}{t_f} \quad (8.32)$$

Moreover, the photocurrent $I_p$ produced by the MSM photodetector following Eq. (8.8) can be written as [Ref. 80]:

$$I_p = \frac{\eta P_o e}{h \nu} G \quad (8.33)$$

where $\eta$ is the device quantum efficiency which in a similar manner to the absorption process (see Eq. (8.1)) follows an exponential distribution, $P_o$ is the incident optical power and $e$ is the charge on an electron.

Since the current response in the MSM photodetector remains for a time $t_s$ after the end of an incident optical pulse and exhibits an exponential decay with a time constant equal to this slow carrier transit time (or lifetime), the maximum 3 dB bandwidth $B_m$ for the device is given by:
Equations (8.32) and (8.34) can be combined to provide an expression for the gain-bandwidth product of a photoconductor as:

$$G \times B_m = \frac{1}{2\pi t_s}$$

(8.35)

It may be noted that an implication of Eq. (8.35) is that when $t_s$ is fixed, photoconductive gain can only be obtained at the expense of the maximum bandwidth permitted by the device. There is therefore a trade-off between gain (and hence sensitivity) and speed of response.

Example 8.9

The electron transit time in an InGaAs MSM photodetector is 5 ps. Determine the maximum 3 dB bandwidth permitted by the device when its photoconductive gain is 70.

Solution: Using Eq. (8.35) the maximum 3 dB bandwidth provided by the MSM may be written as:

$$B_m = \frac{1}{2\pi t_s G} = \frac{1}{2\pi \times 5 \times 10^{-12} \times 70} = 454.7 \text{ MHz}$$

The sensitivity of a MSM photodetector is limited by the noise generated within the device, even though the quantum efficiency may be quite high. For example, in an InGaAs photodetector with a 2 $\mu$m channel the quantum efficiency is around 88%. However, there are numerous sources contributing to the noise component within MSM photodetectors [Ref. 81]. In particular, noise arises from two sources: Johnson noise associated with the thermal noise from the bulk resistance of the photoconductor slab, and generation-recombination noise caused by fluctuations in the generation and recombination rates of the photogenerated carrier pairs. The former noise source, which is often dominant, results in a finite dark conductivity for the device which generates a randomly varying background dark current. It can be shown [Ref. 17] that the signal-to-noise ratio of a photoconductor receiver increases with increasing channel resistance and gain. Therefore, a method for increasing the sensitivity of the photodetector is to increase its photoconductive gain. Unfortunately, as indicated previously, this reduces the device response time.

Alternatively, the MSM photodetector can be designed such that the dark current is reduced to a level such that the generation-recombination noise, which is fundamental, tends to dominate. Some success has been achieved in this direction using p-type substrates [Ref. 82]. In this case, however, the speed of response for the device was limited by the electrode spacing required to improve the sensitivity.
More recently, however, there have been several demonstrations proposing changes to the materials and the device geometry for producing ultrafast MSM photodetectors [Refs 83–86]. For example, an MSM photodetector structure with buried or recessed electrodes grown on GaAs has provided a significant improvement in the electric field distribution inside the photodetector [Ref. 86]. The MSM interdigitated electrode finger width of this device was $1.0 \, \mu m$ with finger spacing of $1.5 \, \mu m$. It exhibited a reduced capacitance of $19 \times 10^{-15} \, F$ when compared with a planar MSM photodetector with the same dimensions which had a capacitance of $69 \times 10^{-15} \, F$ [Ref. 86]. This much lower capacitance reduced the $RC$ time constant, thus improving the overall speed of the device.

Commercially available MSM photodetectors based on GaAs are also specified with fast response times of 30 ps when operating at a wavelength of $1.50 \, \mu m$ while maintaining low dark currents of 100 pA at a temperature of 25 °C [Ref. 87]. Furthermore, an ultrahigh bandwidth traveling wave MSM photodetector exhibiting a risetime of just 0.8 ps and therefore a 570 GHz transform bandwidth has been experimentally reported [Ref. 88].

An inverted MSM photodetector based on the InGaAs/InP material system operating at the signal wavelength of $1.55 \, \mu m$ for vertical illumination has also been demonstrated. In the inverted MSM structure the substrate was removed, leaving the electrode fingers on the bottom of the device. This structure therefore eliminated the finger shadowing effect (i.e. the shadow cast by the metallic electrode fingers over the active area in a conventional MSM photodetector which restricts incident light from reaching this light-collecting region) and enhanced sensitivity such that the device exhibited a responsivity of $0.16 \, A \, W^{-1}$ with the dark current remaining under 1.2 nA [Ref. 89].

Metal–semiconductor–metal photodetectors based on InGaAs rather than GaAs suffer from reduced quantum efficiency. Introducing a thin layer, known as the barrier enhancement layer, containing InP or InAlAs, however, between the InGaAs layer and the metallic contacts improves the device performance. For example, a 20 nm layer of InAlAs produced a quantum efficiency of 92% for a back-illuminated MSM photodetector operating at a wavelength of $1.3 \, \mu m$ [Ref. 15].

Tunable MSM photodetectors which can potentially switch wavelengths have also been produced [Ref. 90]. Figure 8.32(a) displays the structure of a monolithic tunable MSM photodetector which comprises multiple electrode fingers with $1 \, \mu m$ finger spacing and width. The pattern in the center region of the device enables wavelength switching either to port 1 or 2 (i.e. on or off). The electrode fingers on the left hand side region are used to adjust the spectral response to obtain wavelength selection, while the right hand side region is not used but is included in the structure to provide device symmetry.

Device operation to achieve wavelength switching which is based on the principle of the optical delay interferometer (see Section 10.5.2) is illustrated in Figure 8.32(b) [Ref. 91]. The structure is divided into four different regions showing below the electrode fingers of the MSM photodetector with their corresponding interference patterns for positive and negative bias voltages. The alternate top fingers of the MSM device (which are actually connected to a common virtual ground electrode) serve to collect the net photocurrent. When a positive bias voltage is applied in any of the top fingers the photocurrent flows from that particular top finger to the bottom fingers while it flows in the reverse direction for a negative biasing condition as identified by patterns A and B, respectively. Therefore the appropriate interference pattern is used to select a specific wavelength signal.
8.1 Outline the reasons for the adoption of the materials and devices used for photodetection in optical fiber communications. Discuss in detail the p–i–n photodiode with regard to performance and compatibility requirements in photodetectors.

8.2 A p–i–n photodiode on average generates one electron–hole pair per three incident photons at a wavelength of 0.8 μm. Assuming all the electrons are collected calculate:
(a) the quantum efficiency of the device;
(b) its maximum possible bandgap energy;
(c) the mean output photocurrent when the received optical power is $10^{-7}$ W.
8.3 Explain the detection process in the p-n photodiode. Compare this device with the p- i- n photodiode.

8.4 Define the quantum efficiency and the responsivity of a photodetector.

Derive an expression for the responsivity of an intrinsic photodetector in terms of the quantum efficiency of the device and the wavelength of the incident radiation.

Determine the wavelength at which the quantum efficiency and the responsivity are equal.

8.5 A p-n photodiode has a quantum efficiency of 50% at a wavelength of 0.9 μm. Calculate:
(a) its responsivity at 0.9 μm;
(b) the received optical power if the mean photocurrent is 10⁻⁶ A;
(c) the corresponding number of received photons at this wavelength.

8.6 When 800 photons per second are incident on a p-i-n photodiode operating at a wavelength of 1.3 μm they generate on average 550 electrons per second which are collected. Calculate the responsivity of the device.

8.7 Explain what is meant by the long-wavelength cutoff point for an intrinsic photodetector, deriving any relevant expressions.

Considering the bandgap energies given in Table 8.1, calculate the long-wavelength cutoff points for both direct and indirect optical transitions in silicon and germanium.

8.8 Describe the advantages and drawbacks associated with the mushroom-waveguide photodiode.

8.9 A p-i-n photodiode ceases to operate when photons with energy greater than 0.886 eV are incident upon it; of which material is it fabricated?

8.10 (a) The time taken for electrons to diffuse through a layer of p-type silicon is 28.8 ns. If the minority carrier diffusion coefficient is 3.4 × 10⁻³ m² s⁻¹, determine the thickness of the silicon layer.

(b) Assuming the depletion layer width in a silicon photodiode corresponds to the layer thickness obtained in part (a) and that the maximum response time of the photodiode is 877 ps, estimate the carrier (hole) drift velocity.

8.11 A silicon p-i-n photodiode with an area of 1.5 mm² is to be used in conjunction with a load resistor of 100 Ω. If the requirement for the device is a fast response time, estimate the thickness of the intrinsic region that should be provided. It may be assumed that the permittivity for silicon is 1.04 × 10⁻¹⁰ F m⁻¹ and that the electron saturation velocity is 10⁷ m s⁻¹.

8.12 Classify the different traveling-wave approaches to design a photodiode and identify the most useful method in practice.

8.13 Explain the structure and operation of a resonant cavity enhanced (RCE) photodiode. Discuss its applications and the reasons for the growing interest in its use within integrated photonics.
8.14 Define the noise equivalent power (NEP) for a photodetector. Commencing with Eq. (8.8) obtain an expression for the NEP of a photodiode in which the dark current noise dominates.

A silicon p-i-n photodiode with active dimensions 10 \( \mu \)m has a specific detectivity of \( 7 \times 10^{10} \) m Hz\(^{1/2}\) W\(^{-1}\) when operating at a wavelength of 0.85 \( \mu \)m. The device quantum efficiency at this wavelength is 64%. Assuming that it is the dominant noise source, calculate the dark current over a 1 Hz bandwidth in the device.

8.15 The specific detectivity of a wide area silicon photodiode at its operating wavelength is \( 10^{11} \) m Hz\(^{1/2}\) W\(^{-1}\). Estimate the smallest detectable signal power at this wavelength when the sensitive area of the device is 25 mm\(^2\) and the signal bandwidth is 1 kHz.

8.16 Discuss the operation of the silicon RAPD, describing how it differs from the p-i-n photodiode.

Outline the advantages and drawbacks with the use of the RAPD as a detector for optical fiber communications.

8.17 Compare and contrast the structure and performance characteristics of germanium and III–V semiconductor alloy APDs for operation in the wavelength range 1.1 to 1.6 \( \mu \)m.

8.18 An APD with a multiplication factor of 20 operates at a wavelength of 1.5 \( \mu \)m. Calculate the quantum efficiency and the output photocurrent from the device if its responsivity at this wavelength is 0.6 A W\(^{-1}\) and \( 10^{10} \) photons of wavelength 1.5 \( \mu \)m are incident upon it per second.

8.19 Given that the following measurements were taken for an APD, calculate the multiplication factor for the device.

- Received optical power at 1.35 \( \mu \)m = 0.2 \( \mu \)W
- Corresponding output photocurrent = 4.9 \( \mu \)A (after avalanche gain)
- Quantum efficiency at 1.35 \( \mu \)m = 40%

8.20 An APD has a quantum efficiency of 45% at 0.85 \( \mu \)m. When illuminated with radiation of this wavelength it produces an output photocurrent of 10 \( \mu \)A after avalanche gain with a multiplication factor of 250. Calculate the received optical power to the device. How many photons per second does this correspond to?

8.21 When \( 10^{11} \) photons per second each with an energy of \( 1.28 \times 10^{-19} \) J are incident on an ideal photodiode, calculate:

(a) the wavelength of the incident radiation;
(b) the output photocurrent;
(c) the output photocurrent if the device is an APD with a multiplication factor of 18.

8.22 A silicon RAPD has a multiplication factor of 10\(^3\) when operating at a wavelength of 0.82 \( \mu \)m. At this operating point the quantum efficiency of the device is 90% and the dark current is 1 nA.

Determine the number of photons per second of wavelength 0.82 \( \mu \)m required in order to register a light input to the device corresponding to an output current (after avalanche gain) which is greater than the level of the dark current (i.e. \( I > 1 \) nA).
8.23 Indicate the material systems under investigation and discuss their application in the fabrication of photodiodes for use in the mid-infrared wavelength region.

8.24 An InGaAsP heterojunction phototransistor has a common emitter current gain of 170 when operating at a wavelength of 1.3 μm with an incident optical power of 80 μW. The base-collector quantum efficiency at this wavelength is 65%. Estimate the collector current in the device.

8.25 Discuss the major features of a quantum-dot photodetector and with the aid of a diagram explain the DWELL structure for such a device.

8.26 Describe the construction of a waveguide phototransistor and outline its significant benefits over the conventional p-i-n phototransistor.

8.27 Describe the basic detection process in a photoconductive detector.

The maximum 3 dB bandwidth allowed by an InGaAs photoconductive detector is 380 MHz when the electron transit time through the device is 7.6 ps. Calculate the photocurrent obtained from the device when 10 μW of optical power at a wavelength of 1.32 μm is incident upon it, and the device quantum efficiency is 75%.

8.28 Explain the term interdigitated finger width in relation to an MSM photodetector and describe its role in facilitating a tunable device.

Answers to numerical problems

8.2 (a) 33%; (b) 24.8 × 10^{-20} J; (c) 21.3 nW
8.4 1.24 μm
8.5 (a) 0.36 A W^{-1}; (b) 2.78 μW; (c) 1.26 × 10^{13} photon s^{-1}
8.6 0.72 A W^{-1}
8.7 0.3 μm, 1.09 μm, 1.53 μm, 1.85 μm
8.9 In_{0.7}Ga_{0.3}As_{0.64}P_{0.36}
8.10 (a) 14 μm; (b) 10^3 ms^{-1}
8.11 395 μm
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9.1 Introduction

The receiver in an intensity-modulated/direct detection (IM/DD) optical fiber communication system (see Section 7.5) essentially consists of the photodetector plus an amplifier with possibly additional signal processing circuits. Therefore the receiver initially converts the optical signal incident on the detector into an electrical signal, which is then amplified before further processing to extract the information originally carried by the optical signal.

The importance of the detector in the overall system performance was stressed in Chapter 8. However, it is necessary to consider the properties of this device in the context of the associated circuitry combined in the receiver. It is essential that the detector performs efficiently with the following amplifying and signal processing circuits. Inherent to this process is the separation of the information originally contained in the optical signal from the noise generated within the rest of the system and in the receiver itself, as well as any limitations on the detector response imposed by the associated circuits. These factors play a crucial role in determining the performance of the system.
In order to consider receiver design it is useful to regard the limit on the performance of the system set by the signal-to-noise ratio (SNR) at the receiver. It is therefore necessary to outline noise sources within optical fiber systems. The noise in these systems has different origins from that of copper-based systems. Both types of system have thermal noise generated in the receiver. However, although optical fiber systems exhibit little crosstalk the noise generated within the detector must be considered, as well as the noise properties associated with the electromagnetic carrier.

In Section 9.2 we therefore briefly review the major noise mechanisms which are present in direct detection optical fiber communication receivers prior to more detailed discussion of the limitations imposed by photon (or quantum) noise in both digital and analog transmission. This is followed in Section 9.3 with a more specific discussion of the noise associated with the two major receiver types (i.e. employing p-i-n and avalanche photodiode detectors). Expressions for the SNRs of these two receiver types are also developed in this section. Section 9.4 considers the noise and bandwidth performance of common preamplifier structures utilized in the design of optical fiber receivers. In Section 9.5 we present a brief account of low-noise field effect transistor (FET) preamplifiers which find wide use within optical fiber communication receivers. This discussion also includes consideration of p-i-n photodiode/FET (PIN-FET) hybrid receiver circuits which have been developed for optical fiber communications. Finally, major high-performance receiver design strategies to provide low-noise and high-bandwidth operation as well as wide dynamic range are described in Section 9.6.

9.2 Noise

Noise is a term generally used to refer to any spurious or undesired disturbances that mask the received signal in a communication system. In optical fiber communication systems we are generally concerned with noise due to spontaneous fluctuations rather than erratic disturbances which may be a feature of copper-based systems (due to electromagnetic interference etc.).

There are three main types of noise due to spontaneous fluctuations in optical fiber communication systems: thermal noise, dark current noise and quantum noise.

9.2.1 Thermal noise

This is the spontaneous fluctuation due to thermal interaction between, say, the free electrons and the vibrating ions in a conducting medium, and it is especially prevalent in resistors at room temperature.

The thermal noise current $i_t$ in a resistor $R$ may be expressed by its mean square value [Ref. 1] and is given by:

$$i_t^2 = \frac{4KT}{R}$$

(9.1)

where $K$ is Boltzmann’s constant, $T$ is the absolute temperature and $B$ is the post-detection (electrical) bandwidth of the system (assuming the resistor is in the optical receiver).
9.2.2 Dark current noise

When there is no optical power incident on the photodetector a small reverse leakage current still flows from the device terminals. This dark current (see Section 8.4.2) contributes to the total system noise and gives random fluctuations about the average particle flow of the photocurrent. It therefore manifests itself as shot noise [Ref. 1] on the photocurrent. Thus the dark current noise $i_d^2$ is given by:

$$i_d^2 = 2eB I_d$$

(9.2)

where $e$ is the charge on an electron and $I_d$ is the dark current. It may be reduced by careful design and fabrication of the detector.

9.2.3 Quantum noise

The quantum nature of light was discussed in Section 6.2.1 and the equation for the energy of this quantum or photon was stated as $E = hf$. The quantum behavior of electromagnetic radiation must be taken into account at optical frequencies since $hf > KT$ and quantum fluctuations dominate over thermal fluctuations.

The detection of light by a photodiode is a discrete process since the creation of an electron-hole pair results from the absorption of a photon, and the signal emerging from the detector is dictated by the statistics of photon arrivals. Hence the statistics for monochromatic coherent radiation arriving at a detector follow a discrete probability distribution which is independent of the number of photons previously detected.

It is found that the probability $P(z)$ of detecting $z$ photons in time period $\tau$ when it is expected on average to detect $z_m$ photons obeys the Poisson distribution [Ref. 2]:

$$P(z) = \frac{z^z e^{-z_m}}{z!}$$

(9.3)

where $z_m$ is equal to the variance of the probability distribution. This equality of the mean and the variance is typical of the Poisson distribution. From Eq. (8.7) the electron rate $r_e$ generated by incident photons is $r_e = \eta P_o/hf$. The number of electrons generated in time $\tau$ is equal to the average number of photons detected over this time period $z_m$. Therefore:

$$z_m = \frac{\eta P_o \tau}{hf}$$

(9.4)

The Poisson distributions for $z_m = 10$ and $z_m = 1000$ are illustrated in Figure 9.1 and represent the detection process for monochromatic coherent light.

Incoherent light is emitted by independent atoms and therefore there is no phase relationship between the emitted photons. This property dictates an exponential intensity distribution for incoherent light which if averaged over the Poisson distribution [Ref. 2] gives:

$$P(z) = \frac{z^z}{(1 + z_m)^{z+1}}$$

(9.5)
Equation (9.5) is identical to the Bose–Einstein distribution [Ref. 3] which is used to describe the random statistics of light emitted in black body radiation (thermal light). The statistical fluctuations for incoherent light are illustrated by the probability distributions shown in Figure 9.2.

9.2.4 Digital signaling quantum noise

For digital optical fiber systems it is possible to calculate a fundamental lower limit to the energy that a pulse of light must contain in order to be detected with a given probability of error. The premise on which this analysis is based is that the ideal receiver has a sufficiently low amplifier noise to detect the displacement current of a single electron–hole pair generated within the detector (i.e. an individual photon may be detected). Thus in the absence of light, and neglecting dark current, no current will flow. Therefore the only way an error can occur is if a light pulse is present and no electron–hole pairs are generated. The probability of no pairs being generated when a light pulse is present may be obtained from Eq. (9.3) and is given by:

\[ P(0|1) = \exp(-z_m) \quad (9.6) \]

Thus in the receiver described \( P(0|1) \) represents the system error probability \( P(e) \) and therefore:
\[ P(e) = \exp(-z_m) \] (9.7)

However, it must be noted that the above analysis assumes that the photodetector emits no electron-hole pairs in the absence of illumination. In this sense it is considered perfect. Equation (9.7) therefore represents an absolute receiver sensitivity and allows the determination of a fundamental limit in digital optical communications. This is the minimum pulse energy \( E_{\text{min}} \) required to maintain a given bit-error-rate (BER) which any practical receiver must satisfy and is known as the quantum limit.

Example 9.1
A digital optical fiber communication system operating at a wavelength of 1 \( \mu \)m requires a maximum bit-error-rate of \( 10^{-9} \). Determine:

(a) the theoretical quantum limit at the receiver in terms of the quantum efficiency of the detector and the energy of an incident photon;

(b) the minimum incident optical power required at the detector in order to achieve the above bit-error-rate when the system is employing ideal binary signaling at 10 Mbit s\(^{-1}\), and assuming the detector is ideal.

Solution: (a) From Eq. (9.7) the probability of error:

\[ P(e) = \exp(-z_m) = 10^{-9} \]

and thus \( z_m = 20.7 \).

\( z_m \) corresponds to an average number of photons detected in a time period \( \tau \) for a BER of \( 10^{-9} \).

From Eq. (9.4):

\[ z_m = \frac{\eta P_o \tau}{h f} = 20.7 \]

Hence the minimum pulse energy or quantum limit:

\[ E_{\text{min}} = P_o \tau = \frac{20.7 h f}{\eta} \]

Thus the quantum limit at the receiver to maintain a maximum BER of \( 10^{-9} \) is:

\[ \frac{20.7 h f}{\eta} \]

(b) From part (a) the minimum pulse energy:

\[ P_o \tau = \frac{20.7 h f}{\eta} \]
Therefore the average received optical power required to provide the minimum pulse energy is:

\[ P_o = \frac{20.7hf}{\eta} \]

However, for ideal binary signaling there are an equal number of ones and zeros (50% in the on state and 50% in the off state). Thus the average received optical power may be considered to arrive over two bit periods, and:

\[ P_o(\text{binary}) = \frac{20.7hf}{2\eta} = \frac{20.7hfB_T}{2\eta} \]

where \( B_T \) is the bit rate. At a wavelength of 1 μm, \( f = 2.998 \times 10^{14} \) Hz, and assuming an ideal detector, \( \eta = 1. \)

Hence:

\[ P_o(\text{binary}) = \frac{20.7 \times 6.626 \times 10^{-34} \times 2.998 \times 10^{14} \times 10^7}{2} = 20.6 \text{ pW} \]

In decibels (dB):

\[ P_o \text{ in dB} = 10 \log_{10} \frac{P_o}{P_r} \]

where \( P_r \) is a reference power level.

When the reference power level is 1 watt:

\[ P_o = 10 \log_{10} P_o, \quad \text{where } P_o \text{ is expressed in watts} \]
\[ = 10 \log_{10} 2.06 \times 10^{-11} \]
\[ = 3.14 - 110 \]
\[ = -106.9 \text{ dB W} \]

When the reference power level is 1 milliwatt:

\[ P_o = 10 \log_{10} 2.06 \times 10^{-8} \]
\[ = 3.14 - 80 \]
\[ = -76.9 \text{ dB m} \]

Therefore the minimum incident optical power required at the receiver to achieve an error rate of \( 10^{-9} \) with ideal binary signaling is 20.6 pW or −76.9 dB m.
The result of Example 9.1 is a theoretical limit and in practice receivers are generally found to be at least 10 dB less sensitive. Furthermore, although some 20.7 photons are required in order to detect a binary 1 with a BER of $10^{-9}$, it is clear that these photons can arrive at the receiver over two bit periods if an equal number of transmitted ones and zeros are assumed (i.e. there are no photons transmitted in the zero-bit periods). Hence the 20.7 photons per pulse requirement can be considered as an average of around 10.4 photons per bit at the quantum limit.

9.2.5 Analog transmission quantum noise

In analog optical fiber systems quantum noise manifests itself as shot noise which also has Poisson statistics [Ref. 1]. The shot noise current $i_s$ on the photocurrent $I_p$ is given by:

$$i_s^2 = 2eB I_p$$  \hspace{1cm} (9.8)

Neglecting other sources of noise the SNR at the receiver may be written as:

$$\frac{S}{N} = \frac{I_p^2}{i_s^2}$$  \hspace{1cm} (9.9)

Substituting for $i_s^2$ from Eq. (9.8) gives:

$$\frac{S}{N} = \frac{I_p^2}{2eB}$$  \hspace{1cm} (9.10)

The expression for the photocurrent $I_p$ given in Eq. (8.8) allows the SNR to be obtained in terms of the incident optical power $P_o$:

$$\frac{S}{N} = \frac{\eta P_o e}{hf 2eB} = \frac{\eta P_o}{2hfB}$$  \hspace{1cm} (9.11)

Equation (9.11) allows calculation of the incident optical power required at the receiver in order to obtain a specified SNR when considering quantum noise in analog optical fiber systems.

Example 9.2

An analog optical fiber system operating at a wavelength of 1 µm has a post-detection bandwidth of 5 MHz. Assuming an ideal detector and considering only quantum noise on the signal, calculate the incident optical power necessary to achieve an SNR of 50 dB at the receiver.

Solution: From Eq. (9.11), the SNR is:

$$\frac{S}{N} = \frac{\eta P_o}{2hfB}$$
In practice, receivers are less sensitive than Example 9.2 suggests and thus in terms of the absolute optical power requirements analog transmission compares unfavorably with digital signaling.

However, it should be noted that there is a substantial difference in information transmission capacity between the digital and analog cases (over similar bandwidths) considered in Examples 9.1 and 9.2. For example, a 10 Mbit s$^{-1}$ digital optical communication system would provide only about 150 speech channels using standard baseband digital transmission techniques (see Section 12.5). In contrast a 5 MHz analog system, again operating in the baseband, could provide as many as 1250 similar bandwidth (≈3.4 kHz) speech channels. A comparison of signal to quantum noise ratios between the two transmission methods, taking account of this information capacity aspect, yields less disparity although digital signaling still proves far superior. For instance, applying the figures quoted above within Examples 9.1 and 9.2, in order to compare two systems capable of transmitting the same number of speech channels (e.g., digital bandwidth of 10 Mbit s$^{-1}$ and analog bandwidth of 600 kHz), gives a difference in absolute sensitivity

\[
P_o = \left( \frac{S}{N} \right) \frac{2hfB}{\eta}
\]

For S/N = 50 dB, when considering signal and noise powers:

\[
10 \log_{10} \frac{S}{N} = 50
\]

and therefore S/N = 10$^5$

At 1 μm, \( f = 2.998 \times 10^{14} \) Hz. For an ideal detector \( \eta = 1 \) and thus the incident optical power:

\[
P_o = \frac{10^5 \times 2 \times 6.626 \times 10^{-34} \times 2.998 \times 10^{14} \times 5 \times 10^6}{1} \\
= 198.6 \text{ nW}
\]

In dBm:

\[
P_o = 10 \log_{10} 198.6 \times 10^{-6} \\
= -40 + 2.98 \\
= -37.0 \text{ dBm}
\]

Therefore the incident optical power required to achieve an SNR of 50 dB at the receiver is 198.6 nW which is equivalent to −37.0 dBm.
in favor of digital transmission of approximately 31 dB. This indicates a reduction of around 9 dB on the 40 dB difference obtained by simply comparing the results over similar bandwidths. Nevertheless, it is clear that digital signaling techniques still provide a significant benefit in relation to quantum noise when employed within optical fiber communications.

### 9.3 Receiver noise

In order to investigate the optical receiver in greater detail it is necessary to consider the relative importance and interplay of the various types of noise mentioned in the preceding section. This is dependent on both the method of demodulation and the type of device used for detection.

The conditions for coherent detection are not met in IM/DD optical fiber systems for the reasons outlined in Section 7.5. Thus heterodyne and homodyne detection, which are very sensitive techniques and provide excellent rejection of adjacent channels, are not used, as the optical signal arriving at the receiver tends to be incoherent. In practice the vast majority of installed optical fiber communication systems use incoherent or direct detection in which the variation of the optical power level is monitored and no information is carried in the phase or frequency content of the signal. Therefore, the noise considerations in this section are based on a receiver employing direct detection of the modulated optical carrier which gives the same SNR as an unmodulated optical carrier. The significant developments in coherent optical fiber transmission, however, which have taken place over recent years are described in Chapter 13. Nevertheless, the major performance parameters associated with direct detection receivers which are discussed in this section and the following ones also apply to coherent optical receivers.

Figure 9.3 shows a block schematic of the front end of an optical receiver and the various noise sources associated with it. The majority of the noise sources shown apply to both

![Figure 9.3 Block schematic of the front end of an optical receiver showing the various sources of noise](image-url)
main types of optical detector (p–i–n and avalanche photodiode). The noise generated from background radiation, which is important in atmospheric propagation and some copper-based systems, is negligible in both types of optical fiber receiver, and thus is often ignored. Also the beat noise generated from the various spectral components of the incoherent optical carrier can be shown to be insignificant [Ref. 4] with multimode propagation and hence will not be considered. It is necessary, however, to take into account the other sources of noise shown in Figure 9.3.

The avalanche photodiode receiver is the most complex case as it includes noise resulting from the random nature of the internal gain mechanism (dotted in Figure 9.3). It is therefore useful to consider noise in optical fiber receivers employing photodiodes without internal gain, before avalanche photodiode receivers are discussed.

9.3.1 The p–n and p–i–n photodiode receiver

The two main sources of noise in photodiodes without internal gain are dark current noise and quantum noise, both of which may be regarded as shot noise on the photocurrent (i.e. effectively, analog quantum noise). When the expressions for these noise sources given in Eqs (9.2) and (9.4) are combined the total shot noise $i_{TS}^2$ is given by:

$$i_{TS}^2 = 2eB(I_p + I_d) \quad (9.12)$$

If it is necessary to take the noise due to the background radiation into account then the expression given in Eq. (9.12) may be expanded to include the background-radiation-induced photocurrent $I_b$ giving:

$$i_{TS}^2 = 2eB(I_p + I_d + I_b) \quad (9.13)$$

However, as $I_b$ is usually negligible the expression given in Eq. (9.12) will be used in the further analysis.

When the photodiode is without internal avalanche gain, thermal noise from the detector load resistor and from active elements in the amplifier tends to dominate. This is especially the case for wideband systems operating in the 0.8 to 0.9 μm wavelength band because the dark currents in well-designed silicon photodiodes can be made very small. The thermal noise $i_T^2$ due to the load resistance $R_L$ may be obtained from Eq. (9.1) and is given by:

$$i_T^2 = \frac{4KTB}{R_L} \quad (9.14)$$

The dominating effect of this thermal noise over the shot noise in photodiodes without internal gain may be observed in Example 9.3.

Example 9.3 does not include the noise sources within the amplifier, shown in Figure 9.3. These noise sources, associated with both the active and passive elements of the amplifier, can be represented by a series voltage noise source $\frac{V^2}{4}$ and a shunt current noise source $i_{TS}^2$. 
Example 9.3

A silicon p–i–n photodiode incorporated into an optical receiver has a quantum efficiency of 60% when operating at a wavelength of 0.9 μm. The dark current in the device at this operating point is 3 nA and the load resistance is 4 kΩ.

The incident optical power at this wavelength is 200 nW and the post-detection bandwidth of the receiver is 5 MHz. Compare the shot noise generated in the photodiode with the thermal noise in the load resistor at a temperature of 20 °C.

Solution: From Eq. (8.8) the photocurrent is given by:

\[ I_p = \frac{\eta P_o e}{h f} = \frac{\eta P_o e \lambda}{hc} \]

Therefore:

\[ I_p = \frac{0.6 \times 200 \times 10^{-9} \times 1.602 \times 10^{-19} \times 0.9 \times 10^{-6}}{6.626 \times 10^{-34} \times 2.998 \times 10^8} \]
\[ = 87.1 \text{ nA} \]

From Eq. (9.12) the total shot noise is:

\[ \overline{i_{TS}^2} = 2eB(I_d + I_p) \]
\[ = 2 \times 1.602 \times 10^{-19} \times 5 \times 10^6 [(3 + 87.1) \times 10^{-9}] \]
\[ = 1.44 \times 10^{-19} \text{ A}^2 \]

and the root mean square (rms) shot noise current is:

\[ (\overline{i_{TS}^2})^{1/2} = 3.79 \times 10^{-10} \text{ A} \]

The thermal noise in the load resistor is given by Eq. (9.14):

\[ \overline{i_t^2} = \frac{4kTB}{R_L} \]
\[ = \frac{4 \times 1.381 \times 10^{-23} \times 293 \times 5 \times 10^6}{4 \times 10^9} \]
\[ = 2.02 \times 10^{-17} \text{ A}^2 \]

\((T = 20 ^\circ \text{C} = 293 \text{ K}).\)

Therefore the rms thermal noise current is:

\[ (\overline{i_t^2})^{1/2} = 4.49 \times 10^{-9} \text{ A} \]

In this example the rms thermal noise current is a factor of 12 greater than the total rms shot noise current.
Thus the total noise associated with the amplifier $i_{\text{amp}}^2$ is given by:

$$i_{\text{amp}}^2 = \int_{0}^{\infty} (i_{\text{d}}^2 \times |Y|) \, df$$

(9.15)

where $Y$ is the shunt admittance (combines the shunt capacitances and resistances) and $f$ is the frequency. An equivalent circuit for the front end of the receiver, including the effective input capacitance $C_a$ and resistance $R_a$ of the amplifier, is shown in Figure 9.4. The capacitance of the detector $C_d$ is also shown and the noise resulting from $C_d$ is usually included in the expression for $i_{\text{amp}}^2$ given in Eq. (9.15).

The SNR for the p-n or p-i-n photodiode receiver may be obtained by summing the noise contributions from Eqs (9.12), (9.14) and (9.15). It is given by:

$$\frac{S}{N} = \frac{I_p^2}{2eB(I_{p} + I_{d}) + 4KTBF_n R_L + i_{\text{amp}}^2}$$

(9.16)

The thermal noise contribution may be reduced by increasing the value of the load resistor $R_L$, although this reduction may be limited by bandwidth considerations which are discussed later. Also, the noise associated with the amplifier $i_{\text{amp}}^2$ may be reduced with low detector and amplifier capacitance.

However, when the noise associated with the amplifier $i_{\text{amp}}^2$ is referred to the load resistor $R_L$, the noise figure $F_n$ [Ref. 1] for the amplifier may be obtained. This allows $i_{\text{amp}}^2$ to be combined with the thermal noise from the load resistor $i_f^2$ to give:

$$i_f^2 \times i_{\text{amp}}^2 = \frac{4KTBF_n}{R_L}$$

(9.17)

The expression for the SNR given in Eq. (9.16) can now be written in the form:

$$\frac{S}{N} = \frac{I_p^2}{2eB(I_{p} + I_{d}) + 4KTBF_n R_L}$$

(9.18)

Thus if the noise figure $F_n$ for the amplifier is known, Eq. (9.18) allows the SNR to be determined.
Example 9.4

The receiver in Example 9.3 has an amplifier with a noise figure of 3 dB. Determine the SNR at the output of the receiver under the same conditions as Example 9.3.

Solution: From Example 9.3:

\[
I_p = 87.1 \times 10^{-9} \text{ A}
\]

\[
\overline{i^2_{TS}} = 1.44 \times 10^{-19} \text{ A}^2
\]

\[
\overline{i^2_t} = 2.02 \times 10^{-17} \text{ A}^2
\]

The amplifier noise figure:

\[
F_n = 3 \text{ dB}
\]

\[
= 10 \log_{10} 2
\]

Thus \( F_n \) may be considered as \( \times 2 \).

In Eq. (9.18) the SNR is given by:

\[
\frac{S}{N} = \frac{I_p^2}{2eB(I_p + I_d) + \frac{4KTBF_n}{R_L}}
\]

\[
= \frac{I_p^2}{\overline{i^2_{TS}} + (\overline{i^2_t} \times F_n)}
\]

\[
= \frac{(87.1 \times 10^{-9})^2}{(1.44 \times 10^{-19}) + (2.02 \times 10^{-17} \times 2)}
\]

\[
= 1.87 \times 10^2
\]

SNR in dB = 10 \log_{10} 1.87 \times 10^2 = 22.72 \text{ dB}.

Alternatively it is possible to conduct the calculation in dB if we neglect the shot noise (say, \( \overline{i^2_{TS}} = 0 \)).

In dB:

\[
I_p = 9.40 - 80 = -70.60
\]

Hence:

\[
I_p^2 = -141.20 \text{ dB}
\]

and:

\[
\overline{i^2_t} = 3.05 - 170 = -166.95 \text{ dB}
\]
A quantity discussed in Section 8.8.3 which is often used in the specification of optical detectors (or detector–amplifier combinations) is the noise equivalent power (NEP). It is defined as the amount of incident optical power $P_o$ per unit bandwidth required to produce an output power equal to the detector (or detector–amplifier combination) output noise power. The NEP is therefore the value of $P_o$ which gives an output SNR of unity. Thus the lower the NEP for a particular detector (or detector–amplifier combination), the less optical power is needed to obtain a particular SNR.

### 9.3.2 Receiver capacitance and bandwidth

Considering the equivalent circuit shown in Figure 9.4, the total capacitance for the front end of an optical receiver $C_T$ is given by:

$$C_T = C_d + C_a \quad (9.19)$$

where $C_d$ is the detector capacitance and $C_a$ is the amplifier input capacitance. It is important that this total capacitance is minimized not only from the noise considerations discussed previously, but also from the bandwidth penalty which is incurred due to the time constant of $C_T$ and the load resistance $R_L$. We assume here that $R_L$ is the total loading on the detector and therefore have neglected the amplifier input resistance $R_a$. However, in practical receiver configurations $R_a$ may have to be taken into account (see Section 9.4.1). The reciprocal of the time constant $2\pi R_L C_T$ must be greater than, or equal to, the post-detection bandwidth $B$:

$$\frac{1}{2\pi R_L C_T} \geq B \quad (9.20)$$

When the equality exists in Eq. (9.20) it defines the maximum possible value of $B$ for the straightforward termination indicated in Figure 9.4.

Assuming that the total capacitance may be minimized, then the other parameter which affects $B$ is the load resistance $R_L$. To increase $B$ it is necessary to reduce $R_L$. However, this introduces a thermal noise penalty as may be seen from Eq. (9.14) where both the increase in $B$ and decrease in $R_L$ contribute to an increase in the thermal noise. A trade-off therefore

The amplifier noise figure $F_n = 3 \, \text{dB}$. Therefore:

$$\frac{S}{N} = -141.20 + 166.95 - 3 = 22.75 \, \text{dB}$$

A slight difference in the final answer may be noted. This is due to the neglected shot noise term.
exists between the maximum bandwidth and the level of thermal noise which may be tolerated. This is especially important in receivers which are dominated by thermal noise.

### Example 9.5

A photodiode has a capacitance of 6 pF. Calculate the maximum load resistance which allows an 8 MHz post-detection bandwidth.

Determine the bandwidth penalty with the same load resistance when the following amplifier also has an input capacitance of 6 pF.

Solution: From Eq. (9.20) the maximum bandwidth is given by:

\[
B = \frac{1}{2\pi R_L C_d}
\]

Therefore the maximum load resistance:

\[
R_L (\text{max}) = \frac{1}{2\pi C_d B} = \frac{1}{2\pi \times 6 \times 10^{-12} \times 8 \times 10^6}
\approx 3.32 \text{ k}\Omega
\]

Thus for an 8 MHz bandwidth the maximum load resistance is 3.32 k\Omega.

Also, considering the amplifier capacitance, the maximum bandwidth:

\[
B = \frac{1}{2\pi R_L (C_d + C_a)} = \frac{1}{2\pi \times 3.32 \times 10^3 \times 12 \times 10^{-12}}
\approx 4 \text{ MHz}
\]

As would be expected, the maximum post-detection bandwidth is halved.

### 9.3.3 Avalanche photodiode (APD) receiver

The internal gain mechanism in an APD increases the signal current into the amplifier and so improves the SNR because the load resistance and amplifier noise remain unaffected (i.e. the thermal noise and amplifier noise figure are unchanged). However, the dark current and quantum noise are increased by the multiplication process and may become a limiting factor. This is because the random gain mechanism introduces excess noise into the receiver in terms of increased shot noise above the level that would result from amplifying only the primary shot noise. Thus if the photocurrent is increased by a factor \(M\) (mean avalanche multiplication factor), then the shot noise is also increased by an excess noise factor \(M^x\), such that the total shot noise \(I_{SA}^2\) is now given by:

\[
\overline{I_{SA}^2} = 2eB(l_p + l_d)M^{2x}
\]  

(9.21)
where $x$ is between 0.3 and 0.5 for silicon APDs and between 0.7 and 1.0 for germanium or III–V alloy APDs.

Equation (9.21) is often used as the total shot noise term in order to compute the SNR, although there is a small amount of shot noise current which is not multiplied through impact ionization. The shot noise current in the detector which is not multiplied is a device parameter and may be considered as an extra shot noise term. However, it tends to be insignificant in comparison with the multiplied shot noise and is therefore neglected in the further analysis (i.e. all shot noise is assumed to be multiplied).

The SNR for the APD may be obtained by summing the combined noise contribution from the load resistor and the amplifier given in Eq. (9.17), which remains unchanged, with the modified noise term given in Eq. (9.21). Hence the SNR for the APD is:

\[
\frac{S}{N} = \frac{M^2 I_p^2}{2eB(I_p + I_d)M^{2x} + \frac{4KTB}{F_n R_L} M^{-2}}
\]  

(9.22)

It is apparent from Eq. (9.22) that the relative significance of the combined thermal and amplifier noise term is reduced due to the avalanche multiplication of the shot noise term. When Eq. (9.22) is written in the form:

\[
\frac{S}{N} = \frac{I_p^2}{2eB(I_p + I_d)M^x + \frac{4KTB}{F_n R_L} M^{-2}}
\]  

(9.23)

it may be seen that the first term in the denominator increases with increasing $M$ whereas the second term decreases. For low $M$ the combined thermal and amplifier noise term dominates and the total noise power is virtually unaffected when the signal level is increased, giving an improved SNR. However, when $M$ is large, the thermal and amplifier noise term becomes insignificant and the SNR decreases with increasing $M$ at the rate of $M^x$. An optimum value of the multiplication factor $M_{op}$ therefore exists which maximizes the SNR. It is given by:

\[
\frac{2eB(I_p + I_d)M_{op}^x}{(4KTB/F_n R_L) M_{op}^x} = \frac{2}{x}
\]  

(9.24)

and therefore:

\[
M_{op}^{2x} = \frac{4KTF_n}{xeR_L(I_p + I_d)}
\]  

(9.25)

The variation in $M_{op}$ for both silicon and germanium APDs is illustrated in Figure 9.5 [Ref. 5]. This shows a plot of Eq. (9.22) with $F_n$ equal to unity and neglecting the dark current. For good silicon APDs where $x$ is 0.3, the optimum multiplication factor covers a wide range. In the case illustrated in Figure 9.5, $M_{op}$ commences at about 40 where the possible improvement in SNR above a photodiode without internal gain is in excess of
However, for germanium and III-V alloy APDs where \( x \) may be equal to unity, it can be seen that less SNR improvement is possible (less than 19 dB). Moreover, the maximum is far sharper, occurring at a multiplication factor of about 12. Also it must be noted that Figure 9.5 demonstrates the variation of \( M_{\text{op}} \) with \( x \) for a specific case, and therefore only represents a general trend. It may be observed from Eq. (9.25) that \( M_{\text{op}} \) is dependent on a number of other variables apart from \( x \).

**Example 9.6**

A good silicon APD (\( x = 0.3 \)) has a capacitance of 5 pF, negligible dark current and is operating with a post-detection bandwidth of 50 MHz. When the photocurrent before gain is \( 10^{-7} \) A and the temperature is 18 °C, determine the maximum SNR improvement between \( M = 1 \) and \( M = M_{\text{op}} \) assuming all operating conditions are maintained.

**Solution:** Determine the maximum value of the load resistor from Eq. (9.20):

\[
R_L = \frac{1}{2\pi C_d B} = \frac{1}{2\pi \times 5 \times 10^{-12} \times 50 \times 10^6} = 635.5 \Omega
\]

When \( M = 1 \), the SNR is given by Eq. (9.22):

\[
\frac{S}{N} = \frac{I_p^2}{2eB I_p + \frac{4KT B}{R_L}}
\]

where \( I_p = 0 \) and \( F_n = 1 \).
The shot noise is:

\[ 2eB_\text{I}_p = 2 \times 1.602 \times 10^{-19} \times 50 \times 10^6 \times 10^{-7} = 1.602 \times 10^{-18} \text{ A}^2 \]

and the thermal noise is:

\[
\frac{4KTB}{R_L} = \frac{4 \times 1.381 \times 10^{-23} \times 291 \times 50 \times 10^6}{636.5} = 1.263 \times 10^{-15} \text{ A}^2
\]

It may be noted that the thermal noise is dominating. Therefore:

\[
\frac{S}{N} = 10^{\frac{1}{1.602 \times 10^{-18} \times 1.263 \times 10^{-15}}} = 7.91
\]

and the SNR in dB is:

\[
\frac{S}{N} = 10 \log_{10} 7.91 = 8.98 \text{ dB}
\]

Thus the SNR when \( M = 1 \) is 9.0 dB.

When \( M = M_{\text{op}} \) and \( x = 0.3 \), from Eq. (9.25):

\[
M_{\text{op}}^{2+} = \frac{4KTB}{xeR_L I_\text{p}}
\]

where \( I_\text{d} = 0 \) and \( F_n = 1 \). Hence:

\[
M_{\text{op}}^{2+} = \frac{4 \times 1.381 \times 10^{-23} \times 291}{0.3 \times 1.602 \times 10^{-19} \times 636.5 \times 10^{-7}}
\]

and:

\[
M_{\text{op}} = (5.255 \times 10^3)^{0.435} = 41.54
\]

The SNR at \( M_{\text{op}} \) may be obtained from Eq. (9.22):

\[
\frac{S}{N} = \frac{M_{\text{op}}^{2+} \times (1.602 \times 10^{-18} \times (41.54)^2)}{2eB_\text{I}_p M^{2+} + 4KTB \frac{R_L}{R_L}}
\]

\[
= \frac{(41.54)^2 \times 10^{-14}}{\{1.602 \times 10^{-18} \times (41.54)^2 \} + 1.263 \times 10^{-15}} = 1.78 \times 10^3
\]
and the SNR in dB is:

\[
\frac{S}{N} = 10 \log_{10} 1.78 \times 10^3 = 32.50 \text{ dB}
\]

Therefore the SNR when \( M = M_{\text{op}} \) is 32.5 dB and the SNR improvement over \( M = 1 \) is 23.5 dB.

Example 9.7

A germanium APD (with \( x = 1 \)) is incorporated into an optical fiber receiver with a 10 kΩ load resistance. When operated at a temperature of 120 K, the minimum photocurrent required to give an SNR of 35 dB at the output of the receiver is found to be a factor of 10 greater than the dark current. If the noise figure of the following amplifier at this temperature is 1 dB and the post-detection bandwidth is 10 MHz, determine the optimum avalanche multiplication factor.

Solution: From Eq. (9.22) with \( x = 1 \) and \( M = M_{\text{op}} \) (i.e. minimum photocurrent specifies that \( M = M_{\text{op}} \)) the SNR is:

\[
\frac{S}{N} = \frac{M_{\text{op}}^2 I_p}{2eB(I_p + I_d)M_{\text{op}}^3 + \frac{4KTB}{R_L}}
\]

Also from Eq. (9.25):

\[
M_{\text{op}}^3 = \frac{4KTF_n}{eR_L(I_p + I_d)}
\]

Therefore:

\[
M_{\text{op}} = \left[ \frac{4KTF_n}{eR_L(I_p + I_d)} \right]^{\frac{1}{3}}
\]

Substituting into Eq. (9.22), this gives:

\[
\frac{S}{N} = \frac{\frac{4KTF_n}{eR_L(I_p + I_d)} \frac{1}{3} I_p}{\frac{8KTF_n}{R_L} + \frac{4KTB}{R_L}}
\]

and as \( I_d = 0.1I_p \) the SNR is:
Receiver noise

\[
S \over N = \left( \frac{4KT F_n}{1.1eR_L} \right)^{1 \frac{3}{4}} \frac{I_p^{1 \frac{1}{4}}}{12KTB F_n R_L}
\]

Therefore the minimum photocurrent \( I_p \):

\[
I_p^{\frac{1}{4}} = \left( \frac{S}{N} \right) \frac{12KTB F_n}{R_L} \left( \frac{R_L}{4KT F_n} \right)^{\frac{3}{4}} \left( \frac{1.1eR_L}{4KT F_n} \right)
\]

where the SNR is:

\[
\frac{S}{N} = 35 \text{ dB} = 3.16 \times 10^3
\]

and as \( F_n = 1 \text{ dB} \) which is equivalent to 1.26:

\[
\frac{12KTB F_n}{R_L} = \frac{12 \times 1.381 \times 10^{-23} \times 120 \times 10^7 \times 1.26}{10^4} = 2.51 \times 10^{-17}
\]

Also:

\[
\left( \frac{4KT F_n}{1.1eR_L} \right)^{\frac{3}{4}} = \left( \frac{4 \times 1.381 \times 10^{-23} \times 120 \times 1.26}{1.1 \times 1.602 \times 10^{-19} \times 10^4} \right)^{\frac{3}{4}} = 2.82 \times 10^{-4}
\]

Therefore:

\[
I_p = \left( \frac{3.16 \times 10^3 \times 2.51 \times 10^{-17}}{2.82 \times 10^{-4}} \right)^{\frac{1}{4}} = 6.87 \times 10^{-8} \text{ A}
\]

To obtain the optimum avalanche multiplication factor we substitute back into Eq. (9.25), where:

\[
M_{op} = \left( \frac{4 \times 1.381 \times 10^{-23} \times 120 \times 1.26}{1.602 \times 10^{-19} \times 10^4 \times 1.1 \times 6.87 \times 10^{-8}} \right)^{\frac{1}{4}}
\]

= 8.84
In Example 9.7 the optimum multiplication factor for the germanium APD is found to be approximately 9. It shows the dependence of the optimum multiplication factor on the variables in Eq. (9.25), and although the example does not necessarily represent a practical receiver (some practical germanium APD receivers are cooled to reduce dark current), the optimum multiplication factor is influenced by device and system parameters as well as operating conditions.

### 9.3.4 Excess avalanche noise factor

The value of the excess avalanche noise factor is dependent upon the detector material, the shape of the electric field profile within the device and whether the avalanche is initiated by holes or electrons. It is often represented as \( F(M) \) and in the preceding section we have considered one of the approximations for the excess noise factor, where:

\[
F(M) = M^x
\]  

and the resulting noise is assumed to be white with a Gaussian distribution.

However, a second and more exact relationship is given by [Ref. 6]:

\[
F(M) = M \left[ 1 - (1 - k) \left( \frac{M - 1}{M} \right)^2 \right]
\]  

(9.27)

where the only carriers are injected electrons and \( k \) is the ratio of the ionization coefficients of holes and electrons. If the only carriers are injected holes:

\[
F(M) = M \left[ 1 + \left( \frac{1 - k}{k} \right) \left( \frac{M - 1}{M} \right)^2 \right]
\]  

(9.28)

Figure 9.6 provides the excess avalanche noise factor as a function of multiplication factor \( M \) for several values of \( k \) which is obtained from Eq. (9.28). It should be noted that the hole injections for a value of \( k = 1 \), the excess noise factor, are simply equal to the multiplication factor. In the case of holes the smaller values of \( k \) produce high performance and therefore the best performance is achieved when \( k \) is small. Moreover, for silicon APDs \( k \) is between 0.02 and 0.10, whereas for germanium and III–V alloy APDs \( k \) is between 0.3 and 1.0.

With electron injection in silicon photodiodes, the smaller values of \( k \) obtained correspond to a larger ionization rate for the electrons than for the holes. As \( k \) departs from unity, only the carrier with the larger ionization rate contributes to the impact ionization and the excess avalanche noise factor is reduced. When the impact ionization is initiated by electrons this corresponds to fewer ionizing collisions involving the hole current which is flowing in the opposite direction (i.e. less feedback). In this case the amplified signal contains less excess noise. The carrier ionization rates in germanium photodiodes are often nearly equal and hence \( k \) approaches unity, giving a high level of excess noise.
9.3.5 Gain-bandwidth product

In addition to SNR, a figure of merit for an APD receiver can also be expressed in terms of either the maximum 3 dB bandwidth or, alternatively, the gain–bandwidth product [Ref. 7]. The latter term is defined as gain multiplied by the bandwidth and determines a higher transmission rate limit related to the gain of the APD device. Since gain is a dimensionless quantity, the gain–bandwidth product is therefore measured in the units of frequency (i.e. GHz).

Figure 9.7 shows the relationship between bandwidth and multiplication factor of an APD [Ref. 8]. The circles represent the 3 dB bandwidth values and constitute a nonlinear curve containing a linear part at higher values of the multiplication factor. The linearity occurs at a cut-off frequency point after which the gain of the APD remains constant (i.e. in this particular case, at \( M > 6 \)). When these point values displaying the linear part are connected as indicated in the Figure 9.7, the resultant slope line represents the theoretical value of the achievable gain–bandwidth product for an APD. For example, the 3 dB bandwidth at \( M = 10 \) remains 14 GHz which produces a gain–bandwidth product of 140 GHz. Furthermore, it maintains the same value of gain–bandwidth product for \( M = 6 \) with a 3 dB bandwidth of 23.3 GHz. This suggests a theoretical limit for the gain–bandwidth product of 140 GHz for the same device. The maximum 3 dB bandwidth for the APD, however, is shown as 40 GHz which is identified by the horizontal dashed line in Figure 9.7.

Figure 9.6 Excess noise factor against multiplication factor for different values of the ratio of ionization coefficients for holes and electrons \( k \); hole injection based on Eq. (9.28).
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In addition to SNR, a figure of merit for an APD receiver can also be expressed in terms of either the maximum 3 dB bandwidth or, alternatively, the gain–bandwidth product [Ref. 7]. The latter term is defined as gain multiplied by the bandwidth and determines a higher transmission rate limit related to the gain of the APD device. Since gain is a dimensionless quantity, the gain–bandwidth product is therefore measured in the units of frequency (i.e. GHz).

Figure 9.7 shows the relationship between bandwidth and multiplication factor of an APD [Ref. 8]. The circles represent the 3 dB bandwidth values and constitute a nonlinear curve containing a linear part at higher values of the multiplication factor. The linearity occurs at a cut-off frequency point after which the gain of the APD remains constant (i.e. in this particular case, at \( M > 6 \)). When these point values displaying the linear part are connected as indicated in the Figure 9.7, the resultant slope line represents the theoretical value of the achievable gain–bandwidth product for an APD. For example, the 3 dB bandwidth at \( M = 10 \) remains 14 GHz which produces a gain–bandwidth product of 140 GHz. Furthermore, it maintains the same value of gain–bandwidth product for \( M = 6 \) with a 3 dB bandwidth of 23.3 GHz. This suggests a theoretical limit for the gain–bandwidth product of 140 GHz for the same device. The maximum 3 dB bandwidth for the APD, however, is shown as 40 GHz which is identified by the horizontal dashed line in Figure 9.7.
Silicon APDs are recognized for their high gain–bandwidth products which result from the large asymmetry of electron and hole ionization coefficients leading to a ratio of ionization coefficients $k$ of around 50 [Ref. 9]. However, these APDs do not operate at signal wavelengths between 1.3 and 1.6 $\mu$m and therefore they are not preferred for use in receivers operating at high transmission rates. Although InGaAs/InP-based APDs possess high quantum efficiency and can be utilized at signal wavelengths between 1.3 and 1.6 $\mu$m, they suffer from a lower gain–bandwidth product due to the small ratios of ionization coefficients in InP. Nevertheless, separate absorption, charge and multiplication (SACM) APD receivers (see Section 8.9.4) based on the InGaAs/InAlAs material system exhibit large gain–bandwidth products and a 290 GHz gain–bandwidth for such APDs has been achieved while maintaining the 3 dB bandwidth at 33 GHz [Ref. 10]. Hence such devices have found application in high-speed optical receivers where they provide greater sensitivity in comparison with p–i–n photodiodes.

### 9.4 Receiver structures

A full equivalent circuit for the digital optical fiber receiver, in which the optical detector is represented as a current source $i_{\text{det}}$, is shown in Figure 9.8. The noise sources ($i_t$, $i_{TS}$ and $i_{\text{amp}}$) and the immediately following amplifier and equalizer are also shown. Equalization [Ref. 11] compensates for distortion of the signal due to the combined transmitter, medium and receiver characteristics. The equalizer is often a frequency-shaping filter which has a frequency response that is the inverse of the overall system frequency response. In wideband systems this will normally boost the high-frequency components to correct the overall...
amplitude of the frequency response. To acquire the desired spectral shape for digital systems (e.g. raised cosine, see Figure 12.39), in order to minimize intersymbol interference, it is important that the phase frequency response of the system is linear. Thus the equalizer may also apply selective phase shifts to particular frequency components.

However, the receiver structure immediately preceding the equalizer is the major concern of this section. In both digital and analog systems it is important to minimize the noise contributions from the sources shown in Figure 9.8 so as to maximize the receiver sensitivity while maintaining a suitable bandwidth. It is therefore useful to discuss various possible receiver structures with regard to these factors.

### 9.4.1 Low-impedance front-end

Three basic amplifier configurations are frequently used in optical fiber communication receivers. The simplest, and perhaps the most common, is the voltage amplifier with an effective input resistance $R_a$ as shown in Figure 9.9. In order to make suitable design choices, it is necessary to consider both bandwidth and noise. The bandwidth considerations in Section 9.3.2 are treated solely with regard to a detector load resistance $R_L$. However, in most practical receivers the detector is loaded with a bias resistor $R_b$ and an amplifier (see Figure 9.9). The bandwidth is determined by the passive impedance which appears across the detector terminals which is taken as $R_L$ in the bandwidth relationship given in Eq. (9.20).

However, $R_L$ may be modified to incorporate the parallel resistance of the detector bias resistor $R_b$ and the amplifier input resistance $R_a$. The modified total load resistance $R_{TL}$ is therefore given by:

$$R_{TL} = \frac{R_b R_a}{R_b + R_a}$$

(9.29)
Considering the expressions given in Eqs (9.20) and (9.29), to achieve an optimum bandwidth both $R_b$ and $R_a$ must be minimized. This leads to a low-impedance front-end design for the receiver amplifier. Unfortunately this design allows thermal noise to dominate within the receiver (following Eq. (9.14)), which may severely limit its sensitivity. Therefore this structure demands a trade-off between bandwidth and sensitivity which tends to make it impractical for long-haul, wideband optical fiber communication systems.

### 9.4.2 High-impedance (integrating) front-end

The second configuration consists of a high input impedance amplifier together with a large detector bias resistor in order to reduce the effect of thermal noise. However, this structure tends to give a degraded frequency response as the bandwidth relationship given in Eq. (9.20) is not maintained for wideband operation. The detector output is effectively integrated over a large time constant and must be restored by differentiation. This may be performed by the correct equalization at a later stage (Ref. 12) as illustrated in Figure 9.10. Therefore the high-impedance (integrating) front-end structure gives a significant improvement in sensitivity over the low-impedance front-end design, but it creates a heavy demand for equalization and has problems of limited dynamic range (the ratio of maximum to minimum input signals).

![Figure 9.10](image_url)

**Figure 9.10** High-impedance integrating front-end optical fiber receiver with equalized voltage amplifier

The limitations on dynamic range result from the attenuation of the low-frequency signal components by the equalization process which causes the amplifier to saturate at high signal levels. When the amplifier saturates before equalization has occurred, the signal is heavily distorted. Thus the reduction in dynamic range is dependent upon the amount of integration and subsequent equalization employed.

### 9.4.3 The transimpedance front-end

This configuration largely overcomes the drawbacks of the high-impedance front end by utilizing a low-noise, high-input-impedance amplifier with negative feedback. The device therefore operates as a current mode amplifier where the high input impedance is reduced by negative feedback. An equivalent circuit for an optical fiber receiver incorporating a transimpedance front-end structure is shown in Figure 9.11. In this equivalent circuit the parallel resistances and capacitances are combined into $R_T$ and $C_T$ respectively. The open loop current to voltage transfer function $H_{OL} (\omega)$ for this transimpedance configuration
corresponds to the transfer function for the two structures described previously which do not employ feedback (i.e. the low- and high-impedance front ends). It may be written as:

$$H_{OL}(\omega) = -\frac{G}{1 + \frac{1}{j\omega R_T C_T}} (V \text{ A}^{-1})$$  \hspace{1cm} (9.30)

where $G$ is the open loop voltage gain of the amplifier and $\omega$ is the angular frequency of the input signal. In this case the bandwidth (without equalization) is constrained by the time constant given in Eq. (9.20).*

When the feedback is applied, the closed loop current to voltage transfer function $H_{CL}(\omega)$ for the transimpedance configuration is given by (see Appendix E):

$$H_{CL}(\omega) = \frac{-R_f}{1 + (j\omega R_f C_T/G)} (V \text{ A}^{-1})$$  \hspace{1cm} (9.31)

where $R_f$ is the value of the feedback resistor. In this case the permitted electrical bandwidth $B$ (without equalization) may be written as:

$$B \leq \frac{G}{2\pi R_f C_T}$$  \hspace{1cm} (9.32)

Hence, comparing Eq. (9.32) with Eq. (9.20) it may be noted that the transimpedance (or feedback) amplifier provides a much greater bandwidth than do the amplifiers without feedback. This is particularly pronounced when $G$ is large.

* The time constant can be obtained directly from Eq. (9.30) where the maximum bandwidth is defined by $\omega = 2\pi B = 1/R_T C_T$. 

**Figure 9.11** An equivalent circuit for the optical fiber receiver incorporating a transimpedance (current mode) preamplifier
Moreover, it is interesting to consider the thermal noise generated by the trans-impedance front end. Using a referred impedance noise analysis it can be shown [Ref. 13] that to a good approximation the feedback resistance (or impedance) may be referred to the amplifier input in order to establish the noise performance of the configuration. Thus when \( R_f \ll R_{TL} \), the major noise contribution is from thermal noise generated in \( R_f \). The noise performance of this configuration is therefore improved when \( R_f \) is large, and it approaches the noise performance of the high-impedance front end when \( R_f = R_{TL} \). Unfortunately, the value of \( R_f \) cannot be increased indefinitely due to problems of stability with the closed loop design. Furthermore, it may be observed from Eq. (9.32) that increasing \( R_f \) reduces the bandwidth of the transimpedance configuration. This problem may be alleviated by making \( G \) as large as the stability of the closed loop will allow. Nevertheless, it is clear that the noise in the transimpedance amplifier will always exceed that incurred by the high-impedance front-end structure.

**Example 9.8**

A high-input-impedance amplifier which is employed in an optical fiber receiver has an effective input resistance of 4 \( \text{M}\Omega \) which is matched to a detector bias resistor of the same value. Determine:

(a) The maximum bandwidth that may be obtained without equalisation if the total capacitance \( C_T \) is 6 \( \text{pF} \).

(b) The mean square thermal noise current per unit bandwidth generated by this high-input-impedance amplifier configuration when it is operating at a temperature of 300 K.

(c) Compare the values calculated in (a) and (b) with those obtained when the high-input-impedance amplifier is replaced by a transimpedance amplifier with a 100 \( \text{k}\Omega \) feedback resistor and an open loop gain of 400. It may be assumed that \( R_f \ll R_{TL} \), and that the total capacitance remains 6 \( \text{pF} \).

**Solution:** (a) Using Eq. (9.29), the total effective load resistance:

\[
R_{TL} = \frac{(4 \times 10^6)^2}{8 \times 10^6} = 2 \text{ M}\Omega
\]

Hence from Eq. (9.20) the maximum bandwidth is given by:

\[
B = \frac{1}{2\pi R_{TL} C_T} = \frac{1}{2\pi \times 2 \times 10^6 \times 6 \times 10^{-12}} = 1.33 \times 10^4 \text{ Hz}
\]

The maximum bandwidth that may be obtained without equalization is 13.3 kHz.
Thus the transimpedance front-end in Example 9.8 provides a far greater bandwidth without equalization than the high-impedance front-end. However, this advantage is somewhat offset by the 13 dB noise penalty incurred with the transimpedance amplifier over that of the high-input-impedance configuration. Nevertheless it is apparent, even from this simple analysis, that transimpedance amplifiers may be optimized for noise performance, although this is usually obtained at the expense of bandwidth. This topic is pursued further in Ref. 14. However, wideband transimpedance designs generally give a significant improvement in noise performance over the low-impedance front-end structures using simple voltage amplifiers (see Problem 9.18). Finally it must be emphasized that the approach adopted in Example 9.8 is by no means rigorous and includes two important simplifications:

(b) The mean square thermal noise current per unit bandwidth for the high-impedance configuration following Eq. (9.14) is:

\[
\overline{i_n^2} = \frac{4KT}{R_{TL}} = \frac{4 \times 1.381 \times 10^{-23} \times 300}{2 \times 10^6} = 8.29 \times 10^{-27} \text{ A}^2 \text{ Hz}^{-1}
\]

(c) The maximum bandwidth (without equalization) for the transimpedance configuration may be obtained using Eq. (9.32), where:

\[
B = \frac{G}{2\pi R_f C_T} = \frac{400}{2\pi \times 10^5 \times 6 \times 10^{-12}} = 1.06 \times 10^8 \text{ Hz}
\]

Hence a bandwidth of 106 MHz is permitted by the transimpedance design.

Assuming \( R_f \ll R_{TL} \), the mean square thermal noise current per unit bandwidth for the transimpedance configuration is given by:

\[
\overline{i_n^2} = \frac{4KT}{R_f} = \frac{4 \times 1.381 \times 10^{-23} \times 300}{10^5} = 1.66 \times 10^{-25} \text{ A}^2 \text{ Hz}^{-1}
\]

The mean square thermal noise current in the transimpedance configuration is therefore a factor of 20 greater than that obtained with the high-input-impedance configuration.

The equivalent value in decibels of the ratio of these noise powers is:

\[
\frac{\text{Noise power in the transimpedance configuration}}{\text{Noise power in the high-input-impedance configuration}} = 10 \log_{10} 20 = 13 \text{ dB}
\]

Thus the transimpedance front-end in Example 9.8 provides a far greater bandwidth without equalization than the high-impedance front-end. However, this advantage is somewhat offset by the 13 dB noise penalty incurred with the transimpedance amplifier over that of the high-input-impedance configuration. Nevertheless it is apparent, even from this simple analysis, that transimpedance amplifiers may be optimized for noise performance, although this is usually obtained at the expense of bandwidth. This topic is pursued further in Ref. 14. However, wideband transimpedance designs generally give a significant improvement in noise performance over the low-impedance front-end structures using simple voltage amplifiers (see Problem 9.18). Finally it must be emphasized that the approach adopted in Example 9.8 is by no means rigorous and includes two important simplifications:
firstly, that the thermal noise in the high-impedance amplifier is assumed to be totally generated by the effective input resistance of the device; and secondly, that the thermal noise in the transimpedance configuration is assumed to be totally generated by the feedback resistor when it is referred to the amplifier input. Both these assumptions are approximations, the accuracy of which is largely dependent on the parameters of the particular amplifier. For example, another factor which tends to reduce the bandwidth of the transimpedance amplifier is the stray capacitance $C_f$ generally associated with the feedback resistor $R_f$. When $C_f$ is taken into account the closed loop response of Eq. (9.31) becomes:

$$H_{CL}(\Omega) \approx \frac{-R_f}{1 + j\omega R_f(C_f/G + C_f)}$$ (9.33)

However, the effects of $C_f$ may be cancelled by employing a suitable compensating network [Ref. 15].

The other major advantage which the transimpedance configuration has over the high-impedance front end is a greater dynamic range. This improvement in dynamic range obtained using the transimpedance amplifier is a result of the different attenuation mechanism for the low-frequency components of the signal. The attenuation is accomplished in the transimpedance amplifier through the negative feedback and therefore the low-frequency components are amplified by the closed loop rather than the open loop gain of the device. Hence for a particular amplifier the improvement in dynamic range is approximately equal to the ratio of the open loop to the closed loop gains. The transimpedance structure therefore overcomes some of the problems encountered with the other configurations and is often preferred for use in wideband optical fiber communication receivers [Ref. 16].

### 9.5 FET preamplifiers

The lowest noise amplifier device which is widely available is the silicon FET. Unlike the bipolar transistor, the FET operates by controlling the current flow with an electric field produced by an applied voltage on the gate of the device (see Figure 9.12) rather than with...
a base current. Thus the gate draws virtually no current, except for leakage, giving the device an extremely high input impedance (can be greater than $10^{14}$ ohms). This, coupled with its low noise and capacitance (no greater than a few picofarads), makes the silicon FET appear an ideal choice for the front end of the optical fiber receiver amplifier. However, the superior properties of the FET over the bipolar transistor are limited by its comparatively low transconductance $g_m$ (no better than 5 millisiemens in comparison with at least 40 millisiemens for the bipolar). It can be shown [Ref. 14] that a figure of merit with regard to the noise performance of the FET amplifier is $g_m/C_T^2$. Hence the advantage of high transconductance together with low total capacitance $C_T$ is apparent. Moreover, as $C_T = C_d + C_a$, it should be noted that the figure of merit is optimized when $C_a = C_d$. This requires FETs to be specifically matched to particular detectors, a procedure which device availability does not generally permit in current optical fiber receiver design. As indicated above, the gain of the FET is restricted. This is especially the case for silicon FETs at frequencies above 25 MHz where the current gain drops to values near unity as the transconductance is fixed with a decreasing input impedance. Therefore at frequencies above 25 MHz, the bipolar transistor is a more useful amplifying device.*

Figure 9.12 shows the grounded source FET configuration which increases the device input impedance especially if the amplifier bias resistor $R_{ba}$ is large. A large bias resistor has the effect of reducing the thermal noise but it will also increase the low-frequency impedance of the detector load which tends to integrate the signal (i.e. high-impedance integrating front-end). Thus compensation through equalization at a later stage is generally required.

### 9.5.1 Gallium arsenide MESFETs

Although silicon FETs have a limited useful bandwidth, much effort has been devoted to the development of high-performance microwave FETs since the mid-1970s. These FETs are fabricated from gallium arsenide and, being Schottky barrier devices [Refs 17–20], are called GaAs metal Schottky field effect transistors (MESFETs). They overcome the major disadvantage of silicon FETs in that they will operate with both low noise and high gain at microwave frequencies (GHz). Thus in optical fiber communication receiver design they present an alternative to bipolar transistors for wideband operation. These devices have therefore been incorporated into high-performance receiver designs using both p-i-n and detectors [Refs 21–32]. In particular, there has been much interest in hybrid integrated receiver circuits utilizing p-i-n photodiodes with GaAs MESFET amplifier front ends. The hybrid integration of a photodetector with a GaAs MESFET preamplifier having low leakage current, low capacitance (less than 0.5 pF) and high transconductance (greater than 30 millisiemens) provides a strategy for low-noise optical receiver design [Ref. 33].

* The figure of merit in relation to noise performance for the bipolar transistor amplifier may be shown [Ref. 14] to be $(h_{fe})^2/C_T$ where $h_{fe}$ is the common emitter current gain of the device. Hence the noise performance of the bipolar amplifier may be optimized in a similar manner to that of the FET amplifier.
9.5.2 PIN–FET hybrid receivers

The p-i-n/FET, or PIN–FET, hybrid receiver utilizes a high-performance p-i-n photodiode followed by a low-noise preamplifier often based on a GaAs MESFET, the whole of which is fabricated using thick-film integrated circuit technology. This hybrid integration on a thick-film substrate reduces the stray capacitance to negligible levels giving a total input capacitance which is very low (e.g. 0.4 pF). The MESFETs employed have a transconductance of approximately 15 millisiemens at the bandwidths required (e.g. 40 Gbits⁻¹ [Ref. 31]). Early work [Refs 22, 23] in the 0.8 to 0.9 μm wavelength band utilizing a silicon p-i-n detector showed the PIN–FET hybrid receiver to have a sensitivity of −45.8 dBm for a 10⁻⁹ BER which is only 4 dB worse than current silicon RAPD receivers (see Section 8.9.2).

The work was subsequently extended into the longer wavelength band (1.1 to 1.6 μm) utilizing III–V alloy p-i-n photodiode detectors. An example of a PIN–FET hybrid high-impedance (integrating) front-end receiver for operation at a wavelength of 1.3 μm using an InGaAs p-i-n photodiode is shown in Figure 9.13 [Refs 24–27]. This design, used by British Telecom, consists of a preamplifier with a GaAs MESFET and microwave bipolar transistor cascode followed by an emitter follower output buffer. The cascode circuit is chosen to ensure that sufficient gain is obtained from the first stage to give an overall gain of 18 dB. As the high-impedance front end effectively integrates the signal, the following digital equalizer is necessary. The pulse shaping and noise filtering circuits comprise two passive filter sections to ensure that the pulse waveform shape is optimized and the noise is minimized. Equalization for the integration (i.e. differentiation) is performed by monitoring the change in the integrated waveform over one period with a subminiature coaxial delay line followed by a high-speed, low-level comparator. The receiver is designed for use at a transmission rate of 140 Mbit s⁻¹ where its performance is found to be comparable to germanium and III–V alloy APD receivers. For example, the receiver sensitivity at a BER of 10⁻⁹ is −44.2 dBm. Table 9.1 provides a comparison of typical sensitivities.
obtained with an InGaAs hybrid PIN–FET receiver and an InAlAs APD receiver when both are operating at a wavelength of 1.55 μm. The hybrid PIN–FET receiver design displays a lower sensitivity than the APD receiver at a transmission rate of 2.5 Gbit s\(^{-1}\) and although it can also function at the higher transmission rate of 40 Gbit s\(^{-1}\), the PIN–FET receiver then exhibits a very poor sensitivity of only \(-7.0\) dBm [Ref. 34]. It should be noted that it is difficult to achieve higher transmission rates using conventional PIN–FET or APD receivers due to limitations in their gain–bandwidth products. Furthermore, the trade-off between the multiplication factor requirement and the maximum 3 dB bandwidth also limits the performance of the conventional receivers. However, incorporating optical amplifiers into traveling-waveguide (TW) and unitraveling carrier (UTC) structures (see Section 8.9.4) facilitates the design of photoreceivers capable of operating at transmission rates higher than 40 Gbit s\(^{-1}\) [Ref. 8] (also see Section 9.6).

When compared with the APD receiver the PIN–FET hybrid has both cost and operational advantages especially in the longer wavelength region. The low-voltage operation (e.g. \(+15\) and \(-15\) V supply rails) coupled with good sensitivity and ease of fabrication makes the incorporation of this receiver into wideband optical fiber communication systems commercially attractive. A major drawback with the PIN–FET receiver is the possible lack of dynamic range. However, the configuration shown in Figure 9.13 gave adequate dynamic range via a control circuit which maintained the mean voltage at the gate at 0 V by applying a negative voltage proportional to the mean photocurrent to the MESFET bias resistor. With a \(-15\) V supply rail an optical dynamic range of some 20 dB was obtained. This was increased to 27 dB by reducing the value of the MESFET bias resistor from 10 to 2 MΩ which gave a slight noise penalty of 0.5 dB. These figures compare favorably with practical APD receivers.

Transimpedance front-end receivers have also been fabricated using the PIN–FET hybrid approach. An example of this type of circuit [Ref. 29] is shown in Figure 9.14. The amplifier consists of a GaAs MESFET followed by two complementary bipolar microwave transistors. A silicon p-i-n photodiode was utilized with the amplifier and the receiver was designed to accept data at a rate of 274 M bits s\(^{-1}\). In this case the effective input capacitance of the receiver was 4.5 pF giving a sensitivity around \(-35\) dBm for a BER of \(10^{-9}\).

These figures are somewhat worse than the high-impedance front-end design discussed previously. However, this design has the distinct advantage of a flat frequency response to a wider bandwidth which requires little, if any, equalization.
High-performance receivers

It is clear from the discussions in Sections 9.3 to 9.5 that noise performance is a major design consideration providing a limitation to the sensitivity which may be obtained with a particular receiver structure and component mix. However, two other important receiver performance criteria were also outlined in the aforementioned sections, namely bandwidth and dynamic range. Moreover, distinct trade-offs exist between these three performance attributes such that an optimized design for one criterion may display a degradation in relation to one or both of the other criteria. Nevertheless, although high-performance receiver design may seek to provide optimization for one particular attribute, attempts are generally made to minimize the degradations associated with the other performance parameters. In this section we describe further the strategies that have been adopted to produce high-performance receivers for optical fiber communications, together with some of the performance results which have been obtained over the last few years.

As mentioned in Section 9.5.2, low-noise performance combined with potential high-speed operation has been a major pursuit in the hybrid integration of p–i–n photodiodes with GaAs MESFETs. In this context it is useful to compare the noise performance of various transistor preamplifiers over a range of bandwidths. A theoretical state-of-the-art performance comparison for the silicon junction FET (JFET), the silicon metal oxide semiconductor FET (MOSFET) and the silicon bipolar transistor preamplifier with a GaAs MESFET device for transmission rates from 1 Mbit s\(^{-1}\) to 10 Gbit s\(^{-1}\) is shown in Figure 9.15 [Ref. 37]. It may be observed that at low speeds the three FET preamplifiers provide higher sensitivity than the Si bipolar device. In addition it is apparent that below 10 Mbit s\(^{-1}\) the Si MOSFET preamplifier provides a lower noise performance than the GaAs MESFET. Above 20 Mbit s\(^{-1}\), however, the highest sensitivity is obtained with the GaAs MESFET device, even though at very high speeds the Si MOSFET and Si bipolar transistor preamplifiers exhibit a noise performance that is only slightly worse than the
The optimization of PIN–FET receiver designs for sensitivity and high-speed operation has been investigated [Refs 38, 39]. Also a wideband (10 GHz), low-noise device using discrete commercial components has been reported [Ref. 40]. In addition, new high-speed, low-noise transistor types have been investigated for optical receiver preamplifiers. These devices include the heterojunction bipolar transistor (HBT) [Ref. 41] and high electron mobility transistor (HEMT) [Refs 42, 43]. The latter device type comprises a selectively doped heterojunction FET which has displayed 3 dB bandwidths up to 20 GHz within the three-stage optical preamplifier illustrated in Figure 9.16(a) [Ref. 42]. Each stage comprised a shunt feedback configuration containing a single HEMT with mutual conductance of 70 millisiemens and a gate to source capacitance of 0.36 pF (see Figure 9.16(b)). When operated with an InGaAs p–i–n photodiode, the preamplifier exhibited a 21.5 dB gain with an averaged input equivalent noise current density of 7.6 pA Hz$^{-1/2}$ over the range 100 MHz to 18 GHz.

Although the above discussion centered on p–i–n receiver preamplifier designs, high-speed APD optical receivers have also been investigated [Refs 44–46]. In particular, a high-sensitivity APD–FET receiver designed to operate at speeds up to 8 Gbit s$^{-1}$ and at wavelengths in the range 1.3 to 1.5 μm is shown in Figure 9.17 [Ref. 45]. The receiver employed a 60 GHz gain-bandwidth product InGaAs/InGaAsP/InP APD followed by a hybrid GaAs MESFET high-impedance front end. Moreover, a receiver sensitivity of $-25.8$ dBm was obtained for a BER of $10^{-9}$.

An additional strategy for the provision of wideband, low-noise receivers, especially using the p–i–n photodiode detector, involves the monolithic integration of this device type with III–V semiconductor alloy FETs or HBTs [Refs 47–51]. Such monolithic integrated receivers or optoelectronic integrated circuits (OEICs) are discussed further in
Chapter 11. However, it should be noted that the major recent activities in this area have concerned devices for operation in the 1.1 to more 1.6 μm wavelength range. An example of the circuit configuration of a monolithic PIN–FET receiver is illustrated in Figure 9.18 [Ref. 51]. The design comprises a voltage variable FET feedback resistor which produces active feedback as an input shunt automatic gain control (AGC) circuit which extends the dynamic range by diverting excess photocurrent away from the input of the basic receiver. Furthermore, the shunt FET gives additional dynamic range extension through

\[ \text{Figure 9.16} \quad \text{Circuit configuration for a high-speed optical receiver using an HEMT preamplifier [Ref. 42]: (a) } p-i-n-\text{HEMT optical receiver; (b) single-shunt feedback stage} \]
the mechanism of active receiver bias compensation, which is discussed further in relation to Figure 9.20 following.

The receiver dynamic range is an important performance parameter as it provides a measure of the difference between the device sensitivity and its saturation or overload level. A receiver saturation or overload level is largely determined by the value of the photodiode bias resistor or, alternatively, the feedback resistor in the transimpedance configuration. Because the photodiode bias resistor has a small value in the low-impedence front-end design, the saturation level is high.* Similarly, the relatively low value of feedback resistor in the transimpedance configuration gives a high saturation level which, combined with a high sensitivity, provides a wide dynamic range, as indicated in Section 9.4.3. By contrast

* Unfortunately, the sensitivity of the low-impedance configuration is poor and hence the dynamic range is generally not large.
the high value of photodiode bias resistor in the high-impedance front end causes a low saturation level which, even taking account of the high sensitivity of the configuration, gives a relatively narrow dynamic range. The difference between the two latter receiver structures may be observed in the dynamic range and sensitivity characteristics shown in Figure 9.19. Although the sensitivity decreases in moving from the high-impedance design (left hand side) to the transimpedance configuration (right hand side) as the value of the feedback resistor $R_f$ is reduced, the saturation level increases at a faster rate, producing a significantly wider dynamic range for the transimpedance front-end receiver.

The significance of the receiver dynamic range becomes apparent when the reader considers the ideal multipurpose use of such a device for operation with a variety of optical source powers over different fiber lengths. Moreover, when a high-impedance receiver with a 1 MΩ bias resistor is utilized, the saturation level occurs at an input optical power of 0.5 μW or −33 dBm. Therefore, this device can only be employed in long-haul communication applications where the input power level is low. Corresponding figures for the transimpedance configuration (1 kΩ feedback resistor) and the low-impedance front end (200 Ω bias resistor) are 0.5 mW (−3 dBm) and 2.5 mW (−4 dBm). In all cases the saturation level can be substantially improved by using active receiver bias compensation, as illustrated schematically in Figure 9.20. Hence, as the d.c. voltage at the input to the amplifier increases with the incident optical power, the control loop applies an equal but opposite shift in the voltage to the other side of the bias resistor. In this way the voltage at the input to the preamplifier becomes independent of the detected power level. However, in practice the feedback voltage in the control loop cannot be unbounded and therefore the

**Figure 9.19** Characteristics illustrating the variation in received power level against the value of the feedback resistor $R_f$ in the transimpedance front-end receiver structure. The high-impedance front-end receiver corresponds to $R_f = \infty$. 

![Figure 9.19](OPTF_C09.qxd)
technique has limitations. Nevertheless, saturation levels for high-impedance front-end receiver designs may be improved to around 20 μW, or 17 dBm, using this technique.

Even when using bias compensation with a high-impedance front-end receiver to improve the saturation level, the overall dynamic range tends to be poor. For such a receiver operating at a speed of 1 Gbit s$^{-1}$ it is usually in the range 20 to 27 dB, whereas for a corresponding transimpedance receiver configuration without bias compensation, the dynamic range can be 30 to 39 dB.* Furthermore, in the latter case alternative design strategies have proved successful in increasing the receiver dynamic range. In particular the use of optically coupled feedback has demonstrated dynamic ranges of around 40 dB for p-i-n receivers operating at modest bit rates [Refs 52, 53].

The optical feedback technique, which is shown schematically in Figure 9.21, eliminates the thermal noise associated with the feedback resistor in the transimpedance front-end design. This strategy proves most useful at low transmission rates because in this case the feedback resistors employed are normally far smaller than the optimum value for low-noise performance so as to maintain the resistor at a practical size (e.g. 1 MΩ). Moreover, large values of feedback resistor limit the dynamic range of the conventional

![Figure 9.20](image1.png)  
**Figure 9.20** Active receiver bias compensation

![Figure 9.21](image2.png)  
**Figure 9.21** Schematic of optical feedback transimpedence receiver

* It should be noted that in both cases the bottom end of the range refers to p-i-n photodiode receivers while the top end of the range is only obtained with APD receivers.
transimpedance receiver structure, while also introducing parasitic shunt capacitance which can cause signal integration and hence restrict the bandwidth of the preamplifier. It may be observed from Figure 9.21 that the optical feedback signal is provided by an LED that is driven from the preamplifier output through a small resistor. This resistor acts as a load to generate an output voltage for the following amplifiers. The current feedback to the signal $p-i-n$ photodetector is obtained from a second $p-i-n$ photodiode which detects the optical feedback signal.

The removal of the feedback resistor in the optical feedback technique allows low-noise performance and hence high receiver sensitivity of the order of $-64 \text{ dBm}$ at transmission rates of 2 Mbit s$^{-1}$ [Ref. 53]. In addition, as the feedback LED is a low-impedance device that can be driven with a low output voltage, the problem associated with amplifier saturation is much reduced. Therefore this factor, combined with the high sensitivity produced by the strategy, enables wide dynamic range. It should be noted, however, that some penalties occur when employing this technique in that there is an increase in receiver input capacitance and also an increase in detector dark current noise (resulting from the use of two photodiodes) in comparison with the conventional transimpedance preamplifier structure. Nevertheless, it is suggested that the optical feedback receiver component costs can be comparable with resistive feedback designs [Ref. 53] while providing a significant performance improvement.

An alternative strategy for the realization of high-sensitivity receivers, in this case for high-speed operation, is to employ preamplification using an optical amplifier prior to the receiver [Refs 54–58]. The two basic optical amplifier technological types, namely the semiconductor optical amplifier (SOA) and the fiber amplifier, are discussed in Sections 10.3 and 10.4 respectively. It is clear, however, that both device types may be utilized in this preamplification role which is illustrated schematically for an SOA device in Figure 9.22.* The SOA shown in Figure 9.22 operates as a near-traveling-wave amplifier and therefore the output emissions are predominantly spontaneous, creating a spectral bandwidth which is determined by the gain profile of the device. Because the typical spectral bandwidth is in the range 80 to 120 nm, a bandpass optical filter† is employed to reduce the intensity of the spontaneous emission reaching the optical detector. This has the effect of reducing the spontaneous noise products and thus improving the overall receiver sensitivity.

* It should be noted that the corresponding schematic showing a fiber amplifier fulfilling this role is provided in Figure 10.13(c).

† The optimum filter bandwidth is determined by a number of factors including the detector noise, the transmission rate, the transmitter chirp characteristics and the filter insertion loss but is typically in the range 0.5 to 3 nm.
Although the sensitivity improvement introduced by the laser preamplifier is a function of the device internal gain, the coupling losses between the various elements and the bandwidth of the bandpass filter, it is typically in the range 10 to 15 dB when using an SOA. Moreover, it is interesting to observe from the sensitivity against transmission rate characteristics shown in Figure 9.23 [Ref. 56] that the SOA preamplifier p-i-n photodiode configuration illustrated in Figure 9.22 displays a significant improvement over high-performance APD receivers, particularly at speeds of 10 Gbit s\(^{-1}\) and above. Figure 9.23 displays the sensitivity provided by different optical receiver preamplifier types in relation to increasing transmission rates up to 100 Gbit s\(^{-1}\) [Ref. 56]. It may be observed that the majority of the optical receivers shown operate at transmission rates from 10 to 40 Gbit s\(^{-1}\) [Refs 56–59] and that both the SOA and erbium-doped fiber amplifier (EDFA) are useful devices to provide for the optical preamplification. Furthermore, the latter device can attain a receiver sensitivity of \(-25\) dBm with a noise figure value lying between 4 and 5 dB while enabling a high transmission rate of 40 Gbit s\(^{-1}\) [Ref. 56]. The SOA, however, exhibits a relatively high noise figure in the range 7 to 8 dB, but its small size, wider operating wavelength range and potential for monolithic integration make it an important device for optical preamplification (see Section 10.3). For example, an optically preamplified receiver using a vertical cavity SOA (see Section 10.3.3) operating at a signal wavelength of 1.55 \(\mu\)m exhibited a sensitivity of \(-28.5\) dBm at higher transmission bit rates from 10 to 40 Gbit s\(^{-1}\). An output signal power penalty of 4.7 dB was observed, however, when receiving the higher bit rates in the region from 20 to 40 Gbit s\(^{-1}\) [Ref. 59].

Finally, a germanium on silicon-on-insulator (Ge-on-SOI) technology (see Section 11.2) receiver comprising a p-i-n photodiode paired with a high-gain CMOS amplifier has also been shown to operate at a transmission rate up to 15 Gbit s\(^{-1}\) with a sensitivity of \(-7.4\) dBm [Re. 60]. Although the demonstrated sensitivity for this receiver was quite modest, it functioned with a single supply voltage of only 2.4 V benefiting from the integration of the Ge-on-SOI p-i-n photodiode with the lower power silicon CMOS integrated circuit amplifier.

Although in this chapter we have focused on receiver performance and design techniques for intensity-modulated/direct detection optical fiber communication systems, many of the...
strategies discussed are also utilized within the generally more complex receiver structures required to enable coherent transmission. The various coherent demodulation schemes are discussed in some detail in Section 13.6 and the coherent receiver sensitivities are compared both with each other and with direct detection in Section 13.8. However, the specific preamplifier noise and technological considerations are not repeated as they apply equally to both detection techniques.

### Problems

9.1 Briefly discuss the possible sources of noise in optical fiber receivers. Describe in detail what is meant by quantum noise. Consider this phenomenon with regard to:
- (a) digital signaling,
- (b) analog transmission,
  giving any relevant mathematical formulas.

9.2 A silicon photodiode has a responsivity of $0.5 \text{ A W}^{-1}$ at a wavelength of 0.85 $\mu\text{m}$. Determine the minimum incident optical power required at the photodiode at this wavelength in order to maintain a bit-error-rate of $10^{-7}$, when utilizing ideal binary signaling at a rate of 35 $\text{Mbit s}^{-1}$.

9.3 An analog optical fiber communication system requires an SNR of 40 dB at the detector with a post-detection bandwidth of 30 MHz. Calculate the minimum optical power required at the detector if it is operating at a wavelength of 0.9 $\mu\text{m}$ with a quantum efficiency of 70%. State any assumptions made.

9.4 A digital optical fiber link employing ideal binary signaling at a rate of 50 $\text{Mbit s}^{-1}$ operates at a wavelength of 1.3 $\mu\text{m}$. The detector is a germanium photodiode which has a quantum efficiency of 45% at this wavelength. An alarm is activated at the receiver when the bit-error-rate drops below $10^{-5}$. Calculate the theoretical minimum optical power required at the photodiode in order to keep the alarm inactivated. Comment briefly on the reasons why in practice the minimum incident optical power would need to be significantly greater than this value.

9.5 Discuss the implications of the load resistance on both thermal noise and post-detection bandwidth in optical fiber communication receivers.

9.6 A silicon p-i-n photodiode has a quantum efficiency of 65% at a wavelength of 0.8 $\mu\text{m}$. Determine:
- (a) the mean photocurrent when the detector is illuminated at a wavelength of 0.8 $\mu\text{m}$ with 5 $\mu\text{W}$ of optical power;
- (b) the rms quantum noise current in a post-detection bandwidth of 20 MHz;
- (c) the SNR in dB, when the mean photocurrent is the signal.

9.7 The photodiode in Problem 9.6 has a capacitance of 8 pf. Calculate:
- (a) the minimum load resistance corresponding to a post-detection bandwidth of 20 MHz;
(b) the rms thermal noise current in the above resistor at a temperature of 25 °C;
(c) the SNR in dB resulting from the illumination in Problem 9.6 when the dark current in the device is 1 nA.

9.8 The photodiode in Problems 9.6 and 9.7 is used in a receiver where it drives an amplifier with a noise figure of 2 dB and an input capacitance of 7 pF. Determine:
(a) the maximum amplifier input resistance to maintain a post-detection bandwidth of 20 MHz without equalization;
(b) the minimum incident optical power required to give an SNR of 50 dB.

9.9 A germanium photodiode incorporated into an optical fiber receiver working at a wavelength of 1.55 μm has a dark current of 500 nA at the operating temperature. When the incident optical power at this wavelength is \(10^{-6}\) W and the responsivity of the device is 0.6 A W\(^{-1}\), shot noise dominates in the receiver. Determine the SNR in dB at the receiver when the post-detection bandwidth is 100 MHz.

9.10 Discuss the expression for the SNR in an APD receiver given by:
\[
\frac{S}{N} = \frac{M^2 I_p^2}{2eB(I_p + I_d)M^{2x} + \frac{4KTBp}{R_L}}\]
with regard to the various sources of noise present in the receiver. How may this expression be modified to give the optimum avalanche multiplication factor?

9.11 A silicon RAPD has a quantum efficiency of 95% at a wavelength of 0.9 μm, an excess avalanche noise factor of \(M^{0.3}\) and a capacitance of 2 pF. It may be assumed that the post-detection bandwidth (without equalization) is 25 MHz, and that the dark current in the device is negligible at the operating temperature of 290 K. Determine the minimum incident optical power which can yield an SNR of 23 dB.

9.12 With the device and conditions given in Problem 9.11, calculate:
(a) the SNR obtained when the avalanche multiplication factor for the RAPD falls to half the optimum value calculated;
(b) the increased optical power necessary to restore the SNR to 23 dB with \(M = 0.5M_{op}\).

9.13 What is meant by the excess avalanche noise factor \(F(M)\) ? Give two possible ways of expressing this factor in analytical terms. Comment briefly on their relative merits.

9.14 Explain the gain–bandwidth product of an APD receiver in relation to the device multiplication factor. Briefly describe any two APD receivers with high gain-bandwidth products for operation in the longer wavelength (1.3 to 1.6 μm) region.

9.15 A germanium APD (with \(x = 1.0\)) operates at a wavelength of 1.35 μm where its responsivity is 0.45 A W\(^{-1}\). The dark current is 200 nA at the operating temperature of 250 K and the device capacitance is 3 pF. Determine the maximum possible SNR when the incident optical power is \(8 \times 10^{-7}\) W and the post-detection bandwidth without equalization is 560 MHz.
9.16 The photodiode in Problem 9.15 drives an amplifier with a noise figure of 3 dB and an input capacitance of 3 pF. Determine the new maximum SNR when they are operated under the same conditions.

9.17 Discuss the three main amplifier configurations currently adopted for optical fiber communications. Comment on their relative merits and drawbacks.

A high-impedance integrating front-end amplifier is used in an optical fiber receiver in parallel with a detector bias resistor of 10 MΩ. The effective input resistance of the amplifier is 6 MΩ and the total capacitance (detector and amplifier) is 2 pF.

It is found that the detector bias resistor may be omitted when a transimpedance front-end amplifier design is used with a 270 kΩ feedback resistor and an open loop gain of 100.

Compare the bandwidth and thermal noise implications of these two cases, assuming an operating temperature of 290 K.

9.18 A p-i-n photodiode operating at a wavelength of 0.83 μm has a quantum efficiency of 50% and a dark current of 0.5 nA at a temperature of 295 K. The device is unbiased but loaded with a current mode amplifier with a 50 kΩ feedback resistor and an open loop gain of 32. The capacitance of the photodiode is 1 pF and the input capacitance of the amplifier is 6 pF.

Determine the incident optical power required to maintain an SNR of 55 dB when the post-detection bandwidth is 10 MHz. Is equalization necessary?

9.19 A voltage amplifier for an optical fiber receiver is designed with an effective input resistance of 200 Ω which is matched to the detector bias resistor of the same value. Determine:

(a) The maximum bandwidth that may be obtained without equalization if the total capacitance (C_T) is 10 pF.

(b) The rms thermal noise current generated in this configuration when it is operating over the bandwidth obtained in (a) and at a temperature of 290 K. The thermal noise generated by the voltage amplifier may be assumed to be from the effective input resistance to the device.

(c) Compare the values calculated in (a) and (b) with those obtained when the voltage amplifier is replaced by a transimpedance amplifier with a 10 kΩ feedback resistor and an open loop gain of 50. It may be assumed that the feedback resistor is also used to bias the detector, and the total capacitance remains 10 pF.

9.20 What is a PIN–FET hybrid receiver? Discuss in detail its merits and possible drawbacks in comparison with the APD receiver.

9.21 Identify the characteristics which are of greatest interest in the pursuit of high-performance receivers.

Discuss the major techniques which have been adopted in order to produce such high-performance receivers for use in long-haul optical fiber communications.
Answers to numerical problems

\[ \begin{align*}
9.2 &\quad -70.4 \, \text{dBm} \\
9.3 &\quad -37.2 \, \text{dBm} \\
9.4 &\quad -70.1 \, \text{dBm} \\
9.6 &\quad (a) 2.01 \, \mu\text{A}; \quad (b) 3.59 \, \text{nA}; \quad (c) 55.0 \, \text{dB} \\
9.7 &\quad (a) 9.947 \, \Omega; \quad (b) 18.19 \, \text{nA}; \quad (c) 39.3 \, \text{dB} \\
9.8 &\quad (a) 1.137 \, \text{k} \Omega; \quad (b) 19.58 \, \mu\text{W} \\
9.9 &\quad 40.1 \, \text{dB} \\
9.11 &\quad -50.3 \, \text{dBm} \\
9.12 &\quad (a) 14.2 \, \text{dB}; \quad (b) -49.6 \, \text{dBm} \\
9.15 &\quad 23.9 \, \text{dB} \\
9.16 &\quad 21.9 \, \text{dB} \\
9.17 &\quad \text{High-impedance front-end: } 21.22 \, \text{kHz}, \quad 4.27 \times 10^{-27} \, \text{A}^2 \, \text{Hz}^{-1}; \quad \text{Transimpedance front-end: } 29.47 \, \text{MHz}, \quad 5.93 \times 10^{-26} \, \text{A}^2 \, \text{Hz}^{-1} \\
9.18 &\quad -23.1 \, \text{dBm}, \quad \text{equalization is unnecessary} \\
9.19 &\quad (a) 159.13 \, \text{MHz}; \quad (b) 160 \, \text{nA}; \quad (c) 79.56 \, \text{MHz}, \quad 11.3 \, \text{nA}, \quad \text{noise power } 23 \, \text{dB down}
\end{align*} \]
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10.1 Introduction

The preceding four chapters have been concerned with the devices employed to provide the electrical–optical interfaces within optical fiber communications. Optical sources were dealt with in Chapters 6 and 7 followed by optical detectors in Chapter 8 prior to consideration of optical receiver noise and its effect on receiver design in Chapter 9. These electrical–optical and optical–electrical conversion devices are crucial components for the realization of optical fiber communications, as may be observed in the following two chapters which discuss optical fiber systems. However, these devices are also, in a number of respects, a limiting factor within the implementation of optical fiber systems. The conversion of the information signal from the electrical domain to the optical domain and vice versa often provides a bottleneck within optical fiber communications which may
restrict both the operating bandwidth and the quality of the transmitted signal. Performing operations on signals in the optical domain combined with the pursuit of more efficient mechanisms to provide the electrical-optical interfaces has therefore assumed increasing significance within optical fiber communications and its associated application areas.

The above considerations have stimulated a growing activity in the area of active devices and components which allow optical signals to be manipulated without returning them back to the electrical regime where such operations have normally been carried out in the past. Potentially, such devices alleviate the possible bottleneck associated with the interfaces as well as providing more efficient, and hence cost-effective, methods for processing the optical signals. Moreover, in some cases the use of these devices and components may represent the only realistic solution for the implementation of particular optical fiber transmission techniques and systems.

This chapter therefore initiates the discussions of the area of active optical devices which may be utilized for a variety of functions within optical fiber communications. A major development which was stimulated by the massive effort to produce laser sources for optical fiber communications is that of optical amplification. The technology associated with such active optical devices is now well established and their use within optical fiber communications is widespread.

Section 10.2 introduces the concept of an optical amplifier and outlines the various generic types that are under investigation. Semiconductor optical amplifiers are then considered in some detail in Section 10.3. This is followed in Section 10.4 with a discussion of the various types of fiber and waveguide amplifier which have evolved more recently, assisted by the activities which have led to the realization of fiber lasers (see Section 6.9.2). The use of the optical amplifier and other device types to perform the important function of wavelength conversion is then described in Section 10.5. Finally, the growing application of optical amplification within optical regeneration for long-haul optical fiber transmission is dealt with in Section 10.6.

### 10.2 Optical amplifiers

Optical amplifiers, as their name implies, operate solely in the optical domain with no interconversion of photons to electrons. Therefore, instead of using regenerative repeaters which require optoelectronic devices for source and detector, together with substantial electronic circuitry for pulse slicing, retiming and shaping (see Section 12.6.1), optical amplifiers are placed at intervals along a fiber link to provide linear amplification of the transmitted optical signal. The optical amplifier, in principle, provides a much simpler solution in that it is a single in-line component which can be used for any kind of modulation at virtually any transmission rate. Moreover, such a device can be bidirectional and if it is sufficiently linear it may allow multiplex operation of several signals at different optical wavelengths (i.e. wavelength division multiplexing). In particular with single-mode fiber systems, the effects of signal dispersion can be small and hence the major limitation on repeater spacing becomes attenuation due to fiber losses. Such systems do not require full regeneration of the transmitted digital signal at each repeater, and optical amplification of the signal proves sufficient. Hence over recent years optical amplifiers have
emerged as promising network elements not just for use as linear repeaters but as optical gain blocks, wavelength converters, optical receiver preamplifiers and, when used in a nonlinear mode, as optical gates, pulse shapers and routing switches [Ref. 1] (see Section 15.4).

The two main approaches to optical amplification to date have concentrated on semiconductor optical amplifiers which utilize stimulated emission from injected carriers and fiber amplifiers in which gain is provided by either stimulated Raman or Brillouin scattering* (see Sections 3.5 and 3.14), or by rare earth dopants (see Section 6.9.2). Both amplifier types (i.e. semiconductor and fiber; specifically rare earth and Raman) have the ability to provide high gain over wide spectral bandwidths, making them eminently suitable for optical fiber system applications. Semiconductor optical amplifiers, however, offer an advantage due to their smaller size and also because they can be integrated to produce subsystems which are an essential element of current optical communication systems and networks.

The typical gain profiles for various optical amplifier types based around the 1.3 and 1.5 μm wavelength regions are illustrated in Figure 10.1. It may be observed that the semiconductor optical amplifier (SOA), the erbium-doped fiber amplifier (EDFA) and the Raman fiber amplifier all provide wide spectral bandwidths. Hence these optical amplifier types lend themselves to applications involving wavelength division multiplexing [Ref. 3]. By contrast, the Brillouin fiber amplifier has a very narrow spectral bandwidth, possibly around 50 MHz, and therefore cannot be employed for wideband amplification. It could, however, be used for channel selection within a WDM system by allowing amplification of a particular channel without boosting other nearby channels.

Whereas SOAs exhibit low power consumption and their single-mode waveguide structures make them particularly appropriate for use with single-mode fiber, it is fiber

* Amplification from both stimulated Raman or Brillouin scattering can occur in undoped relatively long fiber lengths (=10 km) or doped short lengths (=10 m) of fiber [Ref. 2].
amplifiers which present fewer problems of compatibility for in-line interconnection within optical fiber links [Ref. 4]. At present, SOAs are the most developed optical amplifier generic type but research into fiber amplifiers has also made rapid progress towards commercial products over the last few years.

### 10.3 Semiconductor optical amplifiers

The SOA* is based on the conventional semiconductor laser structure where the output facet reflectivities are between 30 and 35% [Refs 4, 5]. Semiconductor optical amplifiers can be used in both nonlinear and linear modes of operation [Ref. 1]. Various types of SOA may be distinguished including the resonant or Fabry–Pérot amplifier which is an oscillator biased below oscillation threshold [Ref. 6], the traveling-wave (TW) and the near-traveling-wave (NTW) amplifiers which are effectively single-pass devices [Refs 1, 7] and the injection-locked laser amplifier, which is a laser oscillator designed to oscillate at the incident signal frequency [Ref. 8]. Such devices are capable of providing high internal gain (15 to 35 dB) with low power consumption and their single-mode waveguide structure makes them particularly suitable for use with single-mode fiber. Semiconductor optical amplifiers can, however, be classified into two main groups which are Fabry–Pérot amplifiers (FPAs) and traveling-wave amplifiers (TWAs) [Refs 1, 9], the difference between these groups being the facet reflectivities. A schematic diagram of an SOA is shown in Figure 10.2. It is based on the conventional semiconductor optical structure (gain- or index-guided) with an active region width $w$, thickness $d$ and length $L$. When the input and output laser facet reflectivities denoted by $R_1$ and $R_2$ are each around 0.3, which depicts a normal semiconductor laser, then an FPA is obtained.† In this case, as the facet

![Figure 10.2 Schematic structure of the semiconductor optical amplifier](image)

* These amplifiers were previously referred to as semiconductor laser amplifiers (SLAs) or semiconductor laser optical amplifiers (SLOAs). The SOA terminology was initially used for the traveling-wave device but has more recently been employed to also describe Fabry–Pérot and injection current distributed feedback laser amplifiers.

† An FPA may be defined as an amplifier with facet reflectivities in the order 0.01 to 0.3 [Ref. 1].
reflectivity is large, a highly resonant amplifier is formed and the transmission characteristic comprises very narrow passbands, as displayed in Figure 10.3. The mode 0 corresponds to the peak gain wavelength and the mode spacing $\delta \lambda$ can be obtained from Eq. (6.16). For operation, the FPA is biased below the normal lasing threshold current, and light entering one facet appears amplified at the other facet together with inherent noise. In practice, the amplifier chip is bonded into a package with single-mode fiber pigtails which are used to guide light into and out of the amplifier. The inherent filtering of the FPA, although useful in certain applications, means the device is very sensitive to fluctuations in bias current, temperature and signal polarization. However, because of the resonant nature of FPAs, combined with their high internal fields, they are used within nonlinear applications – for example, to provide pulse shaping and bistable elements (see Section 11.7).

To form a traveling-wave SOA, antireflection coatings may be applied to the laser facets to reduce or eliminate the end reflectivities. This can be achieved by depositing a thin layer of silicon oxide, silicon nitride or titanium oxide on the end facets such that the reflectivities are reduced to $1 \times 10^{-4}$ or less. Such a device becomes a TWA operating in the single-pass amplification mode in which the Fabry–Pérot resonance is suppressed by the reduction in facet reflectivity.* This has the effect of substantially increasing the amplifier spectral bandwidth and it makes the transmission characteristics less dependent upon fluctuations in bias current, temperature and input signal polarization. Hence the TWA proves superior to the FPA (particularly for linear applications) and also provides advantages in relation to both signal gain saturation and noise characteristics [Ref. 9]. Moreover, antireflection facet coatings have the effect of increasing the lasing current threshold, as illustrated in Figure 10.4, and so in practice such SOAs are operated at currents far beyond the normal lasing threshold current.

* In theory, a true TWA is the limiting case of a device with facets exhibiting zero reflectivity. However, in practice, even with the best antireflection coatings, some residual facet reflectivity remains (e.g. a low reflectivity of $1 \times 10^{-5}$ has been obtained at a wavelength of 1.5 $\mu$m [Ref. 11]). Hence such devices are also referred to as near-traveling-wave amplifiers [Refs 1, 12].
10.3.1 Theory

The general equation for the cavity gain $G$ of an SOA as a function of signal frequency $f$ takes the form [Refs 1, 9, 10]:

$$G(f) = \frac{(1-R_1)(1-R_2)G_s}{(1-\sqrt{R_1R_2G_s})^2 + 4R_1R_2G_s\sin^2\phi}$$ (10.1)

where $R_1$ and $R_2$ are the input and output facet reflectivities respectively, $G_s$ is the single-pass gain and $\phi$ is the single-pass phase shift through the amplifier. It should be noted that Eq. (10.1) does not include coupling losses to and from the amplifier and that the phase shift $\phi$ may be written as [Ref. 9]:

$$\phi = \frac{\pi(f-f_o)}{\delta f}$$ (10.2)

where $f_o$ is the Fabry–Pérot resonant frequency and $\delta f$ is the free spectral range of the SOA.

The 3 dB spectral bandwidth of an FPA, or essentially the ±3 dB single longitudinal mode bandwidth defined by the FWHP points $B_{\text{FPA}}$, is shown in Figure 10.3. It may be observed that using Eqs (10.1) and (10.2), $B_{\text{FPA}}$ may be expressed as:

$$B_{\text{FPA}} = 2(f-f_o) = \frac{2\delta f}{\pi} \sin^{-1}\left[\frac{1-\sqrt{R_1R_2G_s}}{2\sqrt{R_1R_2G_s}}\right]$$

or

$$B_{\text{FPA}} = \frac{c}{\pi n L} \sin^{-1}\left[\frac{1-\sqrt{R_1R_2G_s}}{2\sqrt{R_1R_2G_s}}\right]$$ (10.3)

where the mode separation frequency interval $\delta f$ given by Eq. (6.14) combines the velocity of light $c$ and the refractive index of the amplifier medium $n$ with its length $L$. Alternatively the 3 dB spectral or optical bandwidth may be expressed as a function of the FPA cavity gain $G$ following [Ref. 1]:

$$B_{\text{FPA}} = \frac{c}{\pi n L} \sin^{-1}\left[\frac{1}{2} \left(1 - \frac{(1-R_1)(1-R_2)}{\sqrt{R_1R_2G}}\right)\right]$$ (10.4)
The single-pass gain \( G_s \) defined in terms of the device parameters and the applied bias current following Eq. (6.18) for the semiconductor laser* is generally written in the form:

\[
G_s = \exp(C_L) \quad (10.5)
\]

where \( C \) is the net gain coefficient per unit length and \( L \) is the amplifier active length.

Example 10.1
An uncoated FPA has facet reflectivities of 30% and a single-pass gain of 4.8 dB. The amplifier has a 300 \( \mu \)m long active region, a mode spacing of 1 nm and a peak gain wavelength of 1.5 \( \mu \)m. Determine the refractive index of the active medium and the 3 dB spectral bandwidth of the device.

Solution: The refractive index of the active medium at the peak gain wavelength may be obtained by rearranging Eq. (6.16) such that:

\[
n = \frac{\lambda^2}{2\delta \lambda L} = \frac{(1.5 \times 10^{-6})^2}{2 \times 1 \times 10^{-4} \times 300 \times 10^{-6}}
\]

\[
= 3.75
\]

Using Eq. (10.3) the 3 dB spectral bandwidth is given by:

\[
B_{FPA} = \frac{c}{\pi n L} \sin^{-1} \left[ \frac{1 - \sqrt{R_1 R_2 G_s}}{2 \left( \sqrt{R_1 R_2 G_s} \right)} \right]
\]

\[
= \frac{2.998 \times 10^8}{\pi \times 3.75 \times 300 \times 10^{-6}} \sin^{-1} \left[ \frac{1 - \sqrt{0.09 \times 3.020}}{2 \left( \sqrt{0.09 \times 3.020} \right)} \right]
\]

\[
= 8.482 \times 10^{10} \sin^{-1} \left[ \frac{0.040}{1.904} \right]
\]

\[
= 8.482 \times 10^{10} \times 0.494 = 4.2 \text{ GHz}
\]

The above result demonstrates the narrow spectral bandwidth obtained with an uncoated FPA.

The single-pass gain \( G_s \) defined in terms of the device parameters and the applied bias current following Eq. (6.18) for the semiconductor laser* is generally written in the form:

\[
G_s = \exp(\bar{g}L) \quad (10.5)
\]

where \( \bar{g} \) is the net gain coefficient per unit length and \( L \) is the amplifier active length. However, the net gain per unit length \( \bar{g} \) may be defined in terms of the material gain coefficient \( g_m \), the optical confinement factor \( \Gamma \) and the effective loss coefficient per unit length \( \alpha \) as [Ref. 1]:

\[
\bar{g} = \Gamma g_m - \alpha \quad (10.6)
\]

Furthermore, the material gain coefficient \( g_m \) is related to the signal intensity \( I \) following [Ref. 1]:

* The round trip gain of Eq. (6.18) includes a factor of 2 which is omitted for the single-pass gain.
where \( g_0 \) is the unsaturated material gain coefficient in the absence of the input signal and \( I_s \) is the saturation intensity. Hence substitution of Eqs (10.6) and (10.7) in Eq. (10.5) for the single-pass gain gives:

\[
G_s = \exp\left[\Gamma g_m - \alpha L\right] \tag{10.8}
\]

\[
= \exp\left[\frac{\Gamma g_0}{1 + I/I_s} - \alpha L\right] \tag{10.9}
\]

It may be observed from Eqs (10.8) and (10.9) that the single-pass gain decreases with increasing intensity and that the material gain coefficient is reduced by a factor of 2 when the internal signal intensity \( I \) is equal to the saturation intensity \( I_s \).

The phase shift \( \phi_s \) associated with the single-pass amplifier includes the nominal phase shift \( \phi_o \) and an additional component resulting from the change in carrier density from the nominal density in the absence of a signal. Hence the total phase shift is given by [Ref. 13]:

\[
\phi_s = \phi_o + \frac{g_o b L}{2} \left(\frac{1}{1 + I/I_s}\right) \tag{10.10}
\]

where \( b \) is the linewidth broadening factor, and the nominal phase shift is:

\[
\phi_o = \frac{2\pi n L}{\lambda} \tag{10.11}
\]

where \( n \) is the material refractive index. Thus Eqs (10.9) and (10.10) indicate that both single-pass gain and phase are functions of optical intensity. It is clear that for a constant signal intensity (i.e. with frequency modulation) there is no inherent signal distortion; however, with a time-varying intensity the gain and phase may also change with time, causing signal distortion. Furthermore, as \( G_s \) and \( \phi_o \) are functions of the input signal intensity, then the SOA will exhibit nonlinear and bistable characteristics at high input powers.

It may be noted that Figure 10.3 shows the general form of the gain against wavelength for an SOA obtained from Eq. (10.1). Furthermore, Eqs (10.3) and (10.4) give the 3 dB spectral bandwidth for an FPA as the bandwidth of one longitudinal mode. The 3 dB spectral bandwidth, however, of a TWA is determined by the full gain width of the amplifier medium itself, as illustrated in Figure 10.5(a), rather than the Fabry–Pérot gain profile. Hence the 3 dB bandwidth of a TWA is three orders of magnitude larger than that of an FPA [Ref. 9]. Nevertheless, the passband comprises peaks and troughs whose relative amplitudes are determined by the facet reflectivities, the single-pass gain (and hence the applied bias current) and the input intensity. This gain undulation or peak–trough ratio of the passband ripple \( \Delta G \), which is defined as the difference between the resonant and non-resonant signal gain, may be observed in Figure 10.5(b). It is given by [Refs 1, 9]:

\[
\Delta G = \frac{(1 + \sqrt{R_1 R_2 G_2})^2}{(1 - \sqrt{R_1 R_2 G_2})^2} \tag{10.12}
\]
For wideband operation the peak–trough ratio must be small and for convenience is normally considered to be less than 3 dB for TWAs over their signal–gain spectrum* [Refs 1, 9]. Hence an amplifier whose gain ripple significantly exceeds 3 dB is usually categorized as an FPA.

Most of the applications of the SOA use it as a basic optical gain block while the active cavity gain, $G$, of the device is defined as the ratio of output signal power to input signal power from the cavity [Ref. 14]. When the fiber coupling losses are included at both ends of the device, however, the gain is then referred to as the fiber-to-fiber gain of the device. This parameter is illustrated in Figure 10.5(c) which displays the fiber-to-fiber gain of an SOA plotted against the output signal power. This gain remains in the linear regime for small output signal power but it then saturates at higher output signal power levels. It is therefore called small signal gain† when the amplifier operates in this linear region. Further to this point the gain decreases with increasing output signal power in a nonlinear fashion. The output signal power at the point of intersection where the linear gain region meets the nonlinear gain region as indicated in Figure 10.5(c) is called the saturation output power.

* Sometimes this definition is said to apply to a near-traveling-wave amplifier as, in theory, a gain ripple of zero would correspond to a pure TWA.
† In this case the signal has negligible dependency on the gain coefficient of the optical amplifier.

Figure 10.5 Characteristics for semiconductor optical amplifiers: (a) overall passband characteristics for both the traveling-wave and Fabry–Pérot amplifiers showing the large passband ripple in the latter case; (b) illustration of the peak–trough ratio of the passband ripple given in Eq. (10.12); (c) typical fiber-to-fiber gain against output signal power characteristic.
power and after this point the gain will continue to decrease with increasing input signal power. The saturated output power of the amplifier, however, is defined at the point where the amplifier gain is reduced by 3 dB and this point is referred to as gain saturation. A high value of saturated output power is clearly preferred for the SOA and it depends on both the structure and the type of material used in the device. Hence typical values lie in the range of 5 to 20 dBm [Ref. 15]. Furthermore, the gain of the SOA depends not only on the intensity of the signal(s) present in the active cavity medium but also on the frequency (or wavelength) of the signal(s). Assuming for an input signal that the carrier concentration throughout the active cavity remains constant, then the gain of the amplifier is governed by the multiple reflections at the mirror facets. Finally, material systems the same as those employed for semiconductor lasers (see Section 6.3.6) are used to fabricate SOAs such as the direct bandgap III–V compounds which cover the full optical fiber communication wavelength range from 0.8 to 1.7 μm [Ref. 16].

Example 10.2
Derive an approximate expression for the cavity gain of an SOA in the limiting case of a 3 dB peak–trough ratio.

Solution: For a 3 dB peak–trough ratio Eq. (10.12) becomes:

\[
\frac{1 + \sqrt{R_1 R_2 G_s}}{1 - \sqrt{R_1 R_2 G_s}} = 0.5
\]

Therefore:

\[
1 + \sqrt{R_1 R_2 G_s} = 0.707(1 - \sqrt{R_1 R_2 G_s})
\]

\[
\sqrt{R_1 R_2 G_s} = \frac{0.293}{1.707} = 0.172
\]

For a TWA, \( R_1, R_2 \ll 1 \) and, assuming a zero single-pass phase shift, Eq. (10.1) becomes:

\[
G = \frac{G_s}{(1 - \sqrt{R_1 R_2 G_s})^2}
\]

Substituting for \( \sqrt{R_1 R_2 G_s} \) gives:

\[
G = \frac{G_s}{(1 - 0.172)^2} = \frac{0.172}{(1 - 0.172)^2 \sqrt{R_1 R_2}} = \frac{0.25}{\sqrt{R_1 R_2}}
\]

The approximate expression for the cavity gain for an SOA in the limiting case is \( 0.25/\sqrt{R_1 R_2} \). Thus for wide spectral bandwidth operation the available cavity gain is determined by the quality of the antireflection coatings on the device.
10.3.2 Performance characteristics

The wide spectral bandwidths that may be achieved using high-quality antireflection facet coatings on TWAs are in the region of 50 to 70 nm. However, in comparison with FPAs, such devices require significantly higher bias currents for operation as may be observed from Figure 10.4. In addition, whereas the narrow spectral bandwidth of FPAs provides inherent noise filtering, it is not obtained with TWAs and therefore they are subject to increased levels of noise.

The residual facet reflectivity in TWAs introduces a further problem when considering the use of such amplifiers within optical fiber communication systems. This problem results from the effect of backward gain within the devices. The gain of the backward-traveling signal $G_b$ is defined as the ratio of the power in the backward-traveling signal $P_b$ to the input signal power $P_{in}$ into the amplifier. Hence the gain of the backward-traveling signal is given by [Ref. 17]:

$$G_b = \frac{P_b}{P_{in}} = \frac{(\sqrt{R_1} - \sqrt{R_2}G_s)^2 + 4\sqrt{R_1}R_2G_s \sin^2 \phi}{1 - \sqrt{R_1}R_2G_s + 4\sqrt{R_1}R_2G_s \sin^2 \phi} \quad (10.13)$$

A graphical representation of Eq. (10.13) in which $R_1 = R_2$ for $G_s = 25$ dB is shown in Figure 10.6. It may be observed that the backward gain is approaching the potential forward gain at high facet reflectivity. Moreover, even at low facet reflectivity (0.01%) the backward gain is still very significant (10 dB). In systems with cascaded amplifiers, optical isolators may therefore be required to avoid the interaction of backward signals between the devices, unless the backward wave amplitude can be made sufficiently small [Ref. 1].

Structural configurations are also used to reduce the facet reflectivity and Figure 10.7 illustrates three different structures for the SOA. Figure 10.7(a) shows a top view of an angled facet SOA in which the active region is inclined away from the facet cleavage plane [Refs 14, 15]. The active region is tilted by $\theta_p$ with respect to the norm of the input signal. This angle depends on the Fresnel reflectivity (see Section 5.2) and is a key factor.
in determining the coupling of the signal. A simple method to achieve an efficient coupling of the signal is to use a waveguide with a wider cross-sectional area that will decrease the relative reflectivity. This approach, however, will also produce higher order transverse modes [Ref. 18]. A straightforward way to preserve the single transverse mode is to broaden the end facets of the waveguide instead of using a wider waveguide as indicated in Figure 10.7(b). Such an SOA is known as an angled facet–flared waveguide amplifier [Ref. 15]. Alternatively, as shown in Figure 10.7(c), a window facet (or buried facet) structure in which the window contains a transparent region can be used to obtain reduced facet reflectivity [Refs 15, 19]. Increasing the length of the window region, however, will decrease the effective reflectivity of the SOA which consequently reduces its coupling efficiency and therefore there is a compromise between the length of the window region and the device effective reflectivity [Ref. 20].

A nether very important characteristic of the SOA is the noise generated, since it largely determines the maximum number of devices which can be cascaded as linear repeaters within an optical fiber communication system [Re. 14]. During the amplification process the spontaneously emitted photons are amplified together with the signal photons and they are also accumulated at the output of the amplifier to cause the phenomenon known as amplified spontaneous emission (ASE) (see Section 6.3.2). It is the main source of noise in SOAs and as it occurs randomly it may cause fluctuations in the optical output signal. Unlike an electronic amplifier where the thermal noise can be reduced by lowering the temperature, the ASE noise in SOAs has no dependence on temperature. Since the
spontaneously emitted photons interact directly with the optical signal at the output of the optical amplifier, the ASE is generally considered as additive noise with constant amplitude and hence it is referred to as white noise.

Since the ASE noise power depends on the amplifier gain then the noise power spectral density, \( P_{ASE} \), can be written as [Refs 15, 21–23]:

\[
P_{ASE} = m n_{sp} (G_s - 1) h \nu B
\]

(10.14)

where \( m \), \( B \) and \( h \nu \) are the mode number, the optical bandwidth and the energy of photon, respectively. The parameter \( n_{sp} \) represents the spontaneous emission factor,* which is the fraction of spontaneous emission being emitted into the cavity mode (see Sections 6.2.3 and 6.10). It can be observed from Eq. (10.14) that along with the gain of the SOA, the ASE is dependent on the spontaneous emission factor which usually lies in the range of \( 1 \leq n_{sp} \leq 4.0 \) where the maximum ASE noise will occur at values of \( n_{sp} \) around 4.0 [Ref. 22].

Another useful parameter to quantify optical amplifier noise is the noise figure \( F_n \) that is defined as the ratio of the input and output signal-to-noise ratios and is related to ASE noise following [Refs 15, 22]:

\[
F_n = \frac{P_{ASE}}{G_s \ h \nu B}
\]

(10.15)

It can be observed from Eqs (10.14) and (10.15) that for an amplifier gain higher than unity with mode number \( m = 2 \) (i.e. when using a narrowband filter), the noise figure is reduced to a value \( F_n = 2 n_{sp} \). Furthermore, when using the lowest possible value of \( n_{sp} \) (i.e. unity), the 3 dB value of the noise figure becomes 2 which is considered as a suitable value of \( F_n \) to be used in the analysis of most optical amplification systems [Refs 21, 22].

Since the optical receiver will convert photons to electrons irrespective of their generation source, the ASE appearing at the output of the optical amplifier will give rise to noise in the electrical domain. The ASE noise spectrum also changes as a function of the bias current of the optical amplifier for a fixed level of input signal power as illustrated in Figure 10.8 [Ref. 23]. It may be observed that the ASE increases with increasing bias current since the population inversion, which causes the spontaneous emission, becomes higher. At the same time the maximum value of the ASE noise spectrum is shifted to shorter wavelengths with increasing values of the bias current.

The ASE noise is present in both polarization states (i.e. TE and TM) of the amplified signal and it beats with the signal within each polarization state generating signal–spontaneous noise for each of them. It also produces spontaneous–spontaneous noise as a result of reflections from the end facet causing self-beating. Therefore ASE noise has a significant impact on optical fiber systems in particular when a nonideal extinction ratio† is obtained at the receiving end. In this situation ASE noise may contribute towards optical power for a binary 0 signal and consequently the higher optical signal power can change it to a binary 1 signal level. The random nature of ASE can also produce the opposite effect by decreasing the optical signal power for a binary 1 to a binary 0.

* Also known as the population inversion factor.
† The ratio of the optical power used in transmitting a logic level 1 to the power used in transmitting a logic level 0.
Example 10.3

An SOA operating at a signal wavelength of 1.55 μm produces a gain of 30 dB with an optical bandwidth of 1 THz. The device has a spontaneous emission factor of 4 and the mode number is equal to 2.2 when the net gain coefficient over the length of amplifier is 200. Determine: (a) the length of the device; (b) the ASE noise signal power at the output of the amplifier.

Solution: (a) The length of the amplifier can be calculated by rearranging Eq. (10.5) where:

\[ G = \exp(\eta L) \]

\[ L = \frac{G_s (\text{dB})}{10 \times g \times \log_e} \]

\[ = \frac{30}{10 \times 200 \times 0.434} \]

\[ = 34.56 \times 10^{-3} \text{ m} \]

The length of the SOA is therefore 34.6 mm.
It was mentioned previously that the gain of the FPA was very sensitive to changes in temperature and signal polarization. A dependence on these two parameters is also observed in TWA s. For example, at an operating wavelength of 1.5 \( \mu \text{m} \) the gain decreases by around 3 dB when the temperature of a TWA of length 500 \( \mu \text{m} \) is increased by 5 \( ^\circ \text{C} \) [Ref. 1]. Moreover, although a decrease in temperature increases the device gain, it also increases the passband ripple when there is residual reflectivity. With the FPA these effects are compounded by a shift in mode wavelength of approximately 10 GHz \( ^\circ \text{C}^{-1} \) caused by the variation in refractive index with temperature. Hence it is suggested that for high-gain FPAs the temperature must be controlled to within 0.1 \( ^\circ \text{C} \) [Ref. 1].

The dependence of the gain on the polarization of the input signal results from the difference in the single-pass gain for the TE and TM polarization modes. It is caused by a difference in their optical confinement factors (i.e. \( \Gamma_{\text{TE}} \neq \Gamma_{\text{TM}} \)). Furthermore, this effect is magnified in a resonant cavity because the mode propagation constants and the modal facet reflectivities are also polarization dependent. Hence the use of polarization controllers may be necessary when employing FPAs. The gain difference is minimized, however, with TWA s. For example, the gain difference for an FPA and a TWA both operating at a wavelength of 1.5 \( \mu \text{m} \) was found to be 10 dB and 2.5 dB respectively [Ref. 1].

### 10.3.3 Gain clamping

Gain clamping is a method used to maintain or clamp the carrier concentrations to a fixed level in the SOA active cavity medium. This technique is required to avoid the situation where the gain of the SOA can change due to variation of input signal power. For example, although the gain of the SOA saturates when the input power is increased, when two optical signals at different wavelengths are applied to the device, the gain produced by one optical signal can modify the response of the other due to the nonlinear effects of cross-gain modulation and four-wave mixing (see Section 3.14). These effects can, however, degrade the performance of the SOA. For smooth operation it is therefore necessary to maintain the active cavity gain of the device at a constant level.

Gain clamping may be achieved by incorporating lasing action into the amplifier, since the steady-state conditions for the laser can be obtained when the round trip gain is kept constant and equal to the round trip loss as explained in Section 6.2.5. In order to facilitate a gain-clamped SOA, mirrors are placed at either end of the device. This arrangement
creates a resonant cavity, similar to the Fabry–Pérot laser, which is used to stabilize the gain of the optical amplifier as shown in Figure 10.9(a). It may be observed that the gain-clamped SOA has two distributed Bragg reflectors (DBR 1 and DBR 2) which are used as mirrors (see Section 6.6.2). The lasing field is longitudinal, however, and parallel to the direction of the optical signal. Hence highly reflective DBR mirrors are needed to stabilize the gain of the device. Either one or both of the DBR sections can be selected as the active region, which is accomplished by applying an injection current to it. A clear benefit of the use of an active DBR region rather than a passive DBR region is to provide compensation for the loss that occurs at the input to the amplifier [Ref. 24].

Another approach to fabricate a gain-clamped SOA is to employ a DBR mirror structure as depicted in Figure 10.9(b) where the laser field is both perpendicular to the signal and vertical within the amplifier structure. The optical signal to be amplified passes horizontally through the active medium, directly through the field from the laser which is pumping photons vertically in the active medium. Then the circulating optical power from the vertical cavity laser overlaps with the amplifier waveguide and creates optical feedback to maintain a constant local gain in the amplifier. Thus the vertical laser action linearizes the amplifier gain and provides ultrafast optical feedback in response to changes at the input of the SOA. As a result of this feature, the device is sometimes also referred to as a linear optical amplifier (LOA) [Ref. 25].

Since the gain of the amplifier remains stable for a gain-clamped SOA, it is therefore possible to modify the active cavity orientation to enable the SOA to emit vertically from the surface. Such a device is known as a vertical cavity SOA [Ref. 26]. Surface emission is an important feature in the fabrication of a vertical cavity SOA as most of the light emitted can more easily be coupled to other interfaced or integrated devices (see Section 11.6). Figure 10.10 shows a vertical cavity SOA in which the active cavity medium comprising multiquantum wells based on the InGaAsP/InP material system is set vertically between two highly reflective DBR mirrors fabricated from GaAs/AlGaAs, one each at the top and bottom located on the GaAs substrate. As the gain of the vertical cavity SOA medium is confined to an extremely small region, a large number of multiquantum wells become necessary to achieve high gain by allowing the signal to traverse through the gain region many times. The device can operate in either transmission or reflection mode but for simplicity reflection mode operation only is illustrated in Figure 10.10. In this case the input at
the signal wavelength of 1.30 μm enters into the amplifier from the side opposite the pump source emitting at a signal wavelength of 0.98 μm and the output amplified signal exits along the entrance path.

The vertical cavity SOA operates in a similar manner to that of the Fabry–Pérot laser and therefore it is sometimes referred to as a vertical cavity surface-emitting laser (VCSEL) [Refs 14, 26]. A bandpass filter is not needed for a vertical cavity SOA in order to minimize ASE noise as the spontaneous emission bandwidth is limited by the Fabry–Pérot cavity. Signal–spontaneous beat noise and shot noise increase with input signal power and at high signal power levels signal–spontaneous beat noise is the main contributor to the output noise. It should be noted, however, that the output ASE noise, and hence the signal–spontaneous beat noise, is greatly affected by the mirror reflectivity [Ref. 27].

10.3.4 Quantum dots

Quantum dots are crystalline forms of semiconductor materials composed of the periodic groups’ II–VI, III–V or IV–VI material systems. Due to their small size (i.e. between 2 and 10 nanometers wide) they are also called nanocrystals. Semiconductor material systems at nanometer-scale dimensions possess variable bandgaps, unlike conventional bulk semiconductor materials. Variable bandgaps in nanometer size semiconductors result from discrete electronic energy levels as compared with continuous electronic energy levels in bulk semiconductors. In addition, a quantum-dot material can change its refractive index due to the discrete electronic energy levels so that these variable refractive index and bandgap properties enable emission over a range of wavelengths [Ref. 28]. Quantum dots occur naturally in quantum-well structures because of the monolayer fluctuations in the thickness of the quantum well. Hence self-assembled quantum dots can be fabricated simply by using molecular beam epitaxy when a material is grown on a substrate with a different lattice structure. The mis-matched lattices result in strain, producing strained islands on
top of a two-dimensional layer, and the islands can be subsequently buried to form the quantum dots. The main limitations of this approach are the cost of fabrication and the controlled positioning of individual dots. However, individual quantum dots can also be grown employing electron beam lithography in which a pattern is etched onto a semiconductor chip and conducting metal is then deposited onto the pattern.

Although the conventional SOA based on multiquantum-well technology is already small in size as compared with the other types of optical amplifiers, a further reduction in size, with the additional tunable refractive index and bandgap features offering several advantages in high-speed photonic integration (see Section 11.6), can be obtained using quantum-dot (QD) SOA technology [Refs 29, 30]. The basic structure of a QD-SOA is shown in Figure 10.11(a) where n- and p-type AlGaAs material is used to sandwich the quantum dots fabricated from InAs grown on a GaAs substrate. A thin layer of material (in this case AlGaAs), the so-called wetting layer, is usually formed beneath the quantum dots. Each quantum dot is isolated such that each one exchanges carriers with the wetting layer. It is mainly through this layer that charge carriers are fed into the active states in the dots and therefore the properties of the wetting layer are important in determining the overall performance and emission wavelength(s) of the device. Figure 10.11(b) illustrates the carrier injection in the conduction band of a single quantum dot and the wetting layer. The carriers present in the wetting layer are launched into an excited state and finally drop back to the ground state. During this process some of the carriers recombine by means of a combination of phonon and Auger recombination processes, releasing a photon of energy $E = hf$. 

**Figure 10.11** Quantum-dot semiconductor optical amplifier: (a) schematic illustration showing a layer of quantum dots situated on the wetting layer; (b) carrier injection current in the conduction band of a quantum dot.
Although conventional SOAs possess slow gain recovery time, QD-SOAs display an extremely fast speed gain recovery process. By employing quantum dots, gain saturation response time can be accelerated to picoseconds enabling QD-SOAs to perform high-speed switching operations requiring only about one-thousandth the time needed by conventional SOAs [Ref. 30]. Additionally, the QD-SOA also allows the amplification of a data-modulated pulse train without patterning effects in which optical signals do not contain different pulse power patterns for pseudorandom bit pulse sequences with increasing transmission rate [Ref. 31]. Moreover, a QD-SOA with the potential for operation at a transmission rate of 40 Gbit s\(^{-1}\) at a signal wavelength of 1.55 μm has been demonstrated [Ref. 32].

### 10.4 Fiber and waveguide amplifiers

The basic requirements for an optical amplifier include attributes such as high signal gain, high saturated output power, minimal noise generation (within the amplifier) and ultra-wide bandwidth. Fiber and waveguide amplifiers have become essential components for high-performance optical fiber communication systems as they are capable of fulfilling all the aforementioned requirements. Although the various fiber and waveguide amplifier types have significantly different performance characteristics, some of which do not match those obtained with SOAs, in all fiber and waveguide amplifier devices the spectral bandwidths and center wavelengths are largely defined by the atomic structure and not the mechanical geometry. Variations resulting from temperature changes, aging and pump power are therefore less significant in fiber and waveguide amplifiers than in SOAs.

A general representation of a fiber amplifier is shown in Figure 10.12. The gain medium normally comprises a length of single-mode fiber connected to a dichroic coupler (i.e., a wavelength division multiplexing coupler; see Section 5.6.3) which provides low insertion loss at both signal and pump wavelengths. Excitation occurs through optical pumping from a high-power solid-state or semiconductor laser which is combined with the optical input signal within the coupler. The amplified optical signal is therefore emitted from the other end of the gain medium.

The major options for implementing fiber amplifiers were mentioned in Section 10.2: namely, rare-earth-doped fiber amplifiers, Raman fiber amplifiers and Brillouin fiber amplifiers. In particular, the former two device types, in common with traveling-wave

![Figure 10.12 Schematic of a fiber amplifier](image)

* In these devices the gain medium is often a standard single-mode fiber.
SOAs, are used across a broad range of system applications, some of which are illustrated in Figure 10.13. These include use as: a power amplifier at the transmitter, an in-line optical repeater amplifier and an optical preamplifier at the receiver.

10.4.1 Rare-earth-doped fiber amplifiers

Both neodymium- and erbium-doped fiber lasers were discussed in Section 6.9.2. To date, work on rare-earth-doped fiber amplifiers has concentrated on the erbium dopant, particularly in silica-based single-mode fibers. High gains of between 30 and 40 dB with low noise have been demonstrated [Refs 3, 33, 34] with optical pump powers in the range 50 to 100 mW. Such devices can be made to lase over the longer wavelength region (1.5 to 1.6 μm) of interest within optical fiber communications. Practical pump bands exist at wavelengths of 532 nm, 670 nm, 807 nm, 980 nm and 1480 nm [Refs 2, 35]. However, the latter three wavelengths comprise the most important pump bands. The amplification is dependent on the material gain of a relatively short section (1 to 100 m) of the fiber. Aluminum codoping can be used to broaden the spectral bandwidth to around 40 nm (see Figure 10.1). It should be noted, however, that the spectral dependence on gain is not always as constant as that illustrated in Figure 10.1 (e.g. see Figure 6.44) and hence the spectral bandwidth for erbium-doped silica fibers may be restricted to around 300 GHz (2.4 nm) [Ref. 33].
A factor which limits the gain available from an erbium-doped fiber amplifier is a phenomenon known as excited state absorption (ESA). This process is illustrated in the energy-level diagrams for an erbium-doped fiber system shown in Figure 10.14. Erbium provides a three-level lasing scheme which is illustrated in Figure 10.14(a). However, in the erbium fiber amplifier photons at the pump wavelength tend to promote the electrons in the upper lasing level into a still higher state of excitation, as shown in Figure 10.14(b). These electrons then decay nonradiatively to intermediate levels, such as the pump bands, and then eventually back to the upper lasing level. Hence ESA reduces the pumping efficiency of the device and as a result it is necessary to pump at a higher power to obtain a specific gain.

The reduction of ESA in erbium-doped fiber amplifiers is therefore being pursued [Refs 36, 37]. This may be achieved by changing the location of the energy levels through codoping of the erbium–silica fiber amplifier with other compounds such as phosphorus pentoxide. Another technique is to pump the fiber amplifier at a wavelength which does not cause the population of an excited state. Unfortunately, significant ESA is present at
the favored 807 nm pump band. Nevertheless, improved efficiency is obtained with the 980 and 1480 nm pump wavelengths. In particular the 980 nm wavelength displays high efficiency (twice the dB W$^{-1}$ gain figure of the 1480 nm wavelength) but pump sources are not readily available, whereas operation at 1480 nm can be facilitated by both semiconductor and solid-state laser sources.

An alternative solution to avoid ESA, however, is to change to another glass technology in place of silica. In this context the success that has been achieved in lasing with a fluoro-zirconate host glass (see Section 6.9.2) may provide a way forward. Signal amplification has already been obtained in an erbium-doped multimode fluorozirconate fiber using a 488 nm pump wavelength to provide gain at a wavelength of 1.525 μm [Ref. 38].

The bandwidth potential of rare-earth-doped fiber amplifiers can be utilized when the appropriate doping element is selected to enable the development of a fiber amplifier offering flatter gain and also increased bandwidth. Figure 10.15 provides an optical spectrum for fiber amplifiers displaying the main rare-earth-doped fiber and Raman fiber systems and their corresponding amplification bands. It displays the saturated output power for each type of fiber amplifier plotted as the function of the optical wavelength. The range of different optical communication wavelength bands (i.e. wavelength windows) is also provided at the top of Figure 10.15. Since each material possesses different absorption–emission properties to absorb energy either in a single step or multiple steps, and to emit light in one or more narrow spectral ranges, it is therefore not possible to construct a single rare-earth-doped fiber amplifier which can provide the amplification for all fiber bands. It should be noted, however, that the Raman fiber amplifier does give amplification across all fiber bands covering both the 1.3 μm and 1.5 μm windows (see Section 10.4.2) [Ref. 39].
Trivalent neodymium (Nd$^{3+}$) and erbium (Er$^{3+}$) are the most common rare earth elements that are used for the purpose of optical fiber amplification around the wavelength windows of 1300 nm and 1500 nm, respectively. The erbium–ytterbium-doped fiber amplifier (EY DFA) provides amplification over the wavelength range from 1535 to 1567 nm whereas the tellurium–erbium-doped fluoride fiber amplifier (Te-EDFA) can be used to obtain amplification for the range of wavelengths from 1530 to 1608 nm. It should be noted from Figure 10.15 that the praseodymium-doped fiber amplifier (PDFA) is the only rare-earth-doped fiber amplifier capable of amplification in the 1300 nm window [Refs 40, 41]. Moreover, the neodymium-doped fiber amplifier (NdDFA) may also provide amplification for the range of wavelengths between 1260 and 1360 nm but it provides more consistent performance at a signal wavelength of 1345 nm [Ref. 42]. Finally, the thorium-doped fiber amplifier (ThDFA) and thulium-doped fiber amplifier (TDFA) cover the amplification ranges in the E- and S-bands, respectively [Ref. 43].

Recently, an erbium-based microfiber amplifier (EMFA) has also been realized that uses erbium-doped glass to produce high optical gain over just a few centimeters of fiber, rather than over many meters, as with traditional EDFAs [Ref. 44]. The EMFA uses Er$^{3+}$-doped phosphate glass that supports the doping concentrations of the erbium ions at higher levels in comparison with conventional glasses. For example, a commercially available EMFA exhibits a high gain of 15 dB within a wavelength range from 1530 to 1565 nm while the device also displays greater than 12 dBm output signal power [Ref. 44].

10.4.2 Raman and Brillouin fiber amplifiers

Nonlinear effects within optical fiber may also be employed to provide optical amplification. Such amplification can be achieved by using stimulated Raman scattering, stimulated Brillouin scattering or stimulated four-photon mixing, giving parametric gain (see Sections 3.5 and 3.14) by injecting a high-power laser beam into undoped (or doped) optical fiber. Among these Raman amplification exhibits advantages of self-phase matching between the pump and signal together with a broad gain–bandwidth or high-speed response in comparison with the other nonlinear processes. In particular the broad gain–bandwidth associated with Raman amplification is attractive for current wavelength division multiplexed (WDM) systems since fiber Raman amplifiers in comparison with doped fiber amplifiers provide gain over the entire fiber band (i.e. 0.8 to 1.6 μm) [Ref. 39].

The pump signal optical wavelengths in Raman fiber amplifiers are typically 500 cm$^{-1}$ higher in frequency than the signal to be amplified, and the pumping signal can propagate in either direction along the fiber. A schematic representation of both the forward and backward pumping capability of Raman fiber amplifiers is shown in Figure 10.16. Moreover, continuous-wave Raman gains exceeding 20 dB have been demonstrated experimentally in silica fiber [Ref. 45] which in principle exhibits a broad spectral bandwidth of up to 100 nm with suitable doping of the fiber [Ref. 2]. In addition, Raman gain in excess of 40 dB has been obtained using fluoride glass fiber in which the Raman shift is 590 cm$^{-1}$ [Ref. 46]. Raman fiber amplifiers have been investigated for WDM system applications. For example, the simultaneous amplification using 60 mW pump power of three DFB laser diodes operating at wavelengths in the 1300 and 1500 nm windows provided each channel with 5 dB gain [Refs 47, 48]. Furthermore, the gain–bandwidth of
this fiber Raman amplifier was estimated to be in the range 90 to 300 nm, as indicated in Figure 10.15.

The Raman gain $G_R$ is dependent on a number of factors including the fiber length, the fiber attenuation and the fiber core diameter.* It may be expressed as a function of the optical pump power $P_p$ as [Ref. 49]:

$$G_R = \exp\left(\frac{g_R P_p L_{\text{eff}}}{A_{\text{eff}} k}\right)$$

(10.16)

where $g_R$ is the power Raman gain coefficient, and $A_{\text{eff}}$ and $L_{\text{eff}}$ are the effective fiber core cross-sectional area and length, respectively, and $k$ is a numerical factor that accounts for polarization scrambling between the optical pump and signal [Ref. 50]. The term $g_R A_{\text{eff}} k$ represents the Raman gain efficiency measured in W$^{-1}$ km$^{-1}$. It should be noted that for complete polarization scrambling, as in conventional single-mode fiber, $k = 2$. The effective fiber core area and length are given by:

$$A_{\text{eff}} = \pi r_{\text{eff}}^2$$

(10.17)

$$L_{\text{eff}} = \frac{1 - \exp(-\alpha_p L)}{\alpha_p}$$

(10.18)

where $r_{\text{eff}}$ is the effective core radius, $\alpha_p$ is the fiber transmission loss at the pump wavelength and $L$ is the actual fiber length.

The theoretical Raman gain characteristics as a function of fiber length for standard 10 μm core single-mode fibers with a pump input power of 1.6 W are shown in Figure 10.17 [Ref. 51]. It may be observed that the Raman gain becomes larger as the fiber lengths increase up to around 50 km where asymptotically it reaches a constant value. Moreover,

* In standard single-mode fibers there are relatively low concentrations of germanium in the core, which increases the peak Raman gain in comparison with pure silica core fiber.
it is clear that higher Raman gains can be obtained with lower loss fibers. Although not apparent from Figure 10.17 it is also the case that the Raman gain is increased as the fiber core diameter is decreased (see Eq. (10.16)). Nevertheless, in general the optical pump power required for Raman amplification tends to be high.

Raman fiber amplifiers can be divided into two main categories, namely discrete and distributed. Discrete Raman amplifiers are also commonly referred as lump Raman amplifiers since these devices are used as a lumped element inserted into the transmission line to provide the gain. In this case all of the pump power is confined to the lumped element whereas it is distributed when the amplification takes place along several kilometers of fiber. Therefore a distributed Raman amplifier extends the pump power into the transmission line fiber [Ref. 52]. Both lumped and distributed Raman fiber amplifiers can be combined together for use in wideband applications where their combined amplification increases the overall amplified spectral bandwidth and such devices are referred to as hybrid Raman amplifiers (see Section 10.4.5).

In Raman amplifiers the ASE contributes most of the noise since the common sources of noise include beating of the signal with the ASE and also generation from nonlinearities caused by the medium such as four-wave mixing, self-phase modulation and cross-phase modulation (see Section 3.14). Moreover, the length of fiber can directly influence the noise within Raman amplifiers, for example, as a result of the double Rayleigh scattering reflections* traveling along the fiber which have a magnitude proportional to the length of

\* Double Rayleigh scattering reflections are also known as multipath interference where the light signal reaches the receiver by more than one optical path; it occurs in fiber Raman amplifiers due to backward and forward propagation of the signal as a result of the nonuniform composition of the glass [Ref. 53].

Figure 10.17 Raman gain dependence on fiber length and pump loss (\(\alpha_p\)) for a pump input power of 1.6 W and a fiber core diameter of 10 \(\mu\)m. Reprinted with permission from Y. Aoki, 'Properties of fiber Raman amplifiers and their applicability to digital optical communication systems', *J. Lightwave Technol.*, 6, p. 1225, 1988. Copyright @ 1988 IEEE
the fiber. Hence the ASE noise will be reflected together with the signal thus causing it to be increased several times [Ref. 54]. The adverse effect of double Rayleigh scattering reflections, however, can be reduced if two or more stages of the amplification are employed instead of a single amplification stage over the full length of the fiber [Ref. 55]. In addition to ASE noise, the selection and number of pump signals can also directly influence the amplifier noise. In the fiber Raman amplifier (and particularly the distributed Raman amplifier) the pump signal and input signal interact for a longer time over several kilometers of the fiber and therefore any fluctuations in pump power (i.e. the pump noise) will be transferred to the transmitted signal. This pump noise is generally referred to as relative intensity noise (RIN) (see Section 6.7.4) and it becomes more serious when multi-pump signals are used in order to achieve wideband amplification [Ref. 55]. It can be minimized, however, by reducing the interaction time between the pump and the input signal. This can be achieved by using counterpropagation of the signals where the interaction time for the pump and the signal is very short (i.e. the backward pump method as illustrated in Figure 10.16).

By contrast, stimulated Brillouin scattering is a very efficient nonlinear amplification mechanism that can provide high gains at modest optical pump powers of around 1 mW [Ref. 35]. However, it results from the scattering process in which the pump wavelength is often only around 20 GHz distance from the frequency of the optical signal to be amplified. Moreover, it is a narrowband process and the gain–bandwidth may only be in the range 15 to 20 MHz in silica fiber at a wavelength of 1.5 μm [Ref. 56]. The limitation on the spectral bandwidth in a pure silica fiber is around 50 MHz [Ref. 2] which fundamentally restricts the use of Brillouin amplifiers to relatively low-speed communications. Although it is possible to extend the spectral bandwidth to 100 to 200 MHz with germanium doping of the fiber core, it does not significantly alleviate this problem.

Nevertheless, when the fiber is pumped with a CW laser at a power in the range 5 to 10 mW, gains in excess of 15 dB can be obtained [Ref. 2]. A very precise frequency difference of around 11 GHz, however, must be maintained between the optical pump and the signal to ensure that the Brillouin scattering phenomenon continues unabated. This fiber amplifier type is therefore perceived to have a rather restricted range of application. However, the narrowband process could be useful in the provision of tunable filters within WDM systems. It can provide channel selection by allowing amplification of a particular channel without boosting other nearby channels. For example, Brillouin amplification was investigated for channel selection in densely packed, single-mode fiber systems [Ref. 57]. In this case data transmitted at a rate of 45 Mbit s\(^{-1}\) was detected without errors with an interfering channel spaced only 140 MHz away at an operating wavelength of 1.5 μm.

A possible limitation of Brillouin amplification, however, for bidirectional WDM applications results from crosstalk due to Brillouin gain if the frequency difference between the counterpropagating waves coincides with the Brillouin shift of around 20 GHz [Ref. 58]. The power level at which significant crosstalk can occur is only of the order of 100 μW [Ref. 59]. Fortunately, since the Brillouin gain–bandwidth is particularly narrow such crosstalk can generally be avoided by a correct choice of signal wavelengths, without restricting the channel packing density. In addition this narrow bandwidth can prove useful for tunable filters to provide channel selection by allowing optical amplification of a particular channel without boosting other nearby channels [Refs 60, 61].
10.4.3 Waveguide amplifiers and fiber ampltex

Recent advances in waveguide technology have produced semiconductor waveguide Raman lasers and amplifiers using a GaP core layer and AlGaP cladding layers [Ref. 62]. Figure 10.18(a) shows the cross-sectional view of a Raman amplifier waveguide formed on a GaP substrate. The core of the waveguide is fabricated from a GaP epitaxial layer and the cladding layers comprise AlGaP epitaxial layers. The thickness and the width of the core section within this device are in the range 0.8 to 2.0 μm and 1.8 to 3.0 μm, respectively, whereas the length of the waveguide is 5.0 to 10.0 mm. Raman gain for the semiconductor waveguide device is proportional to the pump power density and the waveguide length. These features of Raman waveguide amplifiers can be used to perform an optical gate function to select a single or desired number of channels from several channels extending over terahertz bandwidth rather than demultiplexing a WDM signal [Ref. 63].

Furthermore, for best performance the waveguide structure requires high crystalline qualities with only minor imperfections and irregularities in the optical waveguide [Ref. 64]. Such imperfections, however, reduce the gain of waveguide Raman amplifiers in particular where both sides of the waveguide are tapered for the purpose of efficient
interconnection instead of using a straight waveguide structure. For instance, in an experimental demonstration a Raman fiber amplifier gave a maximum gain in excess of 23 dB using a straight waveguide, whereas it was reduced to just 4.2 dB when a tapered structure at both sides was employed [Ref. 65].

Another category of doped fiber amplifier that utilizes a planar waveguide is the erbium-doped waveguide amplifier (EDWA). This is similar to EDFA except that it provides a higher gain by using a short waveguide (i.e. 1 or 2 centimeters in length) rather than a coil of several meters of fiber as does the conventional EDFA [Ref. 66]. Additionally the EDWA employs a more complex planar circuit to perform optical functions including amplification, variable attenuation, splitting, filtering and pump sharing [Ref. 66]. The last function enables several amplifiers to be driven by a single-pump laser. This is important in particular for the subband and per-channel amplification since each amplifier requires only modest power to produce optical gain. Figure 10.18(b) shows the structure of the EDWA. It consists of input ports for the optical input and pump signals together with the amplifying medium containing phosphate glass. In order to reduce the size without reducing the gain, the planar waveguide is placed as a circular or elliptical spiral [Ref. 67]. It is also possible to increase erbium ion doping which provides higher optical gain per unit length thus reducing the length of the gain medium. This is achieved, however, at the cost of reduced efficiency since the addition of more erbium ions to the glass increases ion cluster formation, the ions in which also exchange energy in the excitation state and therefore not all these ions contribute to the gain mechanism.

EDWAs can be arranged in the form of an array as depicted in Figure 10.19 which comprises four EDWAs in an array sharing the same optical pump source. The pump signal is combined with the input signal via four coarse WDM couplers (see Section 5.6.3), followed by four EDWAs. The pump-sharing feature reduces the cost of amplification in situations where only moderate gain and power are required. Alternatively, an amplified splitter that contains an optical power splitter and a single optical amplifier reduces the number of amplifiers required. In addition, the amplified splitter may include couplers, multiplexer, optical filter and optical pump source. Amplified splitters utilizing EDWAs are commercially available which can splitter/combine 4 to 12 input signal wavelengths into a single output fiber [Ref. 68].

![Figure 10.19 A 4 × 4 array comprising erbium-doped waveguide amplifiers sharing the same optical pump source; WDM couplers and filters are also shown as a part of the complete package.](image)
The cost-effective use of an optical amplifier depends not only on the size of the network but also on the selection of an appropriate type of amplifier. For example, a sub-banded dense WDM system application may require only 4 to 8 channels as compared with 32 to 40 channels for typical broadband dense WDM applications. In this case the total power requirements reduce by 9 to 10 dB and it requires a narrowband optical amplifier system providing a means to access few channels instead of all the channels within a multiplexed signal. Additionally, dynamic gain control at the add/drop multiplexer may be required for a single or few channels only [Ref. 69]. In order to meet such requirements another category of optical amplifiers is emerging known as amplets. Amplets are small-sized optical amplifier architectures which comprise miniature taps, planar optical couplers, isolators, and filters to reduce the overall amplifier architecture dimension by around 30 to 40%. Therefore an amplet can be used for optical amplification of a single or few wavelength channels consuming lower power levels and occupying less space. Amplet architectures can be implemented using any optical amplifier technology (i.e. SOA or fiber amplifiers). The name amplet is used to distinguish them from their larger and more complex predecessors.

Figure 10.20 shows an architecture for an amplet based on two EDFA stages with built-in narrow-bandpass add/drop filters. The center taps between the two stages allow insertion of devices to achieve other networking functions such as dispersion compensation and dynamic gain control. In order to reduce the noise an ASE filter is also incorporated in the return path.

The physical dimensions of optical amplifiers with (and without) additional components required to achieve control operation are illustrated in Figure 10.21. An EDFA amplet can be configured based on the requirements of the particular amplification system. For example, with only a single add or drop tap (i.e. single port mini-amplet), with two add/drop ports (i.e. two-port amplet) or with multiple add/drop ports, while in the latter case the amplets can be cascaded using an array structure for expansion of capacity [Ref. 70].

Finally, Table 10.1 provides a comparison of the performance parameters for an EDFA amplet with typical EDWA and SOA devices [Ref. 69]. It can be seen that the EDFA amplet provides the highest output signal power (greater than 15 dBm) and that the gain of the amplet is nearly equal to that of the SOA. Further advantages of the EDFA amplet are

![Figure 10.20](image-url) A two-port optical amplet architecture based on the erbium-doped fiber amplifier
that it exhibits the lowest polarization mode dispersion and it also consumes substantially less power than the SOA with power consumption approximately equal to the EDWA.

### 10.4.4 Optical parametric amplifiers

When a strong optical signal is incident on a nonlinear medium (i.e. optical fiber, waveguide, photonic crystal) it generates a spectral region around itself due to scattering within the medium and therefore another small signal present in the medium may gain some signal power. This phenomenon, known as parametric gain, can be used to amplify weak optical signals. The parametric gain mechanism utilizes the principle of four-wave mixing (FWM) (see Section 3.14). Figure 10.22(a) illustrates the operation of an optical parametric amplifier when three signals, namely the pump, the idler and the weak input signal, are applied to a nonlinear fiber. An optical idler signal possesses a frequency equal to the difference of frequencies between the pump and input signal. It also contains a higher signal power as compared with pump and input signal power which is transferred to a weak input signal during the process of wave mixing. A strong pump signal produces Stokes and anti-Stokes frequencies and as a result of four-wave mixing the pump signal power is transferred to the optical input signal. Optical couplers are used to ensure four-wave mixing of the signals to produce the desired output signal since the parametric gain...
yields unwanted signals and therefore an optical filter is used to isolate these from the output amplified signal as shown in Figure 10.22(a). The peak parametric amplification or gain $G_p$ can be written as an exponential gain following [Ref. 71]:

$$G_p = \frac{1}{4} \exp(2\gamma P_p L)$$ (10.19)

where $\gamma$ is the fiber nonlinear coefficient, $P_p$ is the pump signal power and $L$ is the length of the fiber. The fiber nonlinear coefficient which depends on the refractive index of the fiber cladding $n_2$ and the signal wavelength $\lambda$ is given by:

$$\gamma = \frac{2\pi n_2}{\lambda A_{eff}}$$ (10.20)

where $A_{eff}$ is the effective core area of the fiber.
Example 10.4

A parametric optical amplifier is 500 m in length with an optical pump operating at a signal wavelength of 1.55 μm with signal power of 1.4 W. When the input signal wavelength is 1.56 μm and the parametric peak gain is 62.2 dB, calculate: (a) the fiber nonlinear coefficient; (b) the parametric gain in dB when it is reduced to quadratic gain.
10.4.5 Wideband fiber amplifiers

The combinations of fiber amplifiers which can be used to provide amplification extending over a wide wavelength range are often referred to as wideband, or hybrid, amplifiers. These combinations can be in serial, parallel or a combination of both configurations while the optical fiber amplifiers used in such combinations can be rare-earth-doped fiber, Raman fiber or the combination of both types of fiber amplifiers. Figure 10.23 illustrates these different ways to obtain wideband amplification using fiber amplifiers. A dual or serial configuration is shown in Figure 10.23(a) where two EDFA's are connected in series to accomplish wideband amplification, each providing the gain for both C- and L-bands. Figure 10.23(b) represents the parallel configuration with two EDFA's, each one placed in a branch to achieve wideband amplification for C- and L-bands, respectively. For example, an experimental setup has demonstrated that such an amplifier configuration with only two

Solution: (a) The fiber nonlinear coefficient $\gamma$ can be obtained from Eq. (10.19) where the peak parametric gain is:

$$G_p = \frac{1}{4} \exp(2\gamma P_p L)$$

which can be rewritten in decibels as:

$$G_p(dB) = 10 \times \log_{10} \left[ \frac{1}{4} \exp(2\gamma P_p L) \right]$$

Therefore:

$$\gamma = \frac{G_p(dB) - 10 \times \log_{10}(0.25)}{P_p L} \times \frac{1}{10 \times \log_{10}(2.7182818284)^2}$$

$$= \frac{62.2 + 6}{1.4 \times 500} \times \frac{1}{8.7}$$

$$= 11.19 \times 10^{-3} \text{ W}^{-1} \text{ km}^{-1}$$

Hence the fiber nonlinear coefficient of the parametric amplifier is $11.2 \text{ W}^{-1} \text{ km}^{-1}$.

(b) The quadratic gain $G_p$ for an optical parametric amplifier is given by Eq. (10.21) which can be rewritten to provide the decibel gain as follows:

$$G_p(dB) = 10 \times \log_{10}(\gamma P_p L)^2$$

$$= 10 \times \log_{10}(11.2 \times 10^{-3} \times 1.4 \times 500)^2$$

$$= 17.88 \text{ dB}$$

The gain of the parametric amplifier when it is reduced to the quadratic gain is therefore 17.9 dB.
EDFAs in parallel can exhibit a flat gain of 15 dB for a wide bandwidth of 105 nm from 1515 to 1620 nm [Ref. 77].

Further expansion in amplification bandwidth can be achieved when the serial configuration is introduced within any one arm of the parallel configuration as indicated in Figure 10.23(c). This hybrid technique comprising two EDFAs in parallel and another in series can achieve a spectral bandwidth of 120 nm. A maximum gain of 33 dB was delivered using this hybrid configuration over the wavelength range from 1480 to 1600 nm, covering the S-, C- and L-bands [Ref. 78]. It is also possible to obtain wideband amplification using different types of fiber amplifiers where again the configuration can be arranged by using a serial, parallel or hybrid combination. For example, Figure 10.23(d) displays an EDFA in serial combination with a fiber Raman amplifier [Ref. 79].

It is also possible to achieve wideband amplification using only fiber Raman amplifiers. In this case, instead of using a single optical wavelength pump, multiple pump sources can be used to accomplish wideband amplification. Figure 10.23(e) illustrates the concept of a multiple-pump wavelength fiber Raman amplifier where $P_{p1}, \ldots, P_{pn}$ represents the pump signal power with additional subscript (i.e. 1, 2, 3, \ldots, n) describing the number for each optical
pump source. In this case complete amplification can be obtained using multiple stages (i.e. two or three) each for S-, C- and L-bands, respectively. This multistage technique, however, requires the wavelength multiplexing of the optical signal to be amplified at each stage. An experimental demonstration utilizing such multiple pump sources using fiber Raman amplifiers has provided an optical bandwidth greater than 100 nm [Ref. 80]. Another demonstration using a tellurite-based fiber Raman amplifier employing a 250 m fiber length and multiple-pump sources gave a 160 nm bandwidth with a gain of more than 10 dB over the wavelength range from 1490 to 1650 nm [Ref. 81].

10.5 Wavelength conversion

Wavelength conversion is defined as a process by which the wavelength of the transmitted signal is changed without altering the data carried by the signal. The device that performs this function is usually called a wavelength converter but it is also referred to as a wavelength (or frequency) changer, shifter or translator. It is termed an up-converter when the converted signal wavelength is longer than the original signal wavelength and it is called a down-converter if the converted signal wavelength is shorter than the original signal wavelength. A wavelength converter should be capable of receiving an incoming signal at any wavelength (i.e. a variable wavelength) at the input port and must produce the converted signal at a particular wavelength (i.e. a fixed wavelength) at the output port. Therefore the input/output (I/O) ports of the converter must possess the capability of a variable input-fixed output (VIFO) converter and the majority of the optical switching networks use this type of device (see Section 14.5).

Based on component enabling technologies the different device types can be described as either optoelectronic, or optical and all-optical wavelength converters. An optoelectronic wavelength converter comprises an optical receiver and transmitter that receives the incoming signal at one wavelength and then retransmits on another signal wavelength. The basic function of an optoelectronic wavelength converter is illustrated in Figure 10.24 where an optical intensity-modulated input signal at the wavelength $\lambda_{in}$ is first detected in an optical-to-electrical (O/E) block using a photodiode and then the received data is processed in the electrical domain. The processor section may also contain an electronic regenerator circuit that reconstitutes the electrical signal from the received data thereby rectifying any errors induced by transmission through the fiber (see Section 12.6.1). The electrical data is then converted back to an optical signal in an electrical-to-optical (E/O) section by modulating an optical transmitter that emits a compliant wavelength at the output port (i.e. converted wavelength, $\lambda_{conv}$). This method can be modular and hence flexible, but the transmission rate tends to be restricted due to limitations of the O/E/O interfaces [Ref. 82].

![Figure 10.24 Optoelectronic wavelength converter](image-url)
The main disadvantage of optoelectronic wavelength converters is that all wavelengths
must be terminated and reprocessed when a single or only few wavelengths may be
intended for that particular destination. In addition, these converters generally cannot process
different signal modulation formats and therefore the information contained in the
intensity, frequency, phase or polarization of the signal is required to be reprocessed for
the purpose of wavelength conversion or it will be lost. Hence optoelectronic wavelength
converters are not transparent to signal modulation formats. Nevertheless, currently such converters find some limited use in existing optical networks [Ref. 83]. For example, the
SONET repeater provides optoelectronic wavelength conversion when the output port transmits a compliant wavelength [Ref. 84].

The other major wavelength converter type comprises optical and all-optical configura-
tions where the signal remains entirely in the optical domain from the input to the output
port. The control, however, can be provided electronically or optically and therefore these converters are referred to as either optical wavelength converters (OWCs) or all-optical wavelength converters (AOWCs), respectively. The strategy used for the implementation of optical wavelength conversion utilizes the nonlinearity of the optical medium which can be either active or passive, each producing different nonlinear effects (see Section 3.14). In this context devices can be further subdivided according to their operating principles into two broad categories which are coherent and cross-modulation wavelength converters [Ref. 84]. Coherent wavelength converters make use of a passive optical medium to exploit nonlinear effects such as four-wave mixing and difference frequency generation [Ref. 84]. The other category of optical wavelength converter is based on the cross-modulation properties of an active nonlinear medium in which an optical control signal experiences the changes produced due to the intensity variation of an intensity-modulated input signal present in the active cavity. The process of imposing the nonlinear response of the medium onto the control signal is known as a cross-modulation scheme and depending upon the properties of the nonlinear medium (i.e. optical gain and material absorption) and the modulation on the optical signal (i.e. intensity, phase or polarization), this scheme can be divided into four main approaches: cross-gain modulation (XGM); cross-phase modulation (XPM); cross-absorption modulation (XAM); and differential polarization modulation (DPM).

10.5.1 Cross-gain modulation wavelength converter

A cross-gain modulation (XGM) wavelength converter utilizes the nonlinear properties of a semiconductor optical amplifier to perform the conversion process. According to the cross-gain modulation principle, the intensity-modulated data on one signal wavelength, generally called the pump signal, produces variations in carrier density within the SOA which provides inverted gain modulation in the SOA medium (see Section 10.3). These gain modulations can be imprinted onto a continuous wave (CW) signal called a probe signal. Thus the probe signal acquires an inverse copy of the data and when the wavelength of the probe signal is different from the pump signal, wavelength conversion is obtained where data has been shifted from the pump signal wavelength to a probe signal wavelength.

Figure 10.25 illustrates the basic principle of operation for an XGM wavelength con-
verter employing an SOA. In Figure 10.25(a) an intensity-modulated input signal at wave-
length λ_in and CW probe signal at wavelength λ cw are applied to the SOA and following the
XGM the converted probe signal at wavelength $\lambda_{\text{conv}}$ is obtained through an optical bandpass filter. This process of XGM wavelength conversion is also displayed in the signal time chart of Figure 10.25(b). In the first step an input signal containing intensity-modulated data 01001010 is applied to the SOA. The carrier density variations ($\Delta N$) produce an inverted copy of this data as 10110101 in the SOA medium which is identified in the following step. A CW probe signal with a constant signal power is then applied to the SOA. The carrier-density-induced variations constituting the data modulate this CW probe signal power and thus the converted probe signal contains the data 10110101 as shown in the final step. Hence the converted probe signal now incorporates the original data from the intensity-modulated input signal. Figure 10.25(c) provides the transfer function characteristic for the XGM wavelength converter. It may be observed that the ideal transfer function indicates a step or rectangular (i.e. digital) response but as a result of the slow gain recovery of the SOA, the transfer function does not maintain a rectangular shape, rather its amplitude gradually decreases producing the response as shown in bold in Figure 10.26(c).

Figure 10.25 Cross-gain modulation (XGM) wavelength conversion with a semiconductor optical amplifier (SOA): (a) structure using copropagation of the input and CW probe signals; (b) signal time chart showing the operating principle of XGM wavelength conversion; (c) transfer function characteristic for the inverted output signal power.
The XGM wavelength converter shown in Figure 10.25(a) is configured as a copropagating scheme where the input and CW probe signal are fed from the same side of the SOA and propagate in the same direction. It is also possible to achieve XGM wavelength conversion using a counterpropagating scheme where the input and CW probe signals are fed into the SOA from opposite sides. In either case the process of XGM conversion is not immune from the generation of noise due to the ASE noise within the SOA and therefore an optical filter is a necessary requirement at the output port of the device [Ref. 85].

The speed of operation of XGM wavelength conversion is determined by the carrier dynamics of the SOA which is restricted due to its relatively slow carrier recovery that, however, can be increased when the interaction time between the input and CW probe signal is increased. This situation can be achieved by increasing the length of the SOA or by cascading more SOAs in a copropagating scheme [Ref. 85]. In this manner XGM wavelength converters can generally be used for transmission rates of 40 Gbit s$^{-1}$ [Ref. 86] and error-free conversion of an intensity-modulated signal at 100 Gbit s$^{-1}$ based on grating-assisted XGM in a 2 mm long SOA has been demonstrated [Ref. 87]. Although the XGM wavelength converter has a relatively simple structure, the main drawback with the device concerns the degradation of extinction ratio (see Section 10.2) which causes severe limitations in relation to the cascadability of such devices in an optical network [Ref. 88].

### 10.5.2 Cross-phase modulation wavelength converter

During the process of XGM in an SOA the carrier density variation gives rise to a change in the refractive index of the nonlinear medium which is proportional to the amplitude of the input signal and inversely proportional to carrier density variations. These refractive index variations produce phase modulation when a CW probe signal is coupled to the SOA. When these phase modulations are converted into amplitude modulation using an interferometric arrangement, the resultant probe signal contains an exact copy of the intensity-modulated pattern and the converter is then referred to as a cross-phase modulation (XPM) wavelength converter. The basic structure of an XPM wavelength converter is illustrated in Figure 10.26. It is similar to the XGM wavelength converter but it incorporates an additional phase modulation-amplitude modulation (PM−AM) element with another path to it from the probe signal creating an interferometric structure. Hence the CW probe signal splits into two parts and each is applied to the SOA and the PM−AM element. The probe signal at wavelength $\lambda_{\text{cw}}$ propagates through the optical filter acquiring the refractive-index-induced phase modulation in the active cavity of the SOA while the input signal at $\lambda_{\text{in}}$ is blocked by this optical filter. Hence the CW probe signal combines with the phase-modulated probe signal in the PM−AM element when the interference is

![Figure 10.26](image-url) Structure of a cross-phase modulation wavelength converter
The output at the PM–AM element therefore incorporates a probe signal that contains a copy of the data of the input signal but it is now at a different wavelength, being that of the probe signal, thus giving XPM wavelength conversion.

There are several possibilities for realizing an XPM wavelength converter utilizing SOAs in an interferometric configuration. Such a wavelength converter based on a Mach–Zehnder interferometer (MZI) configuration is depicted in Figure 10.27 which comprises two SOAs located in the two paths or arms. The operation is similar to the basic XPM wavelength converter while the use of another SOA (i.e. SOA 2) in the lower path increases the gain of the converted probe signal. Phase to amplitude modulation can be obtained when a relative phase difference is introduced between the interferometer paths which can be provided by setting different path lengths [Ref. 89]. Alternatively, a phase-shifting element may be placed in the lower path of the interferometer before the optical filter at which the probe signal is recombined producing constructive interference [Ref. 90].

In the copropagating scheme shown in Figure 10.27(a) the CW probe and the input signals are launched into SOA 1 and both the CW probe and input signals travel in the same direction, whereas in the counterpropagation scheme displayed in Figure 10.27(b) the input signal at wavelength $\lambda_{in}$ and CW probe signal at $\lambda_{CW}$ are applied to SOA 1 from opposite directions. Although the operation of the wavelength converter is similar for both schemes, the counterpropagating scheme has the advantage of reduced noise as the CW probe signal does not interact and hence an optical filter may not be required [Ref. 84].

During the process of XGM and XPM another phenomenon, namely that of instantaneous frequency variation, occurs which is commonly referred to as frequency (or wavelength) chirp. It is defined as the deviation in the emission frequency with respect to time when a laser is driven by a time-varying current source (i.e. intensity-modulated digital signal). Since refractive index is related to frequency then a variation in the refractive index produces a variation in frequency at each instant. This chirp is commonly observed in the intensity-modulated converted probe signal affecting the leading and trailing edges.
of the pulses when the refractive index varies suddenly due to an instantaneous change in pulse amplitude. Figure 10.28 illustrates the concept of frequency chirp associated with the intensity-modulated signal shown in the top diagram, while the diagram underneath depicts the corresponding frequency chirp at the leading and trailing edges. When frequency chirp shifts the optical frequency towards the shorter wavelength it is known as blue shift, while a shift of optical frequency towards the longer wavelength is called red shift. The sign of the chirp is said to be positive when the leading edge of the pulse is red shifted in relation to the central wavelength and the trailing edge is blue shifted, and when the shifts are opposite to the foregoing then the sign of chirp will be negative. Hence Figure 10.28 displays a positive chirp condition.

The relationship between the frequency chirp $\Delta f$ and the phase of the converted signal $\phi$ is given by [Refs 91, 92]:

$$\Delta f(t) = -\frac{1}{2\pi} \frac{d\phi(t)}{dt}$$  \hspace{1cm} (10.22)

Although Eq. (10.22) shows the influence of phase variations on the frequency chirp, the phase of the converted probe signal is dependent upon the intensity-modulated signal power. If $P_{in}(t)$ is the input signal power then the phase variation can be written as [Ref. 93]:

$$\frac{d\phi}{dt} = \alpha \frac{1}{2} \frac{dP_{in}(t)}{dt}$$  \hspace{1cm} (10.23)

where the term $\alpha$ represents the linewidth enhancement factor which is generally referred as the $\alpha$-parameter (see Section 6.2). In the context of the material properties of the nonlinear medium the $\alpha$-parameter has a strong dependence on the signal wavelength and may be defined in terms of gain and refractive index variation as [Ref. 94]:

$$\alpha = \frac{4\pi}{\lambda} \frac{dn_r}{dn} \frac{dg}{dn}$$  \hspace{1cm} (10.24)

where $\lambda$ is the signal wavelength, $dn_r/dn$ represents the differential refractive index showing the change in the real part of refractive index with respect to carrier density variation, $dg/dn$ is the differential gain which defines the change in gain with respect to change in carrier density.
Example 10.5
A semiconductor optical amplifier (SOA) operating at a signal wavelength of 1.55 μm produces an output signal power of 10 mW with an input signal power of 0.5 mW. The differential refractive index of the device is $-1.2 \times 10^{-26}$ m$^3$, the linewidth enhancement factor is $-1.0$ and the input signal power variation is 0.01 μm. Calculate: (a) the frequency chirp variation at the output signal; (b) the differential gain required in order for the device to operate at the same signal wavelength.

Solution: The frequency chirp $\Delta f$ can be obtained by combining Eqs (10.22) and (10.23) where:

$$\Delta f(t) = \frac{\alpha}{4 \pi P_{in}(t)} \frac{dP_{in}(t)}{dt}$$

$$= \frac{-1}{4 \times 3.14} \times \frac{1}{0.5 \times 10^{-3}} \times 0.01 \times 10^{-6}$$

$$= 1.59 \times 10^{-6}$$

$$= 1.6 \text{ MHz}$$

The frequency chirp variation at the output signal is 1.6 MHz and it has a positive sign indicating that it is blue-shifted chirp.

(b) The differential gain $\frac{dg}{dn}$ can be obtained by rewriting Eq. (10.24) as:

$$\frac{dg}{dn} = \frac{4 \pi (dn_r/dn)}{\lambda \alpha}$$

$$= \frac{4 \times 3.14}{1.55 \times 10^6} \times \frac{1.2 \times 10^{-26}}{-1}$$

$$= 9.72 \times 10^{-20} \text{ m}^2$$

The differential gain required for the SOA to operate at a signal wavelength of 1.55 μm is $9.7 \times 10^{-20}$ m$^2$.

It is also possible to implement a wavelength converter using a Mach–Zehnder interferometer (MZI) with only one SOA. Such a device based on a delay interferometer structure is shown in Figure 10.29(a). Although the operation of this device is similar to the MZI wavelength converter, this interferometer arrangement utilizes different path lengths for each arm. Furthermore, a phase shifter is inserted into the shorter arm to achieve the balance in relation to the longer arm that possesses a time delay $\Delta t$ due to its relatively longer length. The phase shifter and the time delay $\Delta t$ operate together as a phase modulation to amplitude modulation element (i.e. the same as described for Figure 10.26), and these two together provide the control to obtain the balance between the arms creating either destructive or constructive interference. For constructive interference, when an
input signal at wavelength $\lambda_{in}$ and the CW probe signal at wavelength $\lambda_{CW}$ are injected into the SOA simultaneously, then the converted probe signal with wavelength $\lambda_{conv}$ appears at the output port of the device, thus providing wavelength conversion. Such wavelength converters are preferred for their compact size and effective operational control for transmission rates higher than 40 Gbit s$^{-1}$ [Ref. 95]. Moreover, there have been successful demonstrations of wavelength conversion using delay interferometer configurations with SOAs operating at a transmission rate of 160 Gbit s$^{-1}$ [Refs 96–98].

The XPM wavelength converter can also be implemented in other interferometric arrangements such as the Michelson interferometer (MI) and the nonlinear optical loop mirrors (NOLM) configurations. Figure 10.29(b) and (c) show these configurations for XPM-based wavelength conversion utilizing the SOA as a nonlinear element. Although in these two interferometric arrangements the basic principle of operation of the XPM converter is similar to the MZI configuration where the phase-modulated probe signal is converted into amplitude modulation, their construction differs from it.

The MI arrangement depicted in Figure 10.29(b) can be seen as the half, or folded, version of the MZI (see Figure 10.27(b)) in the counterpropagation scheme. An SOA is
placed in both the upper and lower arms of the interferometer and a CW probe signal at wavelength $\lambda_{\text{CW}}$ is coupled to both these arms which splits equally between both paths and is then reflected by the cleaved facets. The probe signal then recombines either constructively or destructively in the same manner as that of the SOA–MZI wavelength converter shown in Figure 10.27(b). When an input signal at wavelength $\lambda_{\text{in}}$ is coupled to SOA 1 only in the opposite direction to the CW probe signal, the refractive-index-induced phase variations in the medium of SOA 1 are modulated onto the CW probe signal, which then appears at the output terminal incorporating the phase modulation, and where a circulator (see Section 5.6) is used to recombine it with the reflected CW probe signal from SOA 2. It should be noted that the circulator output produces a converted probe signal at wavelength $\lambda_{\text{conv}}$ when constructive interference between two interferometer paths is maintained. MI wavelength converters comprise a simple structure utilizing only one coupler and they are therefore both smaller in size and require less signal power than MZI converters. Although compact monolithically integrated MI wavelength converters using SOAs have also been demonstrated operating at a transmission rate of 40 Gbit s$^{-1}$ [Ref. 99], these devices are not currently the preferred commercial implementation for wavelength conversion.

In addition to the MZI and MI arrangements, nonlinear optical loop mirrors (NOLMs) can also be used to provide the wavelength conversion function. Such a configuration is shown in Figure 10.29(c). The NOLM structure utilizes the basic principle of XPM in a SOA in a manner similar to that used in the classic Sagnac interferometer [Ref. 84] as illustrated by the inset of Figure 10.29(c). In this latter configuration two optical paths are configured using mirrors such that the input signal splits into two parts with one part traveling in a clockwise (i.e. via mirror M1) and the other in a counterclockwise (i.e. via mirror M3) direction. If the distance between both paths is different (i.e. path via M3 $\neq$ path via M1) then it causes a phase shift when both parts of the signal recombine at mirror M. In an ideal case, when equal lengths for each path are chosen, the signals recombine constructively (i.e. there is no phase shift). However, when one path length is made shorter than the other, the interferometer becomes asymmetrical inducing a phase shift on the output signal. The NOLM approach uses the technique described above where an SOA is embedded into an optical loop as depicted in the main diagram of Figure 10.29(c). In order to obtain asymmetry in the interferometer, the SOA is placed in the loop slightly away from the center point, which creates a different path length for CW probe signal path 1 and path 2 from the 3 dB coupler 1.

An intensity-modulated input at signal wavelength $\lambda_{\text{in}}$ is coupled into the loop via coupler 1 in Figure 10.29(c). It propagates in a clockwise direction where it saturates the gain of the SOA, and at the same time it produces refractive index variations. These refractive index variations caused by the gain saturation effect in the SOA contain an inverted copy of the intensity-modulated data on the input signal. A CW probe signal at wavelength $\lambda_{\text{CW}}$ is then injected into the loop using the 3 dB symmetrical coupler 2 which splits it into two halves, each half propagating in either a clockwise or a counterclockwise direction. The CW probe signal entering into the SOA from a clockwise direction experiences phase shifts due to the refractive index variations and thus the phase of the CW probe signal is modulated. Since the refractive index variations contain the data on the intensity-modulated input signal, this phase-modulated probe signal then incorporates the same information. When the phase-modulated probe signal and counterclockwise CW probe
signal arrive at coupler 2, they interfere and create an intensity-modulated output signal. The output signal therefore emerges as a converted signal at wavelength \( \lambda_{\text{conv}} \) of the CW probe signal including the data from the input signal.

An interesting application of the NOLM wavelength conversion scheme is that the same structure can be used as an optical switch when the CW probe signal is replaced by an optical clock signal and in this case the structure is known as a terahertz optical asymmetrical demultiplexer (TOAD) [Ref. 100]. Although NOLM wavelength converters are useful devices, they must be driven by very short return to zero pulses in order to avoid crosstalk problems. They can, however, be efficiently employed for ultrafast wavelength conversion by incorporating additional fiber Bragg grating elements [Ref. 101].

### 10.5.3 Cross-absorption modulation wavelength converters

Cross-absorption modulation (XAM) exploits the nonlinear effect in an electroabsorption modulator (EAM) where absorption in the active cavity of an EAM due to an intensity-modulated input signal is transferred onto a CW probe signal [Ref. 102]. A block schematic for the electroabsorption modulator illustrating the basic principle of an XAM wavelength converter is depicted in Figure 10.30(a) in which the CW probe signal at wavelength \( \lambda_{\text{CW}} \) and the intensity-modulated input signal at wavelength \( \lambda_{\text{in}} \) are fed into the EAM and the converted output at signal wavelength \( \lambda_{\text{conv}} \) is obtained at the output of an optical filter. Figure 10.30(b) illustrates the operation of the EAM as a wavelength converter. A random bit sequence of binary pulses containing data 10101101 as an optical input signal together with a CW probe signal are shown fed into the EAM. The EAM absorbs signal power \( P_{\text{in}} \) from the input signal for a binary 1, whereas the CW probe signal power \( P_{\text{CW}} \) is not absorbed for this time slot and thus it appears at the output as binary 1 (i.e. input = 1, output = 1). The input signal with binary 0, however, does not offer enough signal power to the EAM and therefore it completely absorbs the CW probe signal power thus leaving no signal power in the probe signal (i.e. input = 0, output = 0). Hence the input signal pulse power pattern is replicated as an exact copy in the CW probe signal power pattern. When the CW probe contains the compliant wavelength, the XAM wavelength conversion is obtained giving \( P_{\text{conv}} \) at wavelength \( \lambda_{\text{conv}} \) at the output. As both \( P_{\text{in}} \) and \( P_{\text{CW}} \) signals are fed from the same direction in Figure 10.30(a) it constitutes a copropagating
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**Figure 10.30** Cross-absorption modulation (XAM) wavelength conversion using an electroabsorption modulator (EAM): (a) block schematic of an implementation for a copropagating scheme; (b) operation of the converter
scheme, although a counterpropagation scheme for these signals is also possible [Ref. 103]. Since the EAM possesses faster absorption characteristics in comparison with the slow gain recovery of an SOA, XAM-based wavelength converters are faster than wavelength converters based on SOA technology and transmission rates of 100 Gbit s\(^{-1}\) have been successfully demonstrated using EAM wavelength conversion [Ref. 104].

10.5.4 Coherent wavelength converters

Coherent wave mixing relies on the principle of four-wave mixing (FWM) and difference frequency generation (DFG) in a nonlinear optical medium (see Section 3.14). In these mechanisms, when two or more optical signals interact with each other in a nonlinear medium they generate new signals. The intensity of the newly generated signals is dependent on the intensities of the interacting signals whereas the phase and the frequency of the newly generated signals are the linear combination of the signals present in the wave mixing. Therefore the information contained in any signal component (i.e. intensity, frequency, phase or polarization) is preserved. If the resultant signals contain a signal with a compliant signal frequency then wavelength conversion is achieved where the converted signal is obtained through an optical filter. Figure 10.31 shows a block diagram representing wave mixing of two signals in a nonlinear medium. It can be seen that the input and CW probe signals at angular frequencies \(\omega_{\text{in}}\) and \(\omega_{\text{CW}}\) interact in the passive nonlinear medium and when an output signal with angular frequency \(\omega_{\text{conv}}\) emerges from the optical filter, the device has produced the wavelength conversion.

The newly generated signals possess angular frequencies that are dependent on the FWM process which is a nonlinear wave-mixing process arising from a third-order optical nonlinearity (see Section 3.14) [Refs 84, 105] as illustrated in Figure 10.32(a). Two optical signals, an input and the CW probe with angular frequencies \(\omega_{\text{in}}\) and \(\omega_{\text{CW}}\) respectively, interact in the nonlinear medium (i.e. the optical fiber). The nonlinear interaction of these optical signals creates sidebands for each thus producing two new signal components, namely the converted probe and the satellite signal. The former possesses an angular frequency, \(\omega_{\text{conv}} = 2\omega_{\text{CW}} - \omega_{\text{in}}\) which can be seen on the right hand side of the CW probe signal, while the latter signal appears with angular frequency \(\omega_s = 2\omega_{\text{in}} - \omega_{\text{CW}}\). Since the satellite signal is an unwanted component, an optical filter is used to remove it at the output port of the wavelength converter. It should be noted that the converted probe signal appears on the right hand side of the frequency spectrum exhibiting a phase difference of \(180^\circ\) in relation to the input signal. This property, which is known as spectral inversion (also referred to as phase conjugation), is a very useful characteristic of these wavelength converters as it assists them to overcome noise problems [Ref. 105].
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Since the FWM process generates optical signals whose properties are dependent on the frequencies and the amplitudes of the interacting signals, it is therefore possible to generate more than one desired output signal when more than one CW probe signal is used in the wavelength conversion process [Ref. 84]. In this case the same information contained in the input at one signal wavelength can be transferred to several wavelengths using simultaneous multiple-wavelength conversion. This attribute is considered to be a very useful property for use in optical switching networks where identical copies of information may be required for different destinations. In wavelength division multiplexed networks (see Section 15.2.3) it is desirable to use a bank of wavelength converters (see Section 15.4) for the simultaneous wavelength conversion of multiple-wavelength channels. In such cases the FWM wavelength converter is a suitable candidate for providing waveband conversion where different wavelength bands each comprising several channels are simultaneously converted to the desired output wavelengths [Refs 106, 107].

The efficiency of a wavelength converter is an important parameter that can be defined as the ability to convert an optical signal at any wavelength while providing the maximum output signal power. Although in comparison with other categories the FWM wavelength converter exhibits low conversion efficiency, it can be improved by increasing the interacting length of the optical signals (i.e. by increasing the length of the nonlinear fiber). Alternatively, employing an active medium (i.e. an SOA) for the FWM instead of optical fiber can also improve the conversion efficiency [Ref. 106].

In addition to FWM wavelength conversion there exists another process which employs the second-order nonlinearity of the optical medium (see Section 3.14). By contrast to FWM, this process produces only a single output signal because the frequency of the
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**Figure 10.32** Spectral diagram of the wavelength conversion based on: (a) four-wave mixing (FWM); (b) difference frequency generation (DFG)
newly generated optical signal is determined on the basis of difference in the frequencies of the interacting optical signals. Therefore it is known as difference frequency generation (DFG) and it is possible to construct a wavelength converter using the principle of DFG. Figure 10.32(b) displays the spectral diagram for DFG wavelength conversion where the converted signal contains an angular frequency \( \omega_{\text{conv}} = \omega_{\text{CW}} - \omega_{\text{in}} \) that is generated as a result of an interacting CW probe signal at an angular frequency \( \omega_{\text{CW}} \) with the input signal at angular frequency \( \omega_{\text{in}} \). Since the DFG process produces only the single desired output signal and no satellite signal, it is therefore the preferred process over FWM wavelength conversion [Ref. 84]. Moreover, an important feature of the DFG process is that it enables simultaneous multiple-wavelength conversions to be performed without the generation of unwanted signals and thus the output signal from a DFG wavelength converter is relatively free from crosstalk as compared with FWM wavelength converters. Phase matching of the interacting waves is, however, a complicated issue that makes this type of wavelength converter difficult to realize practically [Ref. 108]. Although there have been several successful experimental demonstrations of DFG wavelength converters using periodical waveguide structures in lithium niobate, both the device length and interface requirements make these difficult to fabricate in a monolithic integrated optical structure [Ref. 108].

10.6 Optical regeneration

Optical regeneration is the name given to the technique used to reproduce the original signal while overcoming optical transmission losses. Since the development of optical amplifiers the letter R together with a number has been used to classify the type of regeneration according to its features and also its increasing complexity. These classifications are:

(a) 1R (Reamplification)
(b) 2R (1R+R, Reamplification + Reshaping)
(c) 3R (2R+R, Reamplification + Reshaping + Retiming)
(d) 4R (3R+R, Reamplification + Reshaping + Retiming + Reallocation of wavelengths)

The suffix ‘Re’ emphasizes the requirement for action to be taken to enhance the quality of the signal. Figure 10.33 illustrates the different stages of the amplification/regeneration process and the corresponding effect of those stages on the received optical pulse.

On the left-hand side of Figure 10.33 two pulses, each representing the original (transmitted) and noisy (received) signals, are shown. The received pulse when compared with the transmitted pulse displays an irregular rectangular shape, decreased amplitude and contains noise as indicated by the dark area on it. Straightforward amplification can increase the amplitude of the signal and noise as identified by 1R, or reamplification only. A further stage of improvement to restore the rectangular shape of the pulse can be provided by 2R (or reamplification and reshaping). The dark areas in the pulse shown by vertical columns represent the timing jitter which is caused by accumulation of noise due to
the random arrival of the digital optical signals as compared with their ideal position in time (see Section 12.6.1).

However, this time jitter can be corrected by using optical retiming circuits and is referred to as 3R (i.e. reamplification, reshaping and retiming). To enable the transmission of an optical signal through to its destination it may be required to change the wavelength of the signal by reassigning new wavelengths and this necessitates 4R (i.e. reallocation of wavelengths in addition to 3R). Also included in 4R is the improvement of the connectivity for a WDM optical network (see Section 15.2.3) by reallocating each destination with a different optical signal wavelength and thus avoiding any wavelength conflict that may arise when two or more nodes use identical signal wavelengths.

Implementation of the amplification/regeneration is shown in the block schematic shown in Figure 10.34 which illustrates the devices required to provide this functionality at different stages. The 1R regeneration is shown at termination point A in Figure 10.34 where straightforward amplification has been provided using an optical amplifier. It should be noted that such amplification cannot differentiate between an optical signal and the noise it contains and therefore both appearing at point A has been amplified, thereby degrading the quality of the optical signal. Hence employing several 1R stages for longer distances would lead to a significant signal degradation.

![Figure 10.34 Optical amplification/regeneration block schematic: 1R regeneration at termination point A; 2R/3R regeneration at termination point B; 3R+R or 4R regeneration at termination point C](image-url)
transmission distances causes additional problems since the accumulated distortion and noise on the fiber link can introduce errors. Furthermore, cascading several 1R stages utilizing optical amplifiers results in increased buildup of amplified spontaneous emission noise generated within the optical amplifiers (see Section 10.3.2).

To reduce errors it is useful to reshape the pulse to produce realignment for all the components contained in the optical signal. Therefore, in addition to reamplification, reshaping (i.e. 2R) is also required to obtain high performance over longer transmission distances. Reshaping of the digital signal can be accomplished using a decision circuit implemented through the use of a nonlinear optical digital gate (NODG). The 2R regenerated output is obtained at terminal point B in Figure 10.34 in which the main functional blocks for 2R are an optical pulse source (called the clock) and the NODG which can be realized using semiconductor optical amplifiers (see Section 10.5.2). An input signal is applied to the optical gate to control the flow of pulses generated by the clock source and the process functions as a digital AND gate in which with the presence of sufficient input pulse power (i.e. above the preset threshold level) produces a binary 1 at the output of the device, whereas when the input signal power is below the threshold level the optical gate remains closed resulting in a binary 0 at the output. The time period of the clock pulse is selected to be shorter than the input signal pulses and hence the output signal power appears consistent for binary 1 and 0, thus providing the required reshaping.

It is possible to extract the clock signal from the received input signal and use the extracted clock to generate clock pulses for the purpose of realignment to improve the pulse signal timing which is required to reposition the pulses of the received signal in order to maintain a regular spacing between successive pulses. This process, which is known as retiming, is also identified in Figure 10.34 at terminal point B where the 2R regeneration output is located. A difference lies in the method for the clock generation technique, however, where in 2R regeneration external clock pulses are used as an optical clock source whereas in 3R regeneration the clock is recovered from the incoming signal. Clock recovery from the incoming signal is achieved using a clock extraction technique through the incorporation of a clock data recovery unit [Ref. 109]. It should be noted that the recovered clock signal must possess the same frequency and also its phase should be synchronized with the data signal. Hence the clock data recovery unit extracts a low-jitter clock (see Section 12.6.1) from the noisy input signal and this clock signal subsequently drives the optical pulse source in order to generate the synchronized optical pulse stream. The data is then sampled at the clock frequency by the decision gate which operates in the same manner as for 2R regeneration.

Finally, 3R regeneration with an additional wavelength conversion function provides the wavelength reallocation for 4R regeneration and this is shown as located at terminal point C in Figure 10.34. The 4R regeneration capability can be combined within a 3R regenerator by using a tunable optical pulse source which is controlled externally for the purpose of wavelength reallocation [Ref. 110]. It should be noted that the reallocation of the signal wavelength improves the optical network connectivity while reducing the wavelength contention or collision that may otherwise arise when two signals at the same wavelengths are intended for the same destination. Wavelength reallocation or reassignment depends on the network type where several optical switching and routing techniques may be used to direct the signals to their anticipated destinations while avoiding any conflict among the wavelengths present in the network [Ref. 111] (see Sections 15.4 and 15.5).
Problems

10.1 Give the major reasons which have led to the development of optical amplifiers, outlining the attributes and application areas for these devices.

Describe the two main SOA types and indicate their distinguishing features.

10.2 An SOA has facet reflectivities of 23% and a single-pass gain of 6 dB. The device has an active region with a refractive index of 3.6, a peak gain wavelength of 1.55 \( \mu \text{m} \) with a spectral bandwidth of 5 GHz. Determine the length of the active region for the SOA and also its mode spacing.

10.3 The following parameter values apply to a semiconductor TWA operating at a wavelength of 1.3 \( \mu \text{m} \):

- material gain coefficient: 1000 cm\(^{-1}\)
- effective loss coefficient: 22 cm\(^{-1}\)
- active region length: 200 \( \mu \text{m} \)
- facet reflectivities: 0.1%
- optical confinement factor: 0.3

Calculate in decibels both the minimum and the maximum optical gain that could be obtained from the device.

10.4 Determine the peak–trough ratio of the passband ripple for the TWA of Problem 10.3. Compare this value with that obtained using a device with the same specification as Problem 10.3 excepting that the facet reflectivities are reduced to 0.03%.

Estimate the cavity gain for the latter semiconductor TWA.

10.5 Describe the phenomenon of backward gain in a semiconductor TWA and suggest a way in which it might be limited in systems that employ cascaded amplifiers.

A semiconductor TWA has a maximum cavity gain of 17 dB with a peak–trough ratio of 3 dB. Estimate the backward gain exhibited by the device under maximum gain operation.

10.6 (a) Sketch the major elements of a fiber amplifier and describe the operation of the device. Indicate the benefits of fiber amplifier technology in comparison with that associated with SOAs.

(b) Using an energy band diagram, briefly discuss the mechanism for the provision of stimulated emission in the erbium-doped silica fiber amplifier. Name and describe a phenomenon occurring in this material system which creates a limitation to the optical gain that may be obtained from the device.

10.7 Explain the gain process in a Raman fiber amplifier and comment upon the flexibility associated with the pumping process in this fiber amplifier type.

The Raman gain coefficient for a silica-based fiber of 10 \( \mu \text{m} \) core diameter at a pump wavelength of 1.2 \( \mu \text{m} \) is \( 6.3 \times 10^{-14} \text{ m W}^{-1} \). Determine the Raman gain obtained in a 25 km length of the fiber when it is pumped at this wavelength with
an input power of 1.4 W and when the transmission loss is 0.8 dB km$^{-1}$. It may be assumed that the effective core radius is 1.15 times as large as the actual core radius and that complete polarization scrambling occurs.

10.8 Discuss the need for the different types of optical fiber amplifiers. Sketch their amplification wavelength ranges when they are used in long-haul optical telecommunication systems.

10.9 Outline EDFA designs incorporating both a co- and counterpropagating pump. State the main advantages of each configuration.

10.10 Explain the term amplified spontaneous emission (ASE) noise and describe its impact on the optical output signal.

10.11 A semiconductor optical amplifier (SOA) operating at signal wavelength of 1.3 μm produces a gain of 20 dB with an optical bandwidth of 900 GHz. The device has a spontaneous emission factor of 1.5 and the mode number is equal to 2.0 with a net signal gain of 300. Determine: (a) the length of the SOA; (b) the ASE noise signal power at the output of the amplifier; (c) the noise figure of the amplifier.

10.12 Compare the SOA, EDWA and the EDFA amplet in relation to the provision of amplification within optical fiber communications.

10.13 Explain the concept of gain clamping in relation to the operation of an SOA. Indicate the ways in which it can be implemented.

10.14 Explain the nature of the quantum dot and describe with the aid of diagrams how it is employed within SOAs.

10.15 Outline five different optical amplifier configurations to achieve wideband optical amplification. Which is preferred practically and why?

10.16 Define the term parametric gain and describe its application within optical amplification.

10.17 A 450 m long optical parametric amplifier is fed with a 1.0 W optical pump signal operating at a wavelength of 1.3 μm. An input signal power of 5 mW at a wavelength of 1.31 μm is also present at the input port of the amplifier. When the fiber nonlinear coefficient is 10.6 mW$^{-1}$ km$^{-1}$, calculate (a) the exponential parametric gain and (b) the quadratic gain; (c) comment on the results obtained for (a) and (b).

10.18 How does the frequency chirp affect the optical output signal? Explain its impact on the output signal of an optical wavelength converter employing: (a) a semiconductor optical amplifier; (b) an electroabsorption modulator.

10.19 A semiconductor optical amplifier is coupled with an input signal power of 0.75 mW operating at a signal wavelength of 1.3 μm and in response it produced an output signal power of 15 mW. When the differential refractive index of the device is $-1.8 \times 10^{-26}$ m$^3$, the linewidth enhancement factor is $-2.5$ and the optical signal power variation in input signal is 20 nW, determine: (a) the frequency chirp variation at the output signal; (b) the differential gain required in order for the device to operate at the same signal wavelength. Comment on the result obtained.
Describe the different approaches to implement an optical wavelength converter. Indicate which wavelength conversion schemes possess higher conversion efficiency.

Explain with the help of a sketch(es) the four optical regeneration stages for an optical signal and outline their applications in optical fiber transmission.

Answers to numerical problems

10.2 234 μm, 1.43 nm
10.3 22.1 dB, 26.8 dB
10.4 4.6 dB, 0.7 dB, 29.2 dB
10.5 12.1 dB
10.7 31.8 dB
10.11 15.4 mm, 40 μm, 3.0
10.17 35.5 dB, 13.6 dB
10.19 5.3 MHz, 7 × 10⁻²⁰ m²
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CHAPTER 11
Integrated optics and photonics

11.1 Introduction
The previous chapter introduced the concept of optical amplification and the device technologies associated with this process which also provide for wavelength conversion and optical signal regeneration. This chapter contains the discussion of both active and passive optical components and devices which are utilized within optical fiber communications to enable both signal manipulation and processing which facilitates the implementation of high-performance optical fiber communication systems and networks. The integration of such components and devices is also an important and integral aspect to give multiple optical processing functions which are carried out without recourse to conversion back to the electrical domain. Hence the development of integrated optics (IO) for the realization of optical and electro-optical elements integrated together and, more recently, integrated
photonics (IP) in which device integration in large numbers can be provided on a single substrate are crucial to the further development of the optical fiber telecommunications network.

In particular, IP refers to the fabrication and integration of several or many components onto a single planar substrate. Such components include beam splitters, couplers, gratings, polarization controllers, interferometers, sources, detectors and optical amplifiers. These components when integrated with planar waveguides constitute the basic building blocks to fabricate more complex planar devices that perform not only optical signal guiding and coupling but also controlling functions such as switching, splitting, multiplexing and demultiplexing of optical signals. The basic concepts of the technologies associated with IO and IP are initially introduced in Section 11.2. Planar waveguides, however, are fundamental elements for both IO and IP device technologies. Section 11.3 therefore describes the characteristics and types of planar waveguides that can be used for the interconnection of various optical elements forming optical circuits which are also known as planar lightwave circuits (PLCs). This is followed by consideration of some integrated optical device types in Section 11.4. In particular this section concentrates on directional couplers and switches, together with modulator devices which provide an alternative to direct current modulation for optical sources. Planar lightwave circuits are further divided into two categories determined by the control of the optical signal flow from the input and the output, the first of which, optoelectronic integrated circuits, are dealt with in Section 11.5. The second category concerned with photonic integrated circuits is then discussed in Section 11.6. Optical bistability and digital optics are introduced in Section 11.7 to provide the reader with an insight into this important area, together with an understanding of how these phenomena may be utilized within optical fiber communications. Finally, in Section 11.8 developments in the field of optical computation are outlined. Although it is clear that these latter developments do not, at present, significantly influence optical fiber communications, it is likely that in the future there will be a requirement for the combination of optical communication, optical switching and optical computational technologies, within what has now become predominantly optical fiber telecommunication network.

11.2 Integrated optics and photonics technologies

Integrated technology for optical devices has developed within optical fiber communications so that it is now possible to fabricate a complete system onto a single chip. Integration for such devices has become a confluence of several optical or photonic disciplines. Both IO and IP technologies are referred to in the above where the control of the optical devices distinguishes one technology from the other. Electronic control of the optical devices determines the terminology of IO whereas photons control the operation of IP devices. In addition, IP does not involve any optoelectronic conversion of optical signals and hence this technology is also termed as ‘all-optical’. Both IO and IP use planar waveguide technology to provide interconnections between optical components including the basic components for guiding and control of optical signals. IP technology, however, enables the fabrication of subsystems and systems to be realized onto a single substrate. Hence when both active and passive devices are monolithically integrated onto a single
substrate in a multilayered integration then these devices are normally referred to as IP devices, while when both active and passive elements fabricated as individual devices are interconnected together they form larger IO devices or circuits. Thus IP can also be seen as a process for the miniaturization and integration of optical systems on a single substrate, and therefore it may be considered as a further enhancement of IO technology, not necessarily as an alternative technology. Both IO and IP seek to provide an alternative to the conversion of an optical signal back into the electrical regime prior to signal processing by allowing such processing to be performed on the optical signal. Hence thin transparent dielectric layers on planar substrates which act as optical waveguides are used in IO and IP to produce small-scale and miniature optical components and circuits.

The birth of IO may be traced back to basic ideas outlined by Anderson in 1966 [Ref. 1]. He suggested that a microfabrication technology could be developed for single-mode optical devices with semiconductor and dielectric materials in a similar manner to that which had taken place with electronic circuits. It was in 1969, however, after Miller [Ref. 2] had introduced the term integrated optics when discussing the long-term outlook in the area, that research began to gain momentum.

Developments in IO have passed the stage where both signal processing and logic functions can be physically realized. Furthermore, such devices may form the building blocks for future digital optical computers. Nevertheless, a number of these advances combine to be closely linked with developments in lightwave communication employing optical fibers.

A major factor in the development of IO is that it is essentially based on single-mode optical waveguides and therefore tends to be incompatible with multimode fiber systems. Hence IO did not make a significant contribution to early deployed optical fiber systems (see Section 15.1). The advent, however, of single-mode transmission technology further stimulated work in IO in order to provide devices* and circuits for these more advanced third-generation systems. Furthermore, the continued expansion of single-mode optical fiber communications has created a growing market for such IO components. It is also likely that new generations of optical fiber communication systems employing coherent and possibly soliton transmission will lean heavily on IO and IP techniques for their implementation.

The proposals for IO and IP devices and circuits which in many cases involve reinventions of electronic devices and circuits exhibit major advantages other than solely a compatibility with optical fiber communications. Electronic circuits have a practical limitation on speed of operation at a frequency of around $10^{10}$ Hz resulting from their use of metallic conductors to transport electronic charges and build up signals. The large transmission bandwidths (over 100 GHz) currently under investigation for optical fiber communications are already causing difficulties for electronic signal processing within the terminal equipment. The use of light with its property as an electromagnetic wave of extremely high frequency ($10^{14}$ to $10^{15}$ Hz) offers the possibility of high-speed operation around $10^4$ times faster than that conceivable employing electronic circuits. Interaction of light with materials

* This is especially the case in relation to the fabrication of single-mode injection lasers (see Section 6.6).
such as semiconductors or transparent dielectrics occurs at speeds in the range of $10^{-12}$ (pico) to approaching $10^{-15}$ (femto) seconds, thus providing a basis for subpicosecond optical switching.

The other major attribute provided by optical signals interacting within a responsive medium is the ability to utilize lightwaves of different frequencies (or wavelengths) within the same guided wave channel or device. Such frequency division multiplexing allows an information transfer capacity far superior to anything offered by electronics. Moreover, in signal processing terms it facilitates parallel access to information points within an optical system. This possibility for powerful parallel signal processing coupled with ultrahigh-speed operation offers tremendous potential for applications within both communications and computing.

The devices of interest in IO and IP are often the counterparts of microwave or bulk optical devices. These include junctions and directional couplers, switches and modulators, filters and wavelength multiplexers, lasers and amplifiers, detectors and bistable elements. It is envisaged that developments in this technology will provide the basis for the next generation of optical networks identified in Section 15.1 where full monolithic integration will be used.

The technology associated with the design and fabrication of IP circuits and devices depends upon different factors that mainly result from the characteristics of the substrate material on which the various devices are to be fabricated. The IP process may require serial, parallel or hybrid integration of independent devices. In serial integration of devices, different elements of the optical chip can be interconnected in a consecutive manner and therefore side-, or edge-emitting, or conducting optical devices can be readily integrated on the same substrate. In the parallel case the chip is constructed by developing columns of devices in which surface- or bottom-emitting devices can effectively be used whereas in hybrid integration IP technology the devices are fabricated using both serial and parallel integration on the same substrate. To gain control of the optical signals, however, additional elements can be developed separately or be directly attached to the IP circuit, or be interconnected to it by optical fibers [Ref. 3]. In addition, both active and passive devices may be required to be located on the same substrate and therefore hybrid IP integration demands multilayered IP circuits and components to be produced on a single substrate such that they must be compatible with three-dimensional structures of other IO or IP devices [Ref. 4].

The enabling technologies for IP mainly rely on silica-on-silicon (SOS) where the waveguide structures comprise three layers, namely the buffer, the core and the cladding [Ref. 5]. Due to its refractive index match to silica-based optical fiber, vertical light confinement in SOS can be achieved by increasing the refractive index of the core layer relative to the surrounding glass, whereas lateral confinement is obtained through structuring of the core layer. The real benefit of SOS, however, is the ability to apply wafer-scale, planar lithography and processing techniques to integrate substantial numbers of functions either as arrays of identical devices or in the form of customized circuit configurations on single or multiple chips. This integration capability offers an efficient platform for the implementation of typical fiber-based functionalities such as optical power splitters or combiners, couplers, wavelength-selective couplers, multiplexers/demultiplexers and optical gain elements. Furthermore, optical switches and controllable attenuators based on the thermo-optic effect can also be fabricated.
In addition, some devices can be fabricated using a silicon-on-liquid (SOL) gel process [Ref. 6] which cannot be implemented using SOS techniques. The SOL gel process is a versatile solution-based technique for making ceramic and glass materials which involves the transition of a system from a liquid (or solution) into a gel. Applying the SOL gel and SOS techniques, it is possible to fabricate thin-film coatings, ceramic fibers and waveguide-based optical amplifiers [Ref. 7]. Further to the above integration technologies used for IP devices, a silicon-on-insulator (SOI) approach is also used to produce microwaveguide bends and couplers at a reduced scale while maintaining compatibility with the standard silicon fabrication techniques [Ref. 8]. SOI based on CMOS technology that has revolutionized both electronic and optoelectronic integrated circuit technologies is now usefully applied as an IP technology. Using this integration technique, active components like optical sources, detectors and amplifiers can be coupled to other IP devices [Ref. 9]. Furthermore, the more recently developed photonic crystal waveguide technology (see Section 2.6) is also compatible with this integration technology [Refs 8, 10].

11.3 Planar waveguides

The use of circular dielectric waveguide structures for confining light is universally utilized within optical fiber communications. Both IO and IP involve an extension of this guided wave optical technology through the use of planar optical waveguides to confine and guide the light in guided wave devices and circuits. The mechanism of optical confinement in symmetrical planar waveguides was discussed in Section 2.3 prior to investigation of circular structures. In fact the simplest dielectric waveguide structure is the planar slab guide shown in Figure 11.1. It comprises a planar film of refractive index \( n_1 \) sandwiched between a substrate of refractive index \( n_2 \) and a cover layer of refractive index \( n_3 \) where \( n_1 > n_2 \geq n_3 \). Often the cover layer consists of air where \( n_3 = n_0 = 1 \), and it exhibits a substantially lower refractive index than the other two layers. In this case the film has layers of different refractive index above and below the guiding layer and hence performs as an asymmetric waveguide.

In the discussions of optical waveguides given in Chapter 2 we were solely concerned with symmetrical structures. When the dimensions of the guide are reduced so are the
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**Figure 11.1** A planar slab waveguide. The film with high refractive index \( n_1 \) acts as the guiding layer and the cover layer is usually air where \( n_3 = n_0 = 1 \).
number of propagating modes. Eventually the waveguide dimensions are such that only a single-mode propagates, and if the dimensions are reduced further this single-mode still continues to propagate. Hence there is no cutoff for the fundamental mode in a symmetric guide. This is not the case for an asymmetric guide where the dimensions may be reduced until the structure cannot support any modes and even the fundamental is cut off. If the thickness or height of the guide layer of a planar asymmetric guide is $h$ (see Figure 11.1), then the guide can support a mode of order $m$ with a wavelength $\lambda$ when \( \text{Ref. 11} \):

$$h \geq \frac{(m + \frac{1}{2})\lambda}{2(n_1^2 - n_2^2)^{\frac{1}{2}}} \quad (11.1)$$

Equation (11.1), which assumes $n_2 > n_3$, defines the limits of the single-mode region for $h$ between values when $m = 0$ and $m = 1$. Hence for a typical thin-film glass guide with $n_1 = 1.6$ and $n_2 = 1.5$, single-mode operation is maintained only when the guide has a thickness in the range $0.45\lambda \leq h \leq 1.35\lambda$.

An additional consideration of equal importance is the degree of confinement of the light to the guiding layer. The light is not exclusively confined to the guiding region and evanescent fields penetrate into the substrate and cover. An effective guide layer thickness $h_{\text{eff}}$ may be expressed as:

$$h_{\text{eff}} = h + x_2 + x_3 \quad (11.2)$$

where $x_2$ and $x_3$ are the evanescent field penetration depths for the substrate and cover regions respectively. Furthermore, we can define a normalized effective thickness $H$ for an asymmetric slab guide as:

$$H = kh_{\text{eff}}(n_1^2 - n_2^2)^{\frac{1}{2}} \quad (11.3)$$

where $k$ is the free space propagation constant equal to $2\pi/\lambda$. The normalized frequency (sometimes called the normalized film thickness) for the planar slab guide following Eq. (2.68) is given by:

$$V = kh(n_1^2 - n_2^2)^{\frac{1}{2}} \quad (11.4)$$

An indication of the degree of confinement for the asymmetric slab waveguide may be observed by plotting the normalized effective thickness against the normalized frequency for the TE modes. A series of such plots is shown in Figure 11.2 [Ref. 12] for various values of the parameter $a$ which indicates the asymmetry of the guide, and is defined as:

$$a = \frac{n_2^3 - n_3^3}{n_1^3 - n_2^3} \quad (11.5)$$

It may be observed in Figure 11.2 that the confinement improves with decreasing film thickness only up to a point where $V = 2.5$. For example, the minimum effective thickness
The 1 μm barrier to confinement applies with all suitable waveguide materials. However, metal-clad waveguides are not so limited but are plagued by high losses [Ref. 13].

For a highly asymmetric guide (a = ∞) occurs when $H_{\text{min}} = 4.4$ at $V = 2.55$. Using Eq. (11.3) this gives a minimum effective thickness of:

$$\left(h_{\text{eff}}\right)_{\text{min}} = \frac{4.4}{k}(n_1^2 - n_2^2)^{\frac{1}{3}}$$

$$= 0.7\lambda(n_1^2 - n_2^2)^{\frac{1}{3}}$$

(11.6)

Therefore considering a typical glass waveguide ($n_1 = 1.6$ and $n_2 = 1.5$), we obtain a minimum effective thickness of:

$$\left(h_{\text{eff}}\right)_{\text{min}} = 1.26\lambda$$

(11.7)

Assuming a minimum operating wavelength to be 0.8 μm limits the effective thickness of the guide, and hence the confinement, to around 1 μm. Therefore it appears there is a limit to possible fabrication with IO which is not present in other technologies* [Ref. 14]. At present there is still ample scope but confinement must be considered along with packing density and the avoidance of crosstalk.

* The 1 μm barrier to confinement applies with all suitable waveguide materials. However, metal-clad waveguides are not so limited but are plagued by high losses [Ref. 13].
The planar waveguides for IO may be fabricated from glasses and other isotropic materials such as silicon dioxide and polymers. Although these materials are used to produce the simplest IO components, their properties cannot be controlled by external energy sources and hence they are of limited interest. In order to provide external control of the entrapped light to cause deflection, focusing, switching and modulation, active devices employing alternative materials must be utilized. A requirement for these materials is that they have the correct crystal symmetry to allow the local refractive index to be varied by the application of electrical, magnetic or acoustic energy.*

To date, interest has centered on the exploitation of the electro-optic effect due to the ease of controlling electric fields through the use of electrodes together with the generally superior performance of electro-optic devices. A cousto-optic devices have, however, found a lesser role, primarily in the area of beam deflection. Magneto-optic devices [Ref. 15] utilizing the Faraday effect are not widely used, as, in general, electric fields are easier to generate than magnetic fields.

A variety of electro-optic and acousto-optic materials have been employed in the fabrication of individual devices. Two basic groups can be distinguished by their refractive indices. These are materials with a refractive index near 2 (LiNbO₃, LiTaO₃, NbO₅, ZnS and ZnO) and materials with a refractive index greater than 3 (GaAs, InP and compounds of Ga and In with elements of Al, As and Sb).

Planar waveguide structures are produced using several different techniques which have in large part been derived from the microelectronics industry. For example, passive devices may be fabricated by radio-frequency sputtering to deposit thin films of glass onto glass substrates. Alternatively, active devices are often produced by titanium (Ti) diffusion into lithium niobate (LiNbO₃) or by ion implantation into gallium arsenide [Ref. 17].

The planar slab waveguide shown in Figure 11.1 confines light in only one direction, allowing it to spread across the guiding layer. In many instances it is useful to confine the light in two dimensions to a particular path on the surface of the substrate. This is achieved by defining the high-index guiding region as a thin strip (strip guide) where total internal reflection will prevent the spread of the light beam across the substrate. In addition the strips can be curved or branched as required. Examples of such strip waveguide structures are shown in Figure 11.3. They may be formed as either a ridge on the surface of the substrate or by diffusion to provide a region of higher refractive index below the substrate, or a rib of increased thickness within a thin planar slab. Techniques employed to obtain the strip pattern include electron and laser beam lithography as well as photolithography. The rectangular waveguide configurations illustrated in Figure 11.3 prove very suitable for use with electro-optic deflectors and modulators giving a reduction in the voltage required to achieve a particular field strength. In addition they allow a number of optical paths to be provided on a given substrate.

A trade-off also exists between the minimum radius of curvature which is required for high-density integration and the ease of fabrication. It is clear from Eq. 11.6 that the waveguide dimensions are dependent upon the refractive index change. When the change is large, the dimensions of the waveguide may be reduced, even though the scattering losses become larger. As the maximum confinement of the single-mode guide occurs when it is operated near to the cutoff of the second-order mode, then when the refractive

* Using the electro-optic, magneto-optic or acousto-optic effects [Ref. 16].
index change is large, the radius of curvature of the waveguide can also be made very small. It is therefore necessary to find a compromise for the waveguide material used.

Titanium in diffusion of LiNbO₃ gives rise to refractive index increases in the order of 0.01 to 0.02 which dictates a bend radius of the order of a few centimeters for negligible losses. It is, however, possible to use a proton exchange technique to increase the refractive index change up to 0.15 [Ref. 18]. By contrast, semiconductor III–V alloy waveguides based on compositional modification of the crystal give an index change of around 0.1 or more [Ref. 19]. Therefore, bend radii of the order of 1 mm or less may be obtained using these compounds. Moreover, although the effects of interest in IO are usually exhibited over short distances of around one wavelength, efficient devices require relatively long interaction lengths, the effects being cumulative. Hence, typical device lengths range from 0.5 to 10 mm.

Optical connections to and from waveguide devices are normally made by optical fibers. The overall insertion loss for such devices therefore comprises a waveguide–fiber coupling loss as well as the waveguide optical propagation loss. Careful fabrication of Ti : LiNbO₃ waveguides with mode spot sizes well matched to that of typical single-mode fibers has yielded coupling losses in the range 0.5 to 1.0 dB per connection [Ref. 20]. In general, however, semiconductor waveguide devices exhibit larger fiber coupling losses because they operate with smaller spot sizes.

Propagation losses within both slab and strip waveguides are generally much greater than those obtained in single-mode optical fibers. However, the propagation losses for Ti : LiNbO₃ waveguides have gone below 0.2 dB cm⁻¹, with excess bend losses being maintained below 0.1 dB per bend [Ref. 21]. By contrast propagation losses in semiconductor waveguides around 1 dB cm⁻¹ are obtained when operating at wavelengths corresponding to the bandgap energy. Much lower losses of approximately 0.2 dB cm⁻¹, however, have to be achieved at operating wavelengths far below the bandgap energy [Ref. 22]. Recently a new technique based on ion-implanted IO (known as I3O) technology has been demonstrated that enables miniaturization of components by either hybrid or monolithic integration [Ref. 10]. It utilizes titanium ion implantation in bulk silica to fabricate passive compact planar lightwave circuits. Using this technique various components can be obtained from an oxidized silicon platform using photolithography to pattern the waveguides, to perform ion implantation and also to provide the thermal annealing to control the temperature required in the process. In addition, the surface of components remains planar after I3O processing which provides for vertical integration of the waveguides and the components.

In order to achieve monolithic photonic integration the twin-waveguide structure has been proposed which can be achieved using two waveguides of symmetrical or asymmetrical
Some integrated optical devices

11.4 Some integrated optical devices

In this section some examples of various types of IO devices together with their salient features are considered. However, the numerous developments in this field exclude any attempt to provide other than general examples in the major areas of investigation which are pertinent to optical fiber communications. The requirement for multichannel communication within the various systems considered in Chapters 12 and 13 demands the combination of information from separate channels, transmission of the combined signals over a single optical fiber link, and separation of the individual channels at the receiver prior to routing to their individual destinations. Hence the application of IO in this area is to provide optical methods for multiplexing, modulation and routing. These various functions may be performed with a combination of optical beam splitters, switches, modulators, filters, sources and detectors.
11.4.1 Beam splitters, directional couplers and switches

Beam splitters are a basic element of many optical fiber communication systems often providing a Y-junction by which signals from separate sources can be combined, or the received power divided between two or more channels. A passive Y-junction beam splitter fabricated from LiNbO$_3$ is shown in Figure 11.5. Unfortunately, the power transmission through such a splitter decreases sharply with increasing half angle $\gamma$, the power being radiated into the substrate. Hence the total power transmission depends critically upon $\gamma$ which, for the example chosen, must not exceed 0.5° if an acceptable insertion loss is to be achieved [Ref. 30]. In order to provide effective separation of the output arms so that access to each is possible, the junction must be many times the width of the guide. For example, around 3000 wavelengths are required to give a separation of about 30 $\mu$m between the output arms. Therefore, for practical reasons, the device is relatively long.

The passive Y-junction beam splitter finds application where equal power division of the incident beam is required. However, the Y-junction is of wider interest when it is fabricated from an electro-optic material, in which case it may be used as a switch. Such materials exhibit a change in refractive index $\delta n$ which is directly proportional to an applied electric field* $E$ following:

$$\delta n = \pm \frac{1}{2} n_1^3 r E$$  \hspace{1cm} (11.8)

where $n_1$ is the original refractive index, and $r$ is the electro-optic coefficient. Hence an active Y-junction may be fabricated from a single-crystal electro-optic material as illustrated in Figure 11.6. Lithium niobate is often utilized as it combines relatively low loss with large values of electro-optic coefficients† (as high as $30.8 \times 10^{-12} \text{mV}^{-1}$). Metal electrodes are attached so that when biasing is applied, one side of the waveguide structure exhibits an increased refractive index while the value of refractive index on the other side is reduced. The light beam is therefore deflected towards the region of higher refractive index causing it to follow the corresponding output arm. Furthermore, the field is maintained in the electrodes which extend beyond the junction ensuring continuation of the process. With switching voltages around 30 V, these devices prove to be quite efficient allowing for larger junction angles to be tolerated than those of the passive Y-junction.

* The linear variation of refractive index with the electric field is known as the Pockels effect [Ref. 16].
† The change in refractive index is related by the applied field via the linear and quadratic electro-optic coefficients [Ref. 15].
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Figure 11.6 An electro-optic Y-junction switch

beam splitter. However, a physical length of several hundred wavelengths is still required for the switch. These devices therefore serve the function of optical signal routing. In addition, high-speed switches can be used to provide time division multiplexing of several lower bit rate channels onto a single-mode fiber link.

Switches may also be fabricated by placing two parallel strip waveguides in close proximity to each other as illustrated in Figure 11.7. The evanescent fields generated outside the guiding region allow transverse coupling between the guides. When the two waveguide modes have equal propagation constants $\beta$ with amplitudes $A$ and $B$ (Figure 11.7), then the coupled mode equations may be written as [Ref. 31]:

$$\frac{dA}{dz} = j\beta A + jCB$$
$$\frac{dB}{dz} = j\beta B + jCA$$

(11.9)

where $C$ is the coupling coefficient per unit length. In this case, assuming no losses, all the energy from waveguide $X$ will be transferred to waveguide $Y$ over a coupling length $l_0$.

Figure 11.7 Electro-optically switched directional coupler. The COBRA configuration uses two electrodes. Reused with permission from Ref. 33 © 1975, American Institute of Physics
Furthermore, it can be shown [Ref. 32] that for this complete energy transfer $l_0$ is given by $\pi/2C$. If the waveguide modes have different propagation constants, however, only part of the energy from guide $X$ will be coupled into guide $Y$, and this energy will be subsequently recoupled back into $X$.

It is also noted that when the propagation constants differ, the coupling length $l$ is reduced from the matched value $l_0$ and although less energy is transferred, the exchange occurs more rapidly. This property may be utilized to good effect in the formation of an optical switch. The mismatch in propagation constants can be adjusted such that the coupling length $l$ is reduced to $l_0/2$. In this case, energy coupled from one guide into the other over a distance $l_0/2$ will be recoupled into the original guide over a similar distance. Hence two distinct cases exist for a switch of length $l_0$, namely the matched case whereby all the energy is transferred from one guide to the other and the mismatched case when $l = l_0/2$ where over a distance $l_0$ the energy is recoupled into the original guide.

Optical switches of the above type use electrodes placed on the top of each matched waveguide (Figure 11.7) so that the refractive indices of the guides are differentially altered to produce the differing propagation constants for the mismatched case. A widely used switch utilizing this technique is called the COBRA (Commutateur Optique Binaire Rapide) [Ref. 33] and is normally formed from titanium-diffused lithium niobate. Fabrication of the device, however, is critical in order to provide a coupling length which is exactly $l_0$ or an odd multiple of $l_0$. An electrode structure which avoids this problem by dividing the electrodes into halves with opposite polarities on each half is shown in Figure 11.8. With this device, which is called the stepped $\Delta\beta$ reversal coupler, it is always possible to obtain both the matched and mismatched cases described previously by applying suitable values of the reversed voltage. Hence the fabricated coupling length is no longer critical as the effective coupling length of the device may be adjusted electrically to achieve $l_0$.

A multimode interference (MMI) coupler similar to a fused fiber coupler (see Section 5.6) can be produced using planar waveguides. Multimode interference filter devices are based on the principle of self-imaging operation as shown in Figure 11.9(a) where an input field profile in a waveguide is reproduced at the output terminal and the device operates as a directional coupler. Single or multiple images (depending on the type of waveguide and number of input/output ports) at periodic intervals along the propagation direction of the waveguide, as a result of beating of different modes in the waveguide, can be obtained [Refs 34, 35]. In this case the signal is shown split into four equal signal levels appearing at each of the output ports. A simple $2 \times 2$ MMI coupler is illustrated in Figure 11.9(b).

**Figure 11.8** The stepped $\Delta\beta$ reversal coupler switch
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The coupler has a finite length because of the distance required to deliver constructive interference between the modes (see Section 5.6.1). Furthermore, this distance is wavelength dependent because the beat length depends on the difference in propagation constants between successive pairs of modes, which in turn varies with the wavelength of the input signal (see Section 5.6.3).

The most widely used 2×2 MMI coupler is the 3 dB coupler where power in each of the two inputs is split equally between the two output ports. The complete process of self-imaging relies on the interference patterns of the self-images at one interval leading to the formation of new self-images at the next interval and finally to the output images. It is also possible to change output images by modifying the refractive index of the MMI section and then the device operates as a tunable multimode interference coupler [Ref. 36]. The MMI coupler is also referred to as a cross-coupler (generally identified as X-coupler) when the input signal present at input port 1 in Figure 11.9(b) is obtained at output port 4, or similarly if the output is obtained from port 3 when there is an input present at port 2. Such cross-couplers are useful for the design of various types of multiport couplers for optical switches [Ref. 37]. Furthermore, although it is possible to fabricate an N×N array MMI coupler which can function as an optical add-drop multiplexer in WDM networks [Refs 38, 39], the output signal power is limited due to insertion losses (see Section 5.6).

Photonic crystal (see Section 2.6) based MMI couplers have also been demonstrated [Ref. 40]. Figure 11.10 displays a photonic crystal Y-junction coupler waveguide structure. A useful feature of these couplers is that they enable an optical signal to travel through a Y-junction making a wide angle of 60° (i.e. a 120° split), or even a 90° bend at a junction is feasible [Ref. 41]. These attributes associated with photonic crystals can also be used to produce WDM couplers. Figure 11.11 shows an example of an optical 2×2 coupler that can be used for wavelength division multiplexing and demultiplexing, which efficiently guides the optical signal to the desired output. It also illustrates the geometry of the coupler with two rows of dielectric pillars in the interaction region constituting the four-port device. The three-dimensional view of an enlarged area shown for a selected portion in Figure 11.11 displays the pillar formation creating a straight waveguide. Moreover, the dimensions (i.e. radius and the distance between each pillar) together with the refractive index of the pillar material determine the properties of the coupler to select/reject a particular optical wavelength or range of wavelengths [Ref. 42]. Thus the desired optical
In the optical domain these two terms are often used to indicate the same principle. A signal can be coupled to another waveguide over the interaction length $L$ as indicated in Figure 11.11. Several wavelength division multiplexing/demultiplexing devices have been demonstrated based on M M I photonic crystal couplers operating at signal wavelengths of both 1.3 $\mu$m and 1.5 $\mu$m for transmission rates from 2.5 to 40 Gbit s$^{-1}$ [Refs 42, 43].

The increasing deployment of optical fiber, particularly in the telecommunications network, has stimulated a great interest in optical or photonic switching in order to provide routing in a circuit-switched network [Refs 44–51]. The technology discussed in Sections 11.4 to 11.7 provides the basic building blocks for such optical switching systems. These switching systems can be classified in terms of their switching mechanism into space division switches, time division switches and wavelength or frequency* division switches [Ref. 44].

* In the optical domain these two terms are often used to indicate the same principle.
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Optical switching matrices based on the aforementioned switching mechanisms have been realised using IO technology [Refs 44–47]. Moreover, optical space division switches incorporating electro-optically controlled couplers have also been demonstrated. A non-blocking 4×4 optical space division switch is shown in Figure 11.12 which employed thermo-optical couplers and a Mach–Zehnder interferometer (MZI) arrangement was designed and fabricated in silicon-on-insulator wafer (see Section 11.2) [Ref. 44]. The switch matrix included 12 switching units and the total area covered was 0.1×4 cm². In each switching unit paired multimode interference couplers were used as a power splitter and a combiner in the MZI structure as identified in the inset of Figure 11.2. An optical signal at a wavelength of 1.5 μm from the single-mode fiber was coupled into the rib waveguides through the polished facet of the input waveguide. The device incurred an average insertion loss of 17 dB and had a switching time of 15 μs [Ref. 44]. Isolating trenches and blocking grooves were positioned between the neighboring arms in order to avoid mode coupling and hence they reduced the switching power consumption to 0.3 W. Although the average crosstalk was measured at 16.5 dB, it is indicated that this can be lowered by use of double MZI switches in the switching matrix [Ref. 45].

Simultaneous all-optical switching of several wavelength division multiplexed (WDM) channels has also been achieved employing a comb switch incorporating a micro-ring resonator [Refs 48–51]. For example, 20 continuous WDM channels were experimentally switched by the comb switch using a 104 GHz micro-ring resonator [Ref. 49]. The switching was achieved for a multiwavelength message cohesively by obtaining a small free-spectral

![Figure 11.12 A 4×4 nonblocking optical space division switch matrix](image-url)
Also referred to as optical MEMS representing the technology and not the name of a specific device.

Figure 11.13 Optical micro-electromechanical system (OMEMS): (a) basic operation showing an optical cross-connect using a $3 \times 3$ matrix of micromirrors to route optical signals from arrays of input to output fibers; (b) a single mirror with supporting assembly [Ref. 55].

range of 0.8 nm and enabling several resonator modes to each switch one channel of the WDM signal simultaneously. It should be noted that the energy required to switch several channels is the same as that required to switch or select a single channel and therefore utilizing additional resonator modes enabled the switching of increased signal bandwidth without significant power penalty. Furthermore, at a transmission rate of $160 \text{ Gbit s}^{-1}$ (i.e. $16 \times 10 \text{ Gbit s}^{-1}$) the bit-error-rate measurements incurred negligible power penalty as the number of wavelength channels exiting the drop port were scaled from one to sixteen with a peak signal power of $-6 \text{ dBm}$ per channel. Such high-speed broadband switching and wavelength selective devices are considered a crucial element to provide for the deployment of interconnection networks based on silicon photonic integrated circuits [Refs 50, 51].

Optical micro-electromechanical systems (OMEMS)* are an assembly of very small electromechanical devices machined on silicon using a photolithographic technique. Figure 11.13(a) illustrates the basic operation involved for an OMEMS device to provide switching within an optical cross-connect. It shows a $3 \times 3$ matrix array of mirrors which form an optical switch interconnection of 12 optical fibers allowing an optical signal to be switched as required. The optical signal passes through imaging lenses to an array of mirrors that can tilt on two axes depending on the control signal (i.e. up or down). Three signals are shown entering into fibers 1, 2 and 3. When the mirror is set upward the signal simply passes through as in the cases of the signal traveling from fiber 1 to fiber 9 (shown by the dashed line) and fiber 3 to fiber 7 (identified by a straight line). However, when the mirror is rotated upwards it reflects the optical signal of the fiber 2 coupling it to the fiber 5 shown by the arrowed solid line. Therefore the use of reflecting mirror arrays (i.e. by using multiple reflections) can create any desired path between 12 fibers. A major problem, however, stems from the need to provide effective control of the operation for
OMEMS which is difficult to realize since these systems use mirrors with thin membranes which are extremely sensitive to strain and deformation. Nevertheless, an additional assembly to hold the mirrors and to remove both strain and variation can be used to mitigate these adverse affects [Refs 52, 53]. Such an assembly is shown in Figure 11.13(b) where the mirror rotates with respect to the movable ring and the frame by elastically deforming the attaching springs. Furthermore the structure is designed to be sufficiently stiff in order to sustain mechanical vibrations.

Optical MEMS combined with other photonic devices such as vertical cavity semiconductor optical amplifiers (see Section 10.3) can also be used in optical signal switching and routing applications operating over a range of wavelengths from 1.3 to 1.6 μm [Ref. 54]. Silicon-on-insulator technology is preferred for the fabrication of MEMS due to its simplicity and the small number of process steps involved in fabrication [Ref. 52]. For example, a 1024 × 1024 nonblocking optical cross-connect-based MEMS has been implemented with a mean insertion loss of 1.33 dB and a maximum loss of 2.0 dB for all connections [Ref. 55]. In addition, the polarization-dependent loss of the structure, including the fiber pigtailed and all other optical components, was shown to remain as low as 0.1 dB with the optical crosstalk being reduced below −40 dB.

11.4.2 Modulators

Although limitations imposed by direct current modulation of semiconductor injection lasers currently restricts the maximum achievable modulation, however more than 100 GHz have been demonstrated [Ref. 56]. Furthermore, with most injection lasers high-speed current modulation also creates undesirable wavelength modulation which imposes problems for systems employing WDM. Thus to extend the bandwidth capability of single-mode fiber systems there is a requirement for high-speed modulation which can be provided by IO waveguide intensity modulators. Simple on/off modulators may be based on the techniques utilized for the active beam splitters and switches described in Section 11.4.1. In addition a large variety of predominantly electro-optic modulators have been reported [Ref. 56] which exhibit good characteristics. For example, an important waveguide modulator is based upon a Y-branch interferometer which employs optical phase shifting produced by the electro-optic effect.

The change in refractive index exhibited by an electro-optic material with the application of an electric field given by Eq. (11.8) also provides a phase change for light propagating in the material. This phase change δφ is accumulative over a distance L within the material and is given by [Ref. 57]:

\[ \delta \phi = \frac{2\pi}{\lambda} \cdot \delta n L \]  

(11.10)

When the electric field is applied transversely to the direction of optical propagation we may substitute for \( \delta n \) from Eq. (11.8) giving:

\[ \delta \phi = \frac{\pi}{\lambda} n^2 r E L \]  

(11.11)
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Example 11.1

A lithium niobate strip waveguide phase modulator designed for operation at a wavelength of 1.3 \( \mu m \) is 2 cm long with a distance between the electrodes of 25 \( \mu m \).

Determine the voltage required to provide a phase change of \( \pi \) radians given that the electro-optic coefficient for lithium niobate is \( 30.8 \times 10^{-12} \frac{m}{V} \) and its refractive index is 2.1 at 1.3 \( \mu m \).

Solution: When the phase change is \( \pi \) radians, using Eq. (11.12) we can write:

\[
\delta \phi = \pi \frac{n_3^3 r}{\lambda} \frac{V}{d} L
\]

(11.12)

It may be noted from Eq. (11.12) that in order to reduce the applied voltage \( V \) required to provide a particular phase change, the ratio \( L/d \) must be made as large as possible.

A simple phase modulator may therefore be realized on a strip waveguide in which the ratio \( L/d \) is large as shown in Figure 11.14. These devices, when, for example, fabricated by diffusion of Nb into LiTaO\(_3\), provide a phase change of \( \pi \) radians with an applied voltage in the range 5 to 10 V.

![Figure 11.14 A simple strip waveguide phase modulator](image)

Furthermore, taking E equal to \( V/d \), where \( V \) is the applied voltage and \( d \) is the distance between electrodes, gives:

\[
\delta \phi = \pi \frac{n_3^3 r}{\lambda} \frac{V}{d} L
\]

Example 11.1

A lithium niobate strip waveguide phase modulator designed for operation at a wavelength of 1.3 \( \mu m \) is 2 cm long with a distance between the electrodes of 25 \( \mu m \). Determine the voltage required to provide a phase change of \( \pi \) radians given that the electro-optic coefficient for lithium niobate is \( 30.8 \times 10^{-12} \frac{m}{V} \) and its refractive index is 2.1 at 1.3 \( \mu m \).

Solution: When the phase change is \( \pi \) radians, using Eq. (11.12) we can write:

\[
\delta \phi = \pi \frac{n_3^3 r}{\lambda} \frac{V}{d} L
\]

Hence the voltage required to provide a \( \pi \) radian phase change is:

\[
V = \frac{\lambda d}{n_3^3 r L} = \frac{1.3 \times 10^{-6} \times 25 \times 10^{-6}}{(2.1)^3 \times 30.8 \times 10^{-12} \times 2 \times 10^{-2}} = 5.7 \text{ V}
\]
The result obtained in Example 11.1 has assumed the spatially uniform electric field of an ideal parallel plate capacitor. However, because the electro-optic refractive index change is small this is rarely the case and its effect on the optical phase velocity is dependent on the overlap integral of the electrical and optical fields. The consequence of these nonuniform fields can be incorporated into an overlap integral $\alpha$, having a value between 0 and 1 which gives a measure of the overlap between the electrical and optical fields [Refs 18, 21]. The electro-optic refractive index change of Eq. (11.8) therefore becomes:

$$\delta n = \pm \alpha n_r^2 \frac{V}{d}$$  (11.13)

where the factor $\alpha$ represents the efficiency of the electro-optic interaction relative to an idealized parallel plate capacitor with the same distance between the electrodes.

As mentioned previously, the electro-optic property can be employed in an interferometric intensity modulator. Such a Mach–Zehnder interferometer is shown in Figure 11.15. The device comprises two Y-junctions which give an equal division of the input optical power. With no potential applied to the electrodes, the input optical power is split into the two arms at the first Y-junction and arrives at the second Y-junction in phase giving an intensity maximum at the waveguide output. This condition corresponds to the 'on' state. Alternatively, when a potential is applied to the electrodes, which operate in a push–pull mode on the two arms of the interferometer, a differential phase change is created between the signals in the two arms. The subsequent recombination of the signals gives rise to constructive or destructive interference in the output waveguide. Hence the process has the effect of converting the phase modulation into intensity modulation. A phase shift of $\pi$ between the two arms gives the 'off' state for the device.

High-speed interferometric modulators have been demonstrated incorporating lithium niobate waveguides. A 100 GHz modulation bandwidth has been reported [Ref. 56] for an interferometer employing a less than 5 V on/off voltage. Similar devices incorporating electrodes on one arm only may be utilized as switches and are generally referred to as balanced bridge interferometric switches [Ref. 57]. An interferometric modulator based on planar waveguides has also demonstrated performance as an optical power attenuator [Ref. 58]. This device, referred to as a variable optical attenuator (VOA), is useful in wavelength division networks (see Section 15.2.3). In its simplest form the VOA attenuates...
optical signal power to a desired level which may be required for controlling optical power levels prior to optical amplifiers and receivers, or for channel equalization. A typical range of attenuation obtained from such a VOA is 0 to −20 dB while specific devices can provide higher attenuation up to −38 dB [Ref. 59]. A VOA providing this high level of attenuation can be used, for example, to block a WDM channel.

Useful modulators may also be obtained employing the acousto-optic effect. These devices, which deflect a light beam, are based on the diffraction of light produced by an acoustic wave traveling through a transparent medium. The acoustic wave produces a periodic variation in density (i.e. mechanical strain) along its path which, in turn, gives rise to corresponding changes in refractive index within the medium due to the photoelastic effect. Therefore, a moving optical phase diffraction grating is produced in the medium. Any light beam passing through the medium and crossing the path of the acoustic wave is diffracted by this phase grating from the zero-order into higher order modes.

Two regimes of operation are of interest: the Bragg regime and the Raman–Nath regime. The interaction, however, is of greatest magnitude in the Bragg regime where the zero-order mode is partially deflected into only one higher order (i.e. first-order) mode, rather than the multiplicity of higher order modes obtained in the Raman–Nath regime. Hence most acousto-optic modulators operate in the Bragg regime providing the highest modulation depth for a given acoustic power.

The Bragg regime is obtained by effecting a suitably long interaction length for the device so that it performs as a ‘thick’ diffraction grating. An IO acousto-optic Bragg deflection modulator is shown in Figure 11.16. It consists of a piezoelectric substrate (e.g. lithium niobate) onto the surface of which a thin-film optical waveguide is formed by, for example, titanium indiffusion or lithium outdiffusion. An acoustic wave is launched parallel to the surface of the waveguide forming a surface acoustic wave (SAW) [Ref. 60] in which most of the wave energy is concentrated within a depth of one acoustic wavelength. The wave is generated from an interdigital electrode system comprising parallel electrodes deposited on the substrate. A light beam guided by the thin-film waveguide interacts with the SAW giving beam deflection since both the light and the acoustic energy

Figure 11.16 An acousto-optic waveguide modulator. The device gives deflection of a light beam due to Bragg diffraction by surface acoustic waves.
are confined to the same surface layer. The conditions for Bragg diffraction between the zero- and first-order mode are met when [Ref. 17]:

$$\sin \theta_B = \frac{\lambda_1}{2\Lambda}$$  \hspace{1cm} (11.14)

where $\theta_B$ is the angle between the light beam and the acoustic beam wavefronts, $\lambda_1$ is the wavelength of light in the thin-film waveguide and $\Lambda$ is the acoustic wavelength. In this case the light is deflected by $2\theta_B$ from its original path as illustrated in Figure 11.16.

The fraction of the light beam deflected depends upon the generation efficiency and the width of the SAW, the latter also defining the interaction length for the device. Although diffraction efficiencies are usually low (no more than 20%), the diffracted on/off ratio can be very high. Hence these devices provide effective switches as well as amplitude or frequency modulators.

### 11.4.3 Periodic structures for filters and injection lasers

Periodic structures may be incorporated into planar waveguides to form integrated optical filters and resonators. Light is scattered in such a guide in a similar manner to light scattered by a diffraction grating. A common example of a periodic waveguide structure is the corrugated slab waveguide shown in Figure 11.17. When light propagating in the guide impinges on the corrugation, some of the energy will be diffracted out of the guide into either the cover or the substrate. The device, however, acts as a one-dimensional Bragg diffraction grating, and light which satisfies the Bragg condition is reflected back along the guide at $180^\circ$ to the original direction of propagation (Figure 11.17).

The Bragg condition for the case of $180^\circ$ reflection can be obtained from Eq. (11.14) if we let the corrugation period $D$ (Figure 11.16) equal the acoustic wavelength $\Lambda$ and let $\lambda_1$ equal $\lambda_B/n_e$ where $\lambda_B$ (the Bragg wavelength) is the optical wavelength in a vacuum and $n_e$ is the effective refractive index of the guide. If we also assume that $\lambda_B$ is equal to $90^\circ$, then Eq. (11.14) becomes:

$$D = \frac{|\lambda_B|}{2n_e}$$  \hspace{1cm} (11.15)

![Figure 11.17](image)

**Figure 11.17** A slab waveguide with surface corrugation giving reflection back along the guide when the Bragg condition is met. Hence the structure performs as a one-dimensional Bragg diffraction grating.
where \( l = 1, 2, 3, \ldots, m \) is the order of the grating which was unity in Eq. (11.14) because diffraction took place between the zero- and first-order mode. The vacuum wavelength of light that will be reflected through 180° by such a grating is therefore:

\[
\lambda_B = \frac{2n_e D}{l}
\]  \hspace{1cm} (11.16)

When the reflected light is incident at an angle (Figure 11.17) then [Ref. 15]:

\[
n_e = n_1 \sin 2\theta
\]  \hspace{1cm} (11.17)

where \( n_e \) is the refractive index of the guide. Hence, depending on the corrugation period of the structure, all the incident power at a particular wavelength will be reflected. Devices of this type therefore behave as frequency-selective rejection filters or mirrors. An example of such a reflection filter is shown in Figure 11.18. It comprises an InGaAsP/InP grating waveguide device in which the surface corrugation is typically written as a photoresist mask using two interfering ultraviolet beams before chemical or physical etching. The filter bandwidth could be quite small (6 Å \( \times 6 \times 10^{-10} \) m) with modest interaction lengths using this technique [Ref. 61]. Although the low substrate-waveguide refractive index difference using lithium niobate devices combined with the inherent etching difficulties have limited the development of Ti : LiNbO\(_3\) waveguide reflection filters, a 9 mm long Ti : LiNbO\(_3\) waveguide grating filter with 2.6 nm bandwidth has been experimentally demonstrated [Ref. 62]. A periodically poled lithium niobate (PPLN) crystal was used where the controlled heating mechanism for the crystal provided the fine tuning for the phase-matching. Periodic poling is a process where the formation of layers takes place with an alternate orientation in the birefringent material (i.e. double refraction) and thus the domains are regularly spaced with a period which can be set within the desired operating wavelengths. The periods which typically range from 5 to 35 \( \mu \)m can be used to achieve the desired nonlinear functionality and therefore the length of period determines the properties of resultant device. For example, a short period is used for second harmonic generation whereas long periods are used for optical parametric oscillations (i.e. for wavelength conversion (see Section 10.5)).

![An InGaAsP/InP waveguide grating filter](image)

**Figure 11.18** An InGaAsP/InP waveguide grating filter
For a waveguide grating filter which exhibits a large change in effective refractive index with a fine grating period, the 3 dB fractional bandwidth is given approximately by [Ref. 21]:

$$\frac{\delta \lambda}{\lambda} = \frac{D}{L}$$  \hspace{1cm} (11.18)

where $L$ is the grating length. Hence Eq. (11.18) allows estimates of the filter 3 dB bandwidth, $\delta \lambda$, to be obtained.

**Example 11.2**

A 1 cm long InGaAsP/InP first-order grating filter is designed to operate at a center wavelength of 1.52 $\mu$m. The reflected light is incident at an angle of 1° and the refractive index of InGaAsP is 3.1. Determine the corrugation period and estimate the filter 3 dB bandwidth. A large change in effective refractive index may be assumed.

Solution: The effective refractive index of the waveguide is given by Eq. (11.17) as:

$$n_e = n_1 \sin 2\theta = 3.1 \sin 2^\circ = 0.11$$

The corrugation period for the first-order grating may be obtained from Eq. (11.15) as:

$$D = \frac{\lambda}{2n_e} = \frac{1.52 \times 10^{-6}}{2 \times 0.11} = 6.9 \mu m$$

Finally, the filter 3 dB bandwidth can be estimated from Eq. (11.18) where:

$$\delta \lambda = \frac{D \lambda}{L} = \frac{6.9 \times 10^{-6} \times 1.52 \times 10^{-6}}{10^{-2}}$$

$$= 10.5 \AA \ (\approx 1 \text{ nm})$$

It may be observed that a relatively narrow filter bandwidth is obtained in Example 11.2. Such devices could find use for wavelength demultiplexing of a larger number of channels. Alternatively, wide-bandwidth filters may be realized by forming gratings which exhibit a gradual change in the corrugation period. Such grating devices are said to have a chirped structure [Ref. 63]. It should also be noted that the corrugated gratings discussed above are also incorporated into advanced single-mode injection laser structures, namely the distributed feedback and the distributed Bragg reflector lasers (see Section 6.6.2).

Periodic optical filters used for WDM devices based on thin-film or arrayed-waveguide grating (AWG) (see Section 5.6.3) result in the loss of channels because of the need for a guard band in between adjacent channels. For example, an experimental demonstration of an eight-band filter with each band comprising four channels and leaving a single channel
between each band (i.e. 4-skip-1)* allowed a total of 32 channels, each spaced by 100 GHz, spanning an overall optical bandwidth of 4 THz [Ref. 64]. Clearly it is important to use the full bandwidth potential which can be achieved by employing periodic waveband filters, where instead of demultiplexing single-wavelength channels specified numbers of wavelength channels can be grouped together into bands thereby minimizing bandwidth usage. Such devices, known as interleaver waveband filters, can then be used to separate the required wavelength signals [Ref. 65].

Figure 11.19 illustrates the different functions of an interleaver waveband filter performing as a wavelength division demultiplexer. A demultiplexing scheme where even and odd channels are separated onto the two different output ports identified is shown in Figure 11.19(a). Further separation of specific wavelength channels can be obtained as indicated in Figure 11.19(b) where a multiplexed input signal is demultiplexed into four wavelength channels. It is also possible to achieve a bandpass filter operation while isolating the required number of channels in each band. This process is illustrated in Figure 11.19(c) where the banded interleaver splits into an even and odd band of channels with each band containing four discrete channels. In addition, a demultiplexing filter can be used to isolate between each band (i.e. 4-skip-1)* allowed a total of 32 channels, each spaced by 100 GHz, spanning an overall optical bandwidth of 4 THz [Ref. 64]. Clearly it is important to use the full bandwidth potential which can be achieved by employing periodic waveband filters, where instead of demultiplexing single-wavelength channels specified numbers of wavelength channels can be grouped together into bands thereby minimizing bandwidth usage. Such devices, known as interleaver waveband filters, can then be used to separate the required wavelength signals [Ref. 65].

Figure 11.19 illustrates the different functions of an interleaver waveband filter performing as a wavelength division demultiplexer. A demultiplexing scheme where even and odd channels are separated onto the two different output ports identified is shown in Figure 11.19(a). Further separation of specific wavelength channels can be obtained as indicated in Figure 11.19(b) where a multiplexed input signal is demultiplexed into four wavelength channels. It is also possible to achieve a bandpass filter operation while isolating the required number of channels in each band. This process is illustrated in Figure 11.19(c) where the banded interleaver splits into an even and odd band of channels with each band containing four discrete channels. In addition, a demultiplexing filter can be used to isolate between each band (i.e. 4-skip-1)* allowed a total of 32 channels, each spaced by 100 GHz, spanning an overall optical bandwidth of 4 THz [Ref. 64]. Clearly it is important to use the full bandwidth potential which can be achieved by employing periodic waveband filters, where instead of demultiplexing single-wavelength channels specified numbers of wavelength channels can be grouped together into bands thereby minimizing bandwidth usage. Such devices, known as interleaver waveband filters, can then be used to separate the required wavelength signals [Ref. 65].

Figure 11.19 illustrates the different functions of an interleaver waveband filter performing as a wavelength division demultiplexer. A demultiplexing scheme where even and odd channels are separated onto the two different output ports identified is shown in Figure 11.19(a). Further separation of specific wavelength channels can be obtained as indicated in Figure 11.19(b) where a multiplexed input signal is demultiplexed into four wavelength channels. It is also possible to achieve a bandpass filter operation while isolating the required number of channels in each band. This process is illustrated in Figure 11.19(c) where the banded interleaver splits into an even and odd band of channels with each band containing four discrete channels. In addition, a demultiplexing filter can be used to isolate

* M-skip-N, where M is the number of channels in each band whereas N is the number of channels excluded between any two bands utilizing this bandwidth for a guard band. For example, the ITU wavelength channel allocation for 32 channels employs a 4-skip-1 scheme utilizing channels in the C-band (1530 to 1560 nm), starting at channel 20 to channel 60 and excluding a single channel after every four channels, is given as eight bands: 21 to 24, 26 to 29, 31 to 34, 36 to 39, 41 to 44, 46 to 49, 51 to 54 and finally 56 to 59.
Some integrated optical devices

A single required channel from a WDM comb.* This situation is represented in Figure 11.19(d) where an asymmetric interleaver is shown to separate one channel from a WDM comb signal containing eight wavelength multiplexed signals. For example, a silica-based planar circuit utilizing a bandpass interleaver with a five-band 8-skip-0 waveband filter has demonstrated flexible waveband optical networking performance for 40 channels without guard bands at a transmission rate of 40 Gbit s\(^{-1}\) [Ref. 66].

**Example 11.3**

Design a wavelength channel plan for an 8-band, 32-channel dense WDM interleaver waveband filter with channel spacing of 100 GHz. Using the M-skip-N scheme with M equal to 4 and values for N of (i) 0, (ii) 1, (iii) 2, determine: (a) the total number of channels required for each interleaver band filter; and (b) the overall bandwidth of the filter in each case.

Solution: (a) In an M-skip-N scheme M represents the total number of channels in each band and N is the number of channels excluded between two consecutive wavebands to provide a guard band. Therefore, the overall number of channels C\(_{\text{total}}\) can be written as:

\[
C_{\text{total}} = \text{number of bands} \times M + C_{\text{skip}}
\]

where C\(_{\text{skip}}\) is the total number of channels skipped between two wavelength bands and is given by:

\[
C_{\text{skip}} = (\text{number of bands} - 1) \times N
\]

(i) 4-skip-0:

\[
C_{\text{skip}} = (8 - 1) \times 0 = 0
\]

\[
C_{\text{total}} = (8 \times 4) + 0 = 32
\]

As anticipated, the total number of wavelength channels to provide the 4-skip-0 scheme is just 32 as no channels are skipped between the wavebands.

(ii) 4-skip-1:

\[
C_{\text{skip}} = (8 - 1) \times 1 = 7
\]

\[
C_{\text{total}} = (8 \times 4) + 7 = 39
\]

Hence the total number of wavelength channels required for the 4-skip-1 scheme is 39 with a single channel being skipped between each wavelength band.

---

* The term comb is used to describe equally spaced WDM signal channels.
(iii) 4-skip-2:

\[ C_{\text{skip}} = (8 - 1) \times 2 = 14 \]
\[ C_{\text{total}} = (8 \times 4) + 14 = 46 \]

Therefore the total number of wavelength channels needed for the 4-skip-2 scheme is 46 when 2 channels are skipped between each wavelength band.

(b) A channel spacing of 100 GHz corresponds to 0.8 nm based on the absolute reference of 193.1 THz (i.e. 1552.52 nm) (see Section 12.9.4). This information enables the production of Table 11.1 which provides the wavelength channel plan for 32 channels in 8 x 4 bands for 4-skip-0, 4-skip-1 and 4-skip-2 shown in the first, second and third columns, respectively. Furthermore, the values identified as (skipped) in the second and third columns are of those wavelength channels which are used as guard bands between two consecutive wavebands. The bandwidth for each of the three interleaver band filters identified in Table 11.1 can therefore be determined by subtracting the final wavelength channel from the initial one:

<table>
<thead>
<tr>
<th>Table 11.1</th>
<th>Wavelength channel plan for 8-band, 32-channel dense WDM interleaver band filter for 4-skip-0, 4-skip-1 and 4-skip-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of channels</td>
<td>Wavelength (nm)</td>
</tr>
<tr>
<td>1</td>
<td>1552.52</td>
</tr>
<tr>
<td>2</td>
<td>1553.32</td>
</tr>
<tr>
<td>3</td>
<td>1554.12</td>
</tr>
<tr>
<td>4</td>
<td>1554.92</td>
</tr>
<tr>
<td>5</td>
<td>1555.72</td>
</tr>
<tr>
<td>6</td>
<td>1556.52</td>
</tr>
<tr>
<td>7</td>
<td>1557.32</td>
</tr>
<tr>
<td>8</td>
<td>1558.12</td>
</tr>
<tr>
<td>9</td>
<td>1558.92</td>
</tr>
<tr>
<td>10</td>
<td>1559.72</td>
</tr>
<tr>
<td>11</td>
<td>1560.52</td>
</tr>
<tr>
<td>12</td>
<td>1561.32</td>
</tr>
<tr>
<td>13</td>
<td>1562.12</td>
</tr>
<tr>
<td>14</td>
<td>1562.92</td>
</tr>
<tr>
<td>15</td>
<td>1563.72</td>
</tr>
<tr>
<td>16</td>
<td>1564.52</td>
</tr>
<tr>
<td>17</td>
<td>1565.32</td>
</tr>
<tr>
<td>18</td>
<td>1566.12</td>
</tr>
<tr>
<td>19</td>
<td>1566.92</td>
</tr>
<tr>
<td>20</td>
<td>1567.72</td>
</tr>
<tr>
<td>21</td>
<td>1568.52</td>
</tr>
</tbody>
</table>
Table 11.1 (continued)

<table>
<thead>
<tr>
<th>4-skip-0</th>
<th>4-skip-1</th>
<th>4-skip-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of channels</td>
<td>Wavelength (nm)</td>
<td>Number of channels</td>
</tr>
<tr>
<td>22</td>
<td>1569.32</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>1570.12</td>
<td>23</td>
</tr>
<tr>
<td>24</td>
<td>1570.92</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>1571.72</td>
<td>(skipped) 25</td>
</tr>
<tr>
<td>26</td>
<td>1572.52</td>
<td>26</td>
</tr>
<tr>
<td>27</td>
<td>1573.32</td>
<td>27</td>
</tr>
<tr>
<td>28</td>
<td>1574.12</td>
<td>28</td>
</tr>
<tr>
<td>29</td>
<td>1574.92</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>1575.72</td>
<td>30</td>
</tr>
<tr>
<td>31</td>
<td>1576.52</td>
<td>31</td>
</tr>
<tr>
<td>32</td>
<td>1577.32</td>
<td>32</td>
</tr>
<tr>
<td>33</td>
<td>1578.12</td>
<td>33</td>
</tr>
<tr>
<td>34</td>
<td>1578.92</td>
<td>34</td>
</tr>
<tr>
<td>(skipped) 35</td>
<td>1579.72</td>
<td>(skipped) 35</td>
</tr>
<tr>
<td>36</td>
<td>1580.52</td>
<td>37</td>
</tr>
<tr>
<td>37</td>
<td>1581.32</td>
<td>38</td>
</tr>
<tr>
<td>38</td>
<td>1582.12</td>
<td>39</td>
</tr>
<tr>
<td>39</td>
<td>1582.92</td>
<td></td>
</tr>
</tbody>
</table>

(i) For the 4-skip-0 the filter bandwidth is:

1577.32 – 1552.52 = 24.8 nm

(ii) For the 4-skip-1 the filter bandwidth is:

1582.92 – 1552.52 = 30.4 nm

(iii) For the 4-skip-2 the filter bandwidth is:

1588.52 – 1552.52 = 36.0 nm

Hence the overall filter bandwidths for the 4-skip-0, 4-skip-1 and 4-skip-2 are 24.8, 30.4 and 36.0 nm, respectively.
11.4.4 Polarization transformers and wavelength converters

The polarization status of optical signals is an important factor in high-speed optical fiber communication system design as with increasing transmission rates optical devices become more sensitive to polarization-related impairments. In addition to polarization mode dispersion observed in optical fibers (see Section 3.13.2), the impact of the state of polarization (SOP) affects the performance of optical devices including losses incurred in optical elements (i.e. electro-optic modulators), the gain in optical amplifiers, the center wavelength in WDM filters and the responsivity of the receivers (see Section 12.4.2). Additionally, it may be required to modify the SOP in accordance with the requirements of the system to allow for the smooth propagation of optical signals. To facilitate this modification various techniques are used to transform or control polarization related impairments [Ref. 67]. Alternatively, the polarization is scrambled when the SOP of fully polarized light is made to vary randomly at a relatively low rate. This can be achieved by using polarization modulation methods incorporating a lithium niobate modulator [Ref. 68]. By contrast, a polarization descrambler can be used to keep the SOP constant using an automatic polarization stabilizer based on a polarization controller [Ref. 69].

The electro-optic effect typically in lithium niobate waveguide devices can be used to facilitate TE–TM mode conversion. However, to allow the transformation of an arbitrary input polarization, not just TE or TM, it is necessary to control the relative phase between the TE and TM components. Such polarization transformers which operate as TE–TM mode converters can be employed as elements within intensity modulators (when combined with a polarizer), optical filters or polarization controllers. A basic example of the latter device is shown in Figure 11.20 [Ref. 70]. It comprises two phase modulators and a single TE–TM mode converter on X-cut* lithium niobate.

The first phase modulator is required to adjust the phase difference between the incoming TE and TM modes to be $\frac{\pi}{2}$ so that the polarization controller can operate with all

![Figure 11.20 An IO polarization controller](image)

* Conventional Y-cut lithium niobate is not normally used as the electro-optic coefficient is smaller, necessitating higher operating voltages.
incoming polarization states. When this condition is satisfied the central phase-matched mode converter is operated as a linear polarization rotator. Although a linear output polarization of either TE or TM is sufficient in some applications, for full polarization control a second phase shifter is required to adjust the output phase to a desired value of elliptical output polarization.

A number of electro-optic waveguide devices can be used to provide wavelength conversion of an optical signal (see Section 10.5) [Ref. 71]. A common technique is to employ a phase modulator in a serrodyne configuration to alter the optical frequency by a linearly increasing voltage applied to the device electrodes [Ref. 72]. In practice a continuously increasing ramp signal voltage cannot readily be produced and hence a sawtooth voltage waveform is used. However, sawtooth waveforms with instantaneous fall times can be generated and hence additional frequency components tend to be produced. This factor, combined with the need to vary the rate of change of the applied voltage to alter the extent of the frequency shift, limits the use of this device to applications where a small constant frequency shift is required. In applications where large frequency translations are necessary and where the device is used as a control element in a feedback loop (e.g. coherent optical receivers), alternative frequency translators have been utilized [Ref. 18].

Devices based on TE–TM mode conversion are also capable of generating frequency-translated or wavelength-converted optical signals [Ref. 73]. When the region where the mode conversion takes place is made to move relative to the direction of the optical wave, the source of the converted signal appears to be moving to a stationary observer and the light is therefore Doppler shifted. To generate the effect of a moving coupling grating in practice, a mode converter is divided into several sections and each is driven with a correctly phase-shifted sinusoidal signal which has a frequency equal to the desired up or down frequency translation. In principle, this technique should be highly efficient and generate no unwanted optical signals. However, significant unwanted sidebands have been observed with such devices which appear to arise from parasitic electrical fields [Ref. 18]. Careful device design is therefore necessary to maintain these signals at an acceptable level.

Mach–Zehnder interferometric Y-junction modulators (see Figure 11.15) can also be used to generate double-sideband wavelength-converted optical signals when they are modulated with an intensity-modulated waveform. In this case the optical wavelength shift is proportional to the wavelength of the modulating signal. However, in simple device structures the charging of the electrode capacitance limits the maximum modulation frequency and thus the magnitude of the frequency translation that can be obtained. To overcome this problem Mach–Zehnder interferometers (MZIs) with traveling-wave electrode structures have been designed which provide multigigahertz bandwidths. When a nonlinear medium (e.g. a semiconductor optical amplifier) is inserted into the arms of an MZI, however, the absorption characteristics of the nonlinear medium determine the refractive index variation with respect to change in the intensity of an input signal which produces phase variation in the output signal emerging from the output port of the MZI. This intensity-phase variation produces changes in the wavelength of an optical signal and therefore by controlling the optical signal power in each MZI arm, it is possible to produce any desired wavelength at the output of the wavelength converter (see Section 10.5) [Ref. 74].

Integration of the aforementioned electro-optic devices into a single lithium niobate substrate, for use in coherent optical fiber communication systems (see Chapter 13), is an area of interest to reduce both losses between individual devices as well as system cost.
For example, the configuration of a potential coherent optical receiver device is illustrated in Figure 11.21 [Refs 18, 75]. It was fabricated on Z-cut lithium niobate and comprises a polarization controller with output phase controller, and a frequency translator together with a directional coupler for mixing the two optical signals. Successful operation of this integrated device was demonstrated and a similar X-cut lithium niobate device requiring a lower operating voltage has been proposed [Ref. 75]. More recently, a coherent integrated optical receiver based on an optical phased locked loop implemented using InP technology has been demonstrated experimentally, which comprised a pair of balanced uni-traveling carrier photodetectors, a $2 \times 2$ multimode interference coupler and phase modulators located on a $1 \times 2$ mm substrate [Ref. 76].

**Figure 11.21** Coherent optical receiver device

11.5 Optoelectronic integration

The integration of interconnected optical and electronic devices is an important area of investigation for applications within optical fiber systems [Ref. 76]. Monolithic optoelectronic integrated circuits (OEICs) incorporating both optical sources and detectors have been successfully realized for a number of years. Monolithic integration for optical sources has been generally confined to the use of group III–V semiconductor compounds. These materials prove useful as they possess both optical and electronic properties which can be exploited to produce high-performance devices. Circuits have been fabricated from GaAs/AlGaAs for operation in the shorter wavelength region between 0.8 and 0.9 $\mu$m. Such a circuit is shown in Figure 11.22(a) where an injection laser is fabricated on a GaAs substrate with a MESFET (metal Schottky FET, see Section 9.5.1) which is used to bias and modulate the laser. Alternatively, Figure 11.22(b) demonstrates the integration of a
longer wavelength (1.1 to 1.6 μm) injection laser fabricated from InGaAsP/InP together with a MISFET where the conventional n-type substrate is replaced by a semi-insulating InP substrate.

The realization of OEICs, however, lagged behind other developments in IO using dielectric materials such as lithium niobate. This situation was caused by the inherent difficulties in the fabrication of OEICs even when III–V compound semiconductors are employed [Ref. 77]. Compositional and structural differences between photonic devices and electronic circuits created problems in epitaxial crystal growth, planarization for lithography, electrical interconnections, thermal and chemical stability of materials, electrical matching between photonic and electrical devices together with heat dissipation. Nevertheless, the maturing of gallium arsenide technology for integrated circuits (as opposed to
OEICs [Ref. 78] helped stimulate research activities into high-speed OEICs. For example, the structure of a monolithically integrated DFB laser with an optical intensity modulator is shown in Figure 11.23 [Ref. 79]. The InGaAsP/InP devices, which were designed to avoid the large chirp associated with directly modulated semiconductor lasers, possess good dynamic characteristics at a modulation rate of 40 Gbit s\(^{-1}\) when operating at a wavelength of 1.55 \(\mu m\). Figure 11.24 shows a monolithically integrated laser modulator (ILM) consisting of a sampled-grating distributed Bragg reflector (SG-DBR) laser integrated with a semiconductor optical amplifier [Ref. 80]. The operating wavelength for this ILM can be tuned within the range from 1520 to 1570 nm. Typical performance characteristics for CW mode operation for this device include a fiber-coupled output power of greater than 10 mW, a linewidth less than 2 MHz and a side-mode suppression ratio greater than 40 dB for 90 channels spectrally spaced at 50 GHz [Ref. 80].

Optoelectronic integrated circuits devices based on heterojunction bipolar transistor (HBT) and high electron mobility transistor (HEMT) technology (see Section 9.6) using GaAs and InP are capable of operating at transmission rates higher than 40 Gbit s\(^{-1}\) [Refs 81, 82]. Figure 11.25 illustrates a p-i-n photoreceiver based on an HEMT, comprising...
a spot-size converter integrated with a photodiode. The spot-size converter increases the fiber alignment tolerances by one order of magnitude and thus enables the use of a cleaved instead of a lensed fiber for connection to the OEIC [Ref. 83]. It is integrated using InGaAsP guiding layers where more confinement is provided employing an InGaAsP : Fe waveguide, which feeds the photodiode while the latter is vertically tapered with a ramp for conversion of the spot size. The photodiode on the left side of Figure 11.25 is connected to the input of the traveling-wave amplifier via an air bridge. In addition, the HEMT is coupled to the coplanar transmission lines by microstrip lines formed by air bridges over a ground plane. Finally, this device, which was grown on an InP : Fe substrate, operated at transmission rates higher than 80 Gbit s$^{-1}$ at a signal wavelength of 1.55 $\mu$m [Ref. 84].

An optical power coupler (or splitter) integrated with an optical waveguide amplifier is considered a useful solution for optical networks where the aim is to reduce the number of amplifiers in the system while also reaching the maximum number of the nodes [Ref. 85]. A simple amplified splitter configuration employing four erbium-doped waveguide amplifiers each sharing a single optical pump source for four incoming WDM signals was described in Figure 10.20 (see Section 10.4.3). Such planar waveguide amplified splitters with a splitting ratio of, for example, 1 : 8 are commercially available [Ref. 85].

Most of the applications for OEICs can be found within optical networks (see Chapter 15) where a large switching capacity is the desired feature which is required to support a large number of WDM channels. In this case the optical switches alone cannot provide the functionality and hence this necessitates the use of intelligent optical switches which offer control of both optical signal wavelength and signal power. Figure 11.26 shows such an intelligent 8 × 8 switching matrix constituting a wavelength interchange cross-connect (WIXC) (see Section 15.2.2) [Ref. 86]. The nonblocking switching matrix comprises several optical components on a single polymer-on-silica planar lightwave circuit (see Sections 11.1 and 11.2). It includes optical switches, photodiodes, variable optical attenuators (VOAs) and optical couplers acting as power taps. Moreover, the OEIC chip contained in an operational package is depicted in Figure 11.26(b). The single-mode fiber-to-fiber insertion loss for the matrix package operating over a range of signal wavelengths from 1.52 to 1.61 $\mu$m was 4 dB. The VOAs exhibited a dynamic range of 20 dB with an insertion loss of 0.1 to 0.3 dB. The chromatic dispersion (see Section 3.9) was 0.1 ps nm$^{-1}$ and the polarization mode dispersion of the module was specified as 0.01 ps. Furthermore, the
switching matrix exhibited a crosstalk of 50 dB between any two ports [Ref. 86]. These performance parameters would therefore enable the implementation of a larger switching fabric providing an increased number of wavelength channels. In addition, using this $8 \times 8$ switching matrix an eight-port reconfigurable optical add/drop multiplexer (ROADM) (see Section 15.2.2) subsystem has also been demonstrated [Ref. 87]. This subsystem, which employed an array of integrated photodiodes combined onto a polymer platform to reduce the overall module size, successfully transmitted 40 wavelength channels.

More recently, optical replication technology has been introduced to produce OEICs on a larger scale where the integrated devices exhibit low optical coupling loss [Refs 88, 89]. Replication technology essentially employs hot embossing, molding and ultraviolet lithography techniques to produce high-quality optical components and devices. The development of wafer-scale replication technology using ultraviolet curable SOL gel (see Section 11.2) and polymer materials enables refractive and diffractive micro-optical elements to be replicated directly onto glass substrates or onto silicon wafers of material systems of the III–V group alloys [Ref. 89]. The SOL gel materials allow the combination

Figure 11.26 Chip architecture for an $8 \times 8$ intelligent optical switching matrix with single-mode fiber: (a) structure block schematic; (b) OEIC module package [Ref. 86]
of replication with lithography to leave selected areas material-free for sawing and bonding. This technology is therefore useful for the production of both planar micro-optical elements and stacked optical microsystems. Moreover, polymer-based devices such as optical micro-electromechanical systems (MEMS) (see Section 11.4.1) can be replicated using this technology. The structure of polymer-based MEMS with fiber interconnection, where the coupling loss remained 0.9 dB for single-mode fiber coupling at a signal wavelength of 1.5 μm, is shown in Figure 11.27(a) [Ref. 88].

The chip-to-chip interconnection of optical components illustrating a photodiode and a vertical cavity surface-emitting laser (VCSEL) is depicted in Figure 11.27(b). These devices are assembled on microtrenches where embedded electrodes are connected through the passive junction of the polymer waveguide on alignment pits, thus achieving optical interconnection between the optoelectronic devices. The averaged insertion loss in this case was 2.45 dB when coupling single-mode optical fiber with 8 μm core diameter at a wavelength of 1.55 μm while the estimated excessive coupling loss remained 0.92 dB per coupling interface [Ref. 89]. In addition, the replication of microlenses on active components can also be obtained with precisely controlled alignment and thickness. Moreover, wafer-scale replication of microlenses on VCSELs fabricated on GaAs wafers which reduces the beam divergence can be realized using this technology [Refs 89, 90]. For example, a section of a wafer comprising arrays of VCSELs with microlenses replicated onto the VCSEL devices is shown in Figure 11.27(c). It comprises a 10.2 cm wafer containing a large number of VCSELs arrays whereas in the magnified picture it displays only two VCSEL devices with diffractive microlenses grown on the top of each device. Finally, the area between replicated microlenses which is used for subsequent bonding and dicing of the devices is kept free of the SOL gel material.

In a further example referred to as Terabus, OEIC technologies have supported terabit per second rates for chip-to-chip data transfer [Ref. 91]. In this approach a chip-like optoelectronic packaging structure known as an optochip is assembled directly onto another optical chip (optocard) as indicated in Figure 11.28. In this case arrays of VCSELs and photodiodes were flip-chip bonded to the driver and receiver IC arrays. The optocard incorporated 48 parallel multimode optical waveguides each with a core diameter of 62.5 μm and the optochip comprised 4 × 12 arrays of VCSELs and p-i-n photodiodes operating at a signal wavelength of 0.98 μm. In order to provide optical coupling between the optochip and the optocard microlenses, arrays were etched onto the back side of the optoelectronic arrays and onto 45° mirrors in the waveguides. Transmitter and receiver operation was demonstrated to 10 Gbit s⁻¹ per channel. Furthermore, the silicon carrier strip provided a platform to combine multilayer wiring and vias (i.e. stubs) for high-performance electrical interconnection, with the ability to integrate heterogeneous components including IC and optoelectronic devices using the flip-chip bonding technology. It is apparent that such systems would permit higher bandwidth transmission between processors or modules in future high-performance optical computation systems (see Section 11.8).

There is a demand for compact, low-cost optical devices within optical networks and, in particular, for passive optical networks (PONs) (see Section 15.6.3) which will operate at transmission rates in the range of 2.5 to 40 Gbit s⁻¹ [Refs 92–94]. For example, optical transceivers for performing electrical/optical conversion for bidirectional transmission of a burst signal at wavelengths of 1.3 μm and 1.5 μm as depicted in Figure 11.29 are commercially available [Refs 94–100]. Such transceivers are designed for use with the gigabit PON (see Section 15.6.3) operating at transmission rates of up to 10 Gbit s⁻¹.
Figure 11.27 Optical replication technology: (a) polymer optical micro-electromechanical systems structure for single-mode optical fiber; (b) the chip-to-chip optical interconnection of electro-optic components [Ref. 88]; (c) (from left to right), replicated SOL-gel lensed arrays on a 10.2 cm diameter silicon wafer; a rectangular section containing VCSELs and finally a pair of mounted and bonded VCSEL devices with SOL-gel lenses incorporated on the top surface. Reprinted with permission from Ref. 90 © IEEE 2004
11.6 Photonic integrated circuits

A photonic integrated circuit (PIC) is the monolithic integration of two or more optical components onto a single substrate. The optical components can be either a passive or active element. Based on planar waveguide technology (see Section 11.3) it is possible to fabricate both active and passive components simultaneously onto the same substrate. Figure 11.30 presents the structural strategy to integrate several optical devices on a single indium phosphate substrate where the building blocks are divided into two columns. Each column separately accommodates active and passive functions in a layered structure.
where similar devices types can be fabricated. Using this technique various devices can be incorporated onto a single chip providing flexibility while also achieving a reduction in the overall circuit size. Integrated devices include arrayed waveguide grating (AWG) (see Section 5.6.3) based optical cross-connects [Ref. 101], multiwavelength laser sources [Refs 102, 103] and tunable wavelength converters [Refs 104, 105]. However, the state of the art for PIC integration does not yet provide the capability to combine several dissimilar technology devices in the same column onto a single substrate.

The prime aim of a PIC is to reduce the overall size of optical functions, so the interconnection of several modules being grown on the same substrate is therefore important. Further reduction in the overall size of an integrated device can be achieved if multilevel or layered interconnections are incorporated [Ref. 4]. This reduction can be accomplished using fused AWGs arranged in a stack of layers forming a vertical coupler. Vertical fused coupling is obtained by repeating the fusion process for each layer containing the planar waveguides onto an indium phosphide wafer [Ref. 106]. Figure 11.31 illustrates this concept by providing the comparison between a conventional PIC and a multilevel fused AWG module [Refs 107-109]. A conventional PIC comprising an array of photonic cross-bar switches interconnected by planar waveguides to switch the optical signal from one stage to another is shown in Figure 11.31(a). This arrangement therefore incorporates multistage switching of the optical signal to reach its destination.

By contrast an advanced single-level photonic switch module employing an AWG-based planar coupler (see Section 5.6.3) is displayed in Figure 11.31(b) which illustrates an $N \times N$ wavelength channel cross-connect fabricated using wafer-based vertical fused AWG couplers [Ref. 107] which can be viewed as an upgrade of the conventional AWG-based demultiplexer/multiplexer (see Section 5.6.3) where the number of ports has been increased on both the input and output sides. The upgraded configuration can function as a passive wavelength-selective, strictly nonblocking cross-connect. The AWG cross-connect comprises $N$ input and $N$ output waveguides, two planar regions functioning as multimode interference (MMI) couplers (see Section 11.3.1) and an $M$ array of curved waveguides connecting the two planar regions. The operation of the device is similar to two cascaded passive star couplers (see Section 5.6.2) each comprising $N \times M$ and $M \times N$ combinations of input/output ports where $M$ is greater than $N$ [Ref. 107]. Such passive
cascaded couplers constitute an imaging system where the object and the image planes are formed at the opposite sides of two couplers (i.e. planar regions 1 and 2) which are connected by waveguides of unequal lengths.

The AWG-based coupler demultiplexes an incoming WDM signal comprising a number of wavelengths \( M \) (i.e. \( \lambda_1 \) to \( \lambda_M \)) on each input port in the planar region 1. Each of the \( M \) wavelength demultiplexed channels after traveling separately through different lengths of the curved waveguides are then multiplexed in the planar region 2. A specific wavelength channel from an input port is directed into the reconstructed WDM signal which appears at precisely one output port of the second planar region. The reconstituted spectrum of the WDM signal at any output port contains a different set of wavelength channels with at least one wavelength channel from each input port and therefore when the number of WDM channels \( M \) is present at \( N \) input ports then the output port 1 always produces a WDM signal containing a wavelength signal from each of the input ports. For example, in

**Figure 11.31** Interconnections for photonic integrated circuits (PICs): (a) a conventional planar PIC array of crossbar switches; (b) an \( N \times N \) wavelength channel cross-connect based on an \( m \)-arrayed-waveguide grating (AWG)
Figure 11.31(b) the input port 1 contains a WDM signal with a number of wavelengths \( M \) (i.e. \( \lambda_{1,0}, \lambda_{1,1}, \lambda_{1,2}, \ldots, \lambda_{1,m} \)) and similarly the rest of the input ports from 2 to \( N \) contain \( (\lambda_{2,0}, \lambda_{2,1}, \lambda_{2,2}, \ldots, \lambda_{2,m}), \ldots, (\lambda_{n,0}, \lambda_{n,1}, \lambda_{n,2}, \ldots, \lambda_{n,m}) \). In this case the output port 1 always produces a WDM signal containing \( \lambda_{1,0}, \lambda_{2,1}, \lambda_{3,2}, \ldots, \lambda_{n,m} \). The remaining output ports produce different WDM signals comprising one wavelength channel from each input port following the same pattern. It should be noted that the number of output ports is dependent on the number of channels and also the separation between the channels. Therefore, increasing the number of ports and narrowing the channel spacing increases the complexity of the device and makes its fabrication more difficult [Refs 107–109].

The current dimensions of optical devices (a number of components still have a length of several hundred micrometers to a few millimeters) and circuits generally remain too large to provide for very large-scale integration which is necessary to develop a complete photonic system on a single chip. Hence there is a need to reduce the size of photonic components and in particular PICs in order to achieve larger scale integration. Pursuit of this objective has resulted in a newer research field referred to as nanophotonics [Ref. 110]. Nanophotonics deals with devices having dimensions on the nanometer scale where light instead of traveling through the device is guided by the device and therefore the fundamentals of the optical near field apply. Furthermore, many of the nanodevices and circuits under investigation can be implemented using quantum-dot (see Section 10.3.4) and photonic crystal-based (see Section 2.6) technologies [Ref. 8]. Based on the aforementioned PIC technology it is possible to design photonic circuits to perform all-optical signal processing functions where both active and passive devices are monolithically integrated onto the same substrate. Figure 11.32 shows the structure of an integrated laser modulator (ILM) based on an asymmetrical twin-waveguide technique incorporating a distributed feedback (DFB) laser and an electroabsorption modulator [Ref. 23]. Moreover, the DFB laser and the ILM waveguide comprise InGaAlAs quantum wells in a p-n-i-p epitaxial structure allowing independent bias for the laser and electroabsorption modulator sections. The DFB laser can operate at a high optical output power of 3 mW while the
modulator achieves a good extinction ratio of 6.5 dB for a voltage swing of 2.5 V and low insertion losses of 4 dB over a wide range of temperatures from 0 to 85 °C with no power penalty being incurred for transmission over 30 km of single-mode fiber [Ref. 23].

Three examples of the PICs produced onto an indium phosphide platform are depicted in Figure 11.33. Since these structures utilize phased AWGs they are also known as phased-array structures (PHASAR) [Ref. 111]. An experimental demonstration of the use of PICs in WDM transmission systems is shown in Figure 11.33(a). The 10-channel transmitter module comprises tunable DFB lasers, electroabsorption modulators (EAMs), variable optical attenuators (VOAs) and optical power monitors (OPMs). The AWG-based

![Diagram of an AWG-based PIC](image)

**Figure 11.33** Arrayed-waveguide grating (AWG) based PICs: (a) 10-channel receiver section; (b) 10-channel transmitter section. Reprinted with permission from Ref. 113 © IEEE 2007; (c) 100-channel WDM channel selector. Reprinted with permission from Ref. 114 © IEEE 2004
optical multiplexer combines the channels to create an optical multiplexed signal emerging from the output of the module. The receiver architecture comprising a polarization-independent AWG demultiplexer is displayed in Figure 11.33(b). This is followed by an array of 10 high-speed, side-illuminated waveguide photodiodes. In each of the aforementioned modules, there are more than 50 components integrated monolithically onto an indium phosphide substrate enabling single-channel transmission at 40 Gbit s\(^{-1}\) leading to an overall transmission rate of 400 Gbit s\(^{-1}\) [Refs 112, 113].

A PIC comprising a 100-channel selector for WDM signals is illustrated in Figure 11.33(c) [Ref. 114]. In order to select any single channel from 100 multiplexed channels using a 10 \times 10 array of semiconductor optical amplifiers (SOAs) would normally require 100 SOAs but this number was reduced in this case to just 20 devices. Therefore the PIC configuration consists of 10 AWG structures and two 10 \times 10 gate arrays with 10 SOAs in each array. Both the AWG arrays and SOA gate arrays are combined using a multimode interference coupler. The operation of the channel selector relies on the gate arrays allowing each SOA to function as an open gate while the incoming 100-channel WDM signal is divided into 10 bands via an array of 1 \times 10 AWGs (i.e. in which each band contains 10 channels). Each band is then fed into the first stage of the gate array where each SOA can permit only a single band to progress (i.e. 10 channels) when it is operating as an open switch. These 10 channels are forwarded to the 10 \times 10 AWG array which is interconnected to the second stage of the gate array that comprises an array of SOAs. At this stage, when an SOA operates as an open switch, the desired wavelength channel is allowed to proceed. Thus any channel can be selected using the appropriate combination of first- and second-stage SOAs in the gate arrays.

### 11.7 Optical bistability and digital optics

Bistable optical devices have been under investigation for a number of years to provide a series of optical processing functions. These include optical logic and memory elements, power limiters and pulse shapers, differential amplifiers and A–D converters. Moreover, the bistable optical device (BOD) in providing for digital optical logic – namely, a family of logic gates whose response to light is nonlinear – gives the basis for optical computation.

In its simplest form the BOD comprises a Fabry–Pérot cavity containing a material in which variations in refractive index with optical intensity are nonlinear (nonlinear optical absorption also gives rise to bistability), as shown in Figure 11.34(a). In a similar manner to the laser such a cavity exhibits a sharp resonance to optical power passing into and through it when the optical path length in the nonlinear medium is an integer number of half wavelengths. By contrast with the laser the value of refractive index within the cavity controls the optical transmission giving high optical output on resonance and low optical output off resonance. The transfer characteristic for the device exhibits two-state hysteresis which results from tuning into and out of resonance, as illustrated in Figure 11.34(b). BODs are therefore able to latch between two distinct optical states (0 or 1) in response to an external signal to act as a memory or flip-flop. Furthermore, by careful adjustments of the device bias and input levels, the BOD can act as an AND gate, an OR gate, or a NOT gate, hence providing logic functions [Ref. 115].
Although the switching speed of BODs is dependent on drive power, they offer the potential for very fast switching at low power levels. Investigations were therefore directed towards the possibility of picosecond switching using only picojoules of energy. A BOD exhibiting these properties would prove far superior to an electronic device which performs the same function. However, suitable nonlinear materials and device structures (e.g. nanotechnology) to give this performance are still under investigation. BODs may be separated into two basic classes: all-optical or intrinsic devices which utilize a nonlinear optical medium between a pair of partially reflecting mirrors forming a nonlinear etalon in which the feedback is provided optically; and hybrid devices where the feedback is provided electrically.

In some cases hybrid devices employ an artificial nonlinearity such as an electro-optic medium within the cavity to produce variations in refractive index via the electro-optic effect. In materials such as lithium niobate and gallium arsenide this produces strong artificial nonlinearity which can be combined with an electronic feedback loop. Such hybrid BODs had been fabricated in integrated optical form. A typical device is shown in Figure 11.35 [Ref. 116]. It consists of a titanium-diffused optical waveguide on a lithium niobate substrate with cleaved and silvered end faces to form the resonant optical cavity. The light emitted from the cavity is detected and amplified by an avalanche photodiode (APD). The electrical signal thus obtained is then fed back to the electrodes deposited on either side of the cavity in order to produce refractive index variations. Such a device therefore exhibits hysteresis and bistability. Although these hybrid BODs provided flexibility for experimental study, their switching speeds were ultimately limited by the use of
electrical feedback. Nevertheless, it is possible that several such devices could be interconnected to provide a more complex logic circuit.

An alternative hybrid approach based on the use of inorganic superlattices had been pursued at AT&T Bell Laboratories [Ref. 117] and elsewhere [Ref. 118]. These materials were constructed by alternating thin films of two different semiconductor materials which exhibited nonlinear properties. Combinations used include gallium arsenide and gallium aluminum arsenide, mercury telluride and cadmium telluride, silicon, and indium phosphide. This work resulted in the development of the, so-called, self-electro-optic effect device (SEED) which exhibits hysteresis and bistate transmission. The device, a schematic of which is shown in Figure 11.36(a), comprises a single chip of alternating layers. Although the device is activated by light an electric field is required to 'prime' the material for switching. The switching results from wavelength-sensitive absorption within the superlattice structure which causes current flow, thus decreasing the bias voltage which in turn increases the absorption. Eventually a point is reached at which switching occurs and the device switches to high absorption as indicated in Figure 11.36(b).

Alternatively, all-optical or intrinsic BODs may employ an appropriate nonlinear optical medium. Investigations are centered around materials such as indium antimonide, zinc selenide, cadmium sulfide, gallium arsenide, indium arsenide, gallium aluminum arsenide and indium gallium arsenide phosphide in which optical absorption gives a change in refractive index. Unfortunately, these effects are generally weak and often require low temperatures to display themselves adequately. However, the possibility of low-power, low-energy, fast-switching integratable devices for use in real-time optical processing and digital optical computing is a proposition which has encouraged a concentrated activity in this area. Studies involved the use of indium antimonide (InSb) in the near infrared [Ref. 119] and also in the visible region, although operation is only achieved at low temperature (77 K) and at room temperatures using thermal nonlinearities in zinc selenide (ZnSe) interference filter configurations [Refs 120, 121]. This work was undertaken with visible light which provides the advantage that the switching and hysteresis effects can actually be seen.
Intrinsic optical bistability may also be obtained from large resonant nonlinearities available near the bandgaps of other semiconductor materials [Ref. 122]. Such bistability can be further distinguished as an active system which incorporates its own optical source, or a passive system which does not. The input to a passive bistable device is always optical while the input to an active device depends upon the method by which the source is to be excited. For example, in the former case room temperature bistability in bulk gallium arsenide at switching speeds of 30 ps was observed [Ref. 123]. In addition, nonlinear channel waveguide structures in GaAs/GaAlAs multiple-quantum-well material have shown optical bistability at relatively low power levels, but with slow switching speeds [Ref. 124].

The source of excitation for active bistability in semiconductors is normally provided by an injection current giving the configuration of a bistable laser diode [Ref. 125]. Semiconductor lasers exhibit optical bistability due to nonlinearities in absorption, gain, dispersion, waveguiding and the selection of the output polarization. One approach to laser diode bistability through nonlinear absorption is illustrated in Figure 11.37(a) [Ref. 126]. In this case the device was fabricated with a tandem electrode which provided two gain sections, with a loss region between them. The loss region acted as a saturable absorber creating the hysteresis characteristic displayed in Figure 11.37(b). Such devices
fabricated in GaAs/GaAlAs and InP/InGaAsP demonstrated nanosecond switching times with milliwatt power levels at room temperature [Ref. 122].

In conventional BODs with saturable absorbers it is difficult to implement the set/reset operation optically [Ref. 127]. However, using MMI couplers (see Section 11.4.1) it is possible to produce both set and reset optical functions on the same module. The structure of a device performing the basic operation of an all-optical flip-flop with set/reset functions is shown in Figure 11.38. It comprises a $2 \times 2$ MMI coupler with saturable absorbers and is capable of carrying out the all-optical digital flip-flop function. The length of the saturable absorber is 120 mm while the overall device length is around 1000 mm. Slow gain saturation, however, limits the device switching speed. Nevertheless, high transmission rates up to 40 Gbit s$^{-1}$ have been demonstrated [Ref. 128].

In addition to conventional devices the concept of bistability can be applied to photonic crystal device technology and systems (see Section 2.6) where the inherent nonlinearity may be used for applications such as optical reshaping/retiming, optical switching and
This two-beam optical transistor has been dubbed 'the transphasor' by the authors of Ref. 119. It has also been demonstrated experimentally that silicon-based photonic crystal nanocavities coupled to input and output waveguides can operate as on-chip optical bistable switching devices at quite low energies [Ref. 130]. Further development is still required, however, before such devices and systems become commercially available [Ref. 131].

The above BODs have been discussed primarily in relation to the provision of optical logic and memory elements. However, investigations of optical bistability have also included the other functions mentioned previously. Optical pulse shaping can be achieved using a BOD with a very narrow bistable loop. Such a device can be used to shape, clean up and amplify a noisy input pulse, as illustrated in Figure 11.39(a).

Nonlinear optical amplification can also be obtained with certain BODs. In particular, the Fabry–Pérot SOA can display dispersive bistability [Ref. 125] which, unlike its linear counterpart (see Section 10.3), provides a nonlinear gain characteristic, as shown in Figure 11.39(b). The optical amplification mechanism in this case can involve the interaction of at least two optical fields through the field-dependent dielectric constant of the nonlinear material. The operation of such a BOD differential amplifier is also illustrated in Figure 11.39(b). The introduction of a weak second beam into the nonlinear optical cavity is used to control the resonance and transmission of the main beam through the additive effects of its own stored energy. Hence differential optical gain is provided by the device. With this configuration a weak beam can control an intense main beam producing the optical equivalent* of the electronic transistor.

Linear optical amplifiers exhibit the drawback of amplifying low-level noise signals together with the desired signal. Bistable amplifiers, however, are useful because of their signal regeneration capability [Ref. 132]. In the ideal case no amplification is provided for signals below a particular intensity level. Once an intensity threshold has been surpassed, the large gain can be determined by the slope of the curve in Figure 11.39(b). Moreover, a

* This two-beam optical transistor has been dubbed 'the transphasor' by the authors of Ref. 119.

Figure 11.38 Structure of all-optical digital flip-flop based on a 2 × 2 multimode interference (MMI) coupler. Reprinted with permission from Ref. 128 © IEEE 2005
saturated or maximum value of output intensity is also provided, displaying the power limiter function of the device.

Bistable optical devices are the main components for an optical gate performing digital logic functions which are considered to be the fundamental building blocks to provide for optical wavelength conversion and regeneration (see Sections 10.5 and 10.6). Mach–Zehnder interferometer (MZI) configurations using SOAs (see Section 10.3) and optical couplers are mainly employed to deliver the digital gate characteristics [Refs 133, 134]. Furthermore, it is possible to use SOAs in the MZI configuration with different combinations of clock pulses and input signals (i.e. clockwise and counterclockwise directions) to perform basic Boolean logic functions such as AND, NOT and OR operations. Three basic MZI configurations incorporating SOAs in each interferometer path to perform the nonlinear optical gate function are illustrated in Figure 11.40. For the AND gate operation the digital input signals A and B are applied to the interferometer in counterclockwise directions. In the presence of both digital signals the SOA in the upper path of the MZI produces a phase-modulated output as a result of cross-phase modulation (XPM).

Figure 11.39 Illustration of two functions provided by the nonlinear characteristic of BODs: (a) optical pulse shaping; (b) optical amplification.
This phase-modulated output signal is then converted into an amplitude-modulated signal at the output coupler after the digital signal A has traveled through the SOA in the lower path of the MZI. Based on the same principle of the XPM in SOAs, the MZI arrangement in a counterclockwise direction can produce different logic operations when the digital signals are applied from different positions. For example, an inverter gate operation (i.e. NOT gate) and an exclusive OR gate can be obtained as shown in Figure 11.40(b) and (c), respectively. Furthermore, it is possible to achieve all-optical signal processing and digital logical operations using different combinations of the digital inputs A and B and appropriate clock signals [Ref. 135]. Alternative interferometric configurations using SOAs can be employed to provide digital gate functions which include the Michelson interferometer [Ref. 136], the nonlinear optical loop mirror [Ref. 137] and the delayed interferometer [Ref. 138]. Apart from the SOA, the EAM can also perform the operation of an optical digital gate (see Section 10.5). Moreover, EAM devices have successfully provided optical digital gate and demultiplexing operations at transmission rates between 100 and 500 Gbit s\(^{-1}\) [Refs 139, 140].

All-optical logic gates using multibranch waveguide structures have also been demonstrated [Ref. 141]. In these structures only a small portion of the waveguide is configured to possess nonlinear characteristics instead of using an entire nonlinear waveguide. Thus the overall optical gate is confined to a smaller size as compared with conventional planar waveguides. In addition, photonic crystals have also been shown to exhibit useful characteristics to provide for all-optical logic switches and gates. Although the results obtained from experimental devices are promising, these structures based on a multibranch waveguide [Ref. 142] and photonic crystal waveguides (see Section 2.6) at present remain at a preliminary stage of development.

Figure 11.40 Digital optical gate using semiconductor optical amplifiers (SOAs) in an interferometric configuration to provide optical gate operation for: (a) an AND gate (A \(\cdot\) B); (b) an inverter \(\bar{A}\); (c) an exclusive OR gate (A \(\oplus\) B)
11.8 Optical computation

Although the maximum potential switching speeds of individual IO and IP logic devices have as yet to be accomplished, the use of parallel processing with optical signals mentioned in Section 11.1 can provide a net benefit over a similar serial electronic system, even at much slower optical device speeds. Conventional digital computers suffer from a bottleneck resulting from the limited number of interconnections which can be practically supported by an electronic-based communications technology. This restriction led to the classical von Neumann architecture for computing systems shown in Figure 11.41(a) in which the memory is addressed sequentially from the central processing unit (CPU). The CPU accesses the memory through a binary addressing unit and the memory contents are returned to the CPU via a small number of lines. This serial addressing of memory reduces the communications requirements and minimizes the number of lines, but this is achieved at the expense of overall computing speed. The problem, which is referred to as the von Neumann bottleneck, eventually limits the speed of the computer system.

With optical systems the situation is changed as they are capable of communicating many high-bandwidth channels in parallel without interference. Thus parallel communication can easily be provided within an optical computer system at relatively low cost. In theory this lends itself to the use of non-von Neumann architecture (see Figure 11.41(b)) in which all memory elements are accessible in parallel, thus removing the speed limitation caused by the bottleneck. The potential advantages offered by the digital optical computer are not therefore solely dependent upon the realization of subpicosecond optical switching devices.

For some time work in optical computation [Ref. 121] was directed towards particular requirements which were necessary to provide a practical optical computing system. These included:

(a) High contrast. Logic devices must exhibit a large change between logic 0 and logic 1 levels.

(b) Steady-state bias. To provide various different logic gates it is necessary that optical bias levels may be altered. For a BOD this implies that the device can be held
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Figure 11.41 Computer architecture: (a) von Neumann; (b) non-von Neumann
indefinitely at any point on the characteristic with a CW laser beam. However, this holding beam necessitates a degree of thermal stability. Such stability was demonstrated with devices based on InSb at 77 K and on ZnSe at 300 K [Ref. 120].

(c) External addressing. The function of external addressing is to provide for separate external optical signals which can be combined with the holding beam to switch the device, thus giving logic functions. The switching energy can be derived from the holding beam which is then switched and propagates in transmission or reflection as the output beam to further devices in the optical circuit.

(d) Cascadability. The output from a particular device must be sufficient to switch at least one following device. This condition may be fulfilled by setting a holding beam near the switch point since the extra increment is then small in comparison with the change in output.

(e) Fan-out and fan-in. The advantage of parallel processing requires that a particular device has the ability to drive a large number of following devices. This could be achieved using free space propagation for addressing purposes. Furthermore, the summed effect of several elements could be focused onto one device to achieve fan-in.

(f) Gain. In order to maintain (d) and (e) above, there is a requirement for differential gain. This could possibly be achieved by the use of optical amplifier devices.

(g) Arrays. The easy construction of two dimensional (2-D) arrays within the technology must ideally be available.

(h) Speed and power. For 1-D circuits, subnanosecond or picosecond switching times are desirable, although this may be relaxed to microseconds for parallel arrays. Speed and power tend to be interchangeable but a low-power device is a necessity. The power requirements for a device should be in the milliwatt region or less.

Certain, although not all, of the above requirements are met by specific nonlinear devices described in Section 11.7. For example, it was suggested [Ref. 121] that the ZnSe interference devices, used as separate elements activated by external addresses, exhibit the possibilities of projection and display. Proposals for logic subsystems of this type are shown in Figure 11.42. In addition, Refs 121 and 143 indicate the possible arrangements for more complex optical logic subsystems, including a simple parallel processor, a serial to parallel converter, a shift register and a packet switch. Such proposals necessitate a solution which involves bulk optic, discrete elements together with possible monolithic I/O and IP devices. Moreover, a hybrid approach for the implementation of high-speed switching matrices has been suggested [Ref. 144] which incorporates electronic logic elements with optical interconnections in order to exploit the best features of each technology.

In order to implement more complex optical logic subsystems, alternative nonlinear materials have been investigated including inorganic insulators and organic nonlinear compounds [Ref. 145]. Initial inorganic insulator materials such as lithium niobate, strontium barium niobate, bismuth silicon oxide and barium titanate, however, exhibited drawbacks in relation to poor thermal and mechanical properties, as well as slow response times (milliseconds). By contrast, the organic nonlinear materials listed in Table 11.2 have
**Figure 11.42** Proposals for logic subsystems based on the zinc selenide interference device, or similar [Ref. 121]

**Table 11.2** Some organic nonlinear materials

<table>
<thead>
<tr>
<th>Substituted and dissubstituted acetylenes and diacetylenes</th>
<th>Anthracines and derivatives</th>
<th>Dyes</th>
<th>Macrocyclics</th>
<th>Polybenzimidazole</th>
<th>Polybenzimidazole and polybenzobisoxazole</th>
<th>Polyester and polyesteramids</th>
<th>Polyetherketone</th>
<th>Polyquinoxalines</th>
<th>Porphyrins and metal–porphyrin complexes</th>
<th>Metal complexes of TCNQ or TNAP</th>
<th>Urea</th>
</tr>
</thead>
</table>
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displayed the potential for greater degrees of nonlinearity and much shorter response times. The major disadvantage with these materials is their relative environmental instability compared with inorganic materials (e.g. oxidation). However, work remains at a preliminary stage and more favorable results may be anticipated in the future [Ref. 146].

Success with such materials, together with further developments of the other optical devices mentioned in Section 11.7, could lead to the implementation of an all-optical computer. However, it is more likely that initially hybrid optical/electronic computational machines will evolve. For example, a multiprocessing system was developed, called the Connection Machine [Ref. 147], which comprised a large array of printed circuit boards, each containing 512 processing elements divided equally between 32 electronic chips. This particular concept is illustrated in Figure 11.43 where, for simplicity, only four chips per level are shown. It may be observed that each electronic board contained a frequency-selective filter (hologram) in addition to optoelectronic chips. These OEICs incorporated semiconductor lasers and photodiodes which enabled communications to be established between the chips. The switching operations for the interconnection process were performed by a planar array of reconfigurable diffraction gratings located on each board. Moreover, the architecture employed WDM to direct bit streams to the appropriate board as illustrated by $\lambda_1$ and $\lambda_2$ in Figure 11.43.

A possible all-optical digital multiprocessor architecture is shown in Figure 11.44 [Refs 145, 148]. The input to the machine is via either an array of independently addressable semiconductor lasers, or alternatively via a 2-D spatial light modulator (SLM). A laser array is capable of higher modulation speeds but necessitates more complex circuitry, especially when uniformity is required over the complete array. The gate array illustrated in Figure 11.44 comprises either another 2-D SLM with a nonlinear response
or an array of BODs. In theory the BODs would provide much greater switching speed but exhibit the drawbacks mentioned in Section 11.6. The beam controller employs reconfigurable diffraction gratings in order to provide switching and interconnection. However, as a result of the large number of channels required in the all-optical computer it is likely that multiple planes of real-time hologram arrays would be utilized.

It may be observed in Figure 11.44 that all three computer interconnect systems (CPU–CPU, CPU–memory and CPU–I/O) are combined in the beam controller, although they could be implemented by three different components. Nevertheless, the ideal solution involves the beam controller directing any beam emerging from the gate array to any particular location on the detector array, the memory or the input of the gate array. Moreover, several logic elements can be interconnected via the beam controller to form a processing element. An example of a possible structure for a processing element, or node, in which individual elements in the gate array are designated to typical functions such as logic unit, clock, cache memory, etc., is illustrated in Figure 11.45. The example shown depicts a $5 \times 5$ rectangular array of logic elements, or gates, which gives 25 per processor. A practical multiprocessor might require $4 \times 10^4$ nodes giving $10^6$ switching elements in the gate array.

A variant on the above architecture was developed by AT&T Laboratories which announced the first demonstration of a digital optical processor in 1990 [Ref. 149]. This processor, which operated at $10^6$ cycles per second, is shown in schematic form in Figure 11.46. The hybrid bistable switching element was a GaAs/AlGaAs symmetric self-electro-optic effect device (S-SEED) which offered a potential of $10^9$ operations per second with a switching energy of 1 pJ (see Section 11.6). The S-SEEDs which were 5 μm square

---

**Figure 11.44** A possible all-optical multiprocessor architecture
and incorporated two mirrors with controllable reflectivity were formed into 32 device arrays. Each array also contained two 10 mW modulated injection laser diodes emitting at a wavelength of 0.85 \( \mu \text{m} \) as illustrated in Figure 11.46(a).

In the demonstration four S-SEED arrays were located within the processor, as may be observed in Figure 11.46(b). The injection lasers emitted many separate beams to provide communication between the arrays while each S-SEED drove two inputs. Interconnection between the four arrays was controlled by the lenses and masks, also shown in Figure 11.46. The masks comprised glass slides with patterns of transparent and opaque spots that allowed or impeded the transmission of light. Hence these patterns defined the connectivity within the processor.

The processor logic was accomplished by each S-SEED operating as a NOR gate. Thus the output from each device array served as an input for the next array where the logic state of the S-SEEDs in the second array were determined by the state of the devices in the first array. Changing the on/off status of the switches in successive arrays allowed calculations to be performed. The memory resided in each S-SEED which did not change its state until the information represented by that state (i.e. a 0 or 1) was processed. In this way extensive pipelining of information was utilized within the processor (i.e. the output from one part of the machine served as the input for another part). Finally, the I/O was accomplished using both optical fibers and laser beams transmitted through free space.

Although research into optical computation has continued for several decades, its primary focus has been towards the development of nanophotonic devices and integrated circuits to provide computational functionality rather than the physical realization of an optical computer [Refs 150–153]. Therefore over the above period substantial progress...
has been made in relation to IO and IP device technology and the associated optical signal processing techniques. This progress has occurred as a result of the exploration of advanced materials including III–V semiconductors, polymers (see Section 11.2) and photonic crystal technology (see Section 2.6) [Refs 154, 155]. Moreover, the majority of the IO and IP devices using these new material technologies operate by employing the basic principles of nanophotonics and quantum physics. In this context optical computation has effectively

Figure 11.46 The AT&T digital optical processor: (a) structure of the processor S-SEED array module; (b) demonstration system using four array modules
become a branch of quantum computation [Ref. 156] where a number of IO and IP devices utilize quantum-dot, quantum-dash and quantum-well structures (see Section 10.4). Quantum computation has progressed more quickly within nontelecommunication applications, however, where various devices and systems have been demonstrated, for example, in the fields of optics [Ref. 157], sensors [Refs 91, 158] and biotechnologies [Refs 159, 160]. Although it is clear that further developments in IO and IP (including digital optics) will have a direct impact on both the functionality and performance of future optical fiber communication systems and networks, it is less certain at what stage optical computers may become more fully embedded within telecommunication networks.

### Problems

11.1 Briefly describe the waveguide structures employed for IO.

The normalized effective thickness $H$ for an asymmetric slab guide is given by Eq. (11.3), obtain an expression for the minimum effective thickness in order to provide optical confinement.

Determine the minimum effective thickness for a lithium niobate IO waveguide structure which has film and substrate refractive indices of 2.1 and 2.0, respectively, when it is operated at a wavelength of 1.3 $\mu$m.

11.2 Calculate the minimum effective thickness to provide optical confinement in a III–V semiconductor compound IO waveguide operating at a wavelength of 1.3 $\mu$m which has film and substrate refractive indices of 3.5 and 2.7, respectively, at this wavelength.

Comment on the value obtained in comparison with that determined in Problem 11.1.

11.3 Outline the techniques that can be employed to provide directional coupling between waveguides with IO.

Commencing with Eq. (11.9), show that the power coupled from one waveguide to another when their propagation constants are equal is proportional to the factor $\sin^2(Cz)$. The boundary conditions $A(z = 0) = A(0)$ and $B(z = 0) = 0$ may be assumed.

11.4 Compare the voltages required to operate lithium niobate and III–V semiconductor compound strip waveguide phase modulators in order to produce a phase change of $\pi$ radians when using 3 cm long devices with a distance between the electrodes of 30 $\mu$m. The electro-optic coefficients for lithium niobate and the III–V semiconductor compound may be taken as $30.8 \times 10^{-12}$ mV$^{-1}$ and $1.3 \times 10^{-12}$ mV$^{-1}$, respectively, while the refractive indices are 2.1 and 3.1, respectively, at the operating wavelength of 1.3 $\mu$m.

Comment on the values for the voltages obtained.

11.5 Assuming that the waveguide size for the III–V semiconductor waveguide modulator of Problem 11.4 can be reduced by a factor of 5, determine the reduced voltage needed to obtain a phase shift of $\pi$ radians.
Comment on the value calculated in comparison with that obtained for the lithium niobate phase modulator of Problem 11.4.

11.6 Explain the main features of implanted integrated optics technology. Discuss why it is called I3O and how it enables further miniaturization of optical components.

11.7 Describe with the aid of a sketch large-scale monolithic photonic integration using an asymmetrical twin-waveguide structure.

11.8 A lithium niobate phase modulator has $V_\pi L$ of 45 V mm. Determine the interaction length required so that an applied voltage of 10 V will produce a phase shift of 2π radians.

11.9 Explain the concept of a multimode interference coupler based on planar waveguides. Outline the use of photonic crystal technology in the construction of these devices.

11.10 A first-order InGaAsP/InP waveguide grating filter is required for operation at a wavelength of 1.56 μm. The reflected light is expected to be incident over an angle of 3°. Estimate the filter length required to provide a 3 dB bandwidth of 2.5 Å for the device.

11.11 With the aid of a sketch explain the construction and operating mechanism for OMEMS. Describe their applications in optical fiber telecommunication systems.

11.12 Discuss the function and operation of polarization transformers and wavelength converters with specific reference to coherent optical transmission.

11.13 Outline the importance of optoelectronic integration in relation to the future developments in optical fiber communications. Illustrate your answer with descriptions of OEICs which have been fabricated to provide optical transmitter, receiver and multiplexing functions.

11.14 Describe the generalized bistable optical device and mention the applications in which it is finding use. Indicate the primary reasons for the evolution of optical computational devices and discuss recent developments in this process which augur well for their future implementation.

11.15 Outline the main functions of an interleaver band filter and design the wavelength channel plan for a 128-channel, 16-band DWDM interleaver band filter for C-band (1528 to 1568 nm) operation with a channel spacing of 50 GHz for: (a) 8-skip-1 and (b) 8-skip-2; (c) calculate the bandwidth in each case and comment on the results obtained.

11.16 Describe the construction and operation of a monolithically integrated laser modulator based on a sampler grating distributed Bragg reflector.

11.17 Explain the significant aspects of a PIC and indicate using a sketch the active and passive building block strategies for its fabrication onto an indium phosphide platform.

11.18 Using appropriate diagrams outline the operation of digital optical gates employing semiconductor optical amplifiers in the Mach-Zehnder interferometric configuration for: (a) an AND gate; (b) an exclusive OR gate.
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### Answers to numerical problems

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11.1</td>
<td>1.42 μm</td>
</tr>
<tr>
<td>11.2</td>
<td>0.41 μm</td>
</tr>
<tr>
<td>11.4</td>
<td>4.6 V, 33.6 V</td>
</tr>
<tr>
<td>11.5</td>
<td>6.7 V</td>
</tr>
<tr>
<td>11.8</td>
<td>9.0 mm</td>
</tr>
<tr>
<td>11.10</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>11.15</td>
<td>(c) 56.8 nm and 62.8 nm</td>
</tr>
<tr>
<td>11.11</td>
<td>(b) 0.02 cm</td>
</tr>
<tr>
<td>11.12</td>
<td>0.0001 cm^{-1}</td>
</tr>
<tr>
<td>11.13</td>
<td>0.01 cm^{-1}</td>
</tr>
<tr>
<td>11.14</td>
<td>0.00001 cm^{-1}</td>
</tr>
<tr>
<td>11.16</td>
<td>0.001 cm^{-1}</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11.19</td>
<td>1.42 μm</td>
</tr>
<tr>
<td>11.20</td>
<td>0.41 μm</td>
</tr>
<tr>
<td>11.21</td>
<td>4.6 V, 33.6 V</td>
</tr>
<tr>
<td>11.22</td>
<td>6.7 V</td>
</tr>
<tr>
<td>11.23</td>
<td>9.0 mm</td>
</tr>
<tr>
<td>11.24</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>11.25</td>
<td>(c) 56.8 nm and 62.8 nm</td>
</tr>
<tr>
<td>11.26</td>
<td>(b) 0.02 cm</td>
</tr>
<tr>
<td>11.27</td>
<td>0.0001 cm^{-1}</td>
</tr>
<tr>
<td>11.28</td>
<td>0.01 cm^{-1}</td>
</tr>
<tr>
<td>11.29</td>
<td>0.00001 cm^{-1}</td>
</tr>
<tr>
<td>11.30</td>
<td>0.001 cm^{-1}</td>
</tr>
</tbody>
</table>
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12.1 Introduction

The transfer of information in the form of light propagating within an optical fiber requires the successful implementation of an optical fiber communication system. This system, in common with all systems, is composed of a number of discrete components which are connected together in a manner that enables them to perform a desired task. Hence, to
achieve reliable and secure communication using optical fibers it is essential that all the components within the transmission system are compatible so that their individual performances, as far as possible, enhance rather than degrade the overall system performance.

The principal components of a general optical fiber communication system for either digital or analog transmission are shown in the system block schematic of Figure 12.1. The transmit terminal equipment consists of an information encoder or signal shaping circuit preceding a modulation or electronic driver stage which operates the optical source. Light emitted from the source is launched into an optical fiber incorporated within a cable which constitutes the transmission medium. The light emerging from the far end of the transmission medium is converted back into an electrical signal by an optical detector positioned at the input of the receive terminal equipment. This electrical signal is then amplified prior to decoding or demodulation in order to obtain the information originally transmitted.

The operation and characteristics of the optical components of this general system have been discussed in some detail within the preceding chapters. However, to enable the successful incorporation of these components into an optical fiber communication system it is necessary to consider the interaction of one component with another, and then to evaluate the overall performance of the system. Furthermore, to optimize the system performance for a given application it is often helpful to offset a particular component characteristic by trading it off against the performance of another component, in order to provide a net gain within the overall system. The electronic components play an important role in this context, allowing the system designer further choices which, depending on the optical components utilized, can improve the system performance.

The purpose of this chapter is to bring together the important performance characteristics of the individual system elements, and to consider their interaction within optical fiber communication systems. In particular we concentrate on the major current implementations of optical fiber communication systems which employ some form of intensity modulation (IM) of the optical source, together with simple direct detection (DD) of the modulated optical signal at the receiver (see Chapter 9). Such IM/DD optical fiber systems

![Figure 12.1](image-url)
are in widespread use within many application areas and do not employ the more sophisticated coherent detection techniques which are discussed in Chapter 13.

It is intended that this chapter provide guidance in relation to the various possible component configurations which may be utilized for different IM/DD system applications, while also giving an insight into system design and optimization. Hence, the optical components and the associated electronic circuits will be discussed prior to consideration of general system design procedures. Although the treatment is by no means exhaustive, it will indicate the various problems involved in system design and provide a description of the basic techniques and practices which may be adopted to enable successful system implementation.

We commence in Section 12.2 with a discussion of the optical transmitter circuit. This includes consideration of the source limitations prior to description of various LED and laser drive circuits for both digital and analog transmission. In Section 12.3 we present a similar discussion for the optical receiver including examples of preamplifier and main amplifier circuits. General IM/DD system design considerations are then dealt with in Section 12.4. This is followed by a detailed discussion of digital systems, commencing with an outline of the operating principles of pulse code modulated (PCM) systems in Section 12.5, before continuing to consider the various aspects of digital IM/DD optical fiber systems in Section 12.6.

Analog IM/DD optical fiber systems are dealt with in Section 12.7 where the various possible analog modulation techniques are described and analyzed. Then, in Section 12.8, consideration is given to IM/DD optical fiber systems configured not simply as point-to-point links but as distribution systems. Next, in Section 12.9 the major multiplexing strategies (both digital and analog) which can be employed in IM/DD optical fiber systems are discussed in further detail to provide a greater understanding of the techniques which are being adopted to increase the information transmission capacity of both currently deployed and potential future systems. The deployment of optical amplifiers (see Chapter 10), particularly on long-haul IM/DD optical fiber links, is dealt with in Section 12.10 to complement the earlier consideration of multiplexing strategies and to enable the reader to appreciate the interaction of these important optical fiber communication techniques. Section 12.11 gives an insight into dispersion management, which has become an essential requirement for high-speed, long-haul optical fiber transmission systems. Finally, optical soliton systems are covered in Section 12.12 which provides an overview of both the system attributes and the issues for transmission of these ultrashort optical pulses.

### 12.2 The optical transmitter circuit

The unique properties and characteristics of the injection laser and the LED which make them attractive sources for optical fiber communications were discussed in Chapters 6 and 7. Although both device types exhibit a number of similarities in terms of their general performance and compatibility with optical fibers, striking differences exist between them in relation to both system application and transmitter design. It is useful to consider these differences, as well as the limitations of the two source types, prior to discussion of transmitter circuits for various applications.
12.2.1 Source limitations

12.2.1.1 Power

The electrical power required to operate both injection lasers and LEDs is generally similar, with typical current levels of between 20 and 300 mA (certain laser thresholds may be substantially higher than this - on the order of 1 to 2 A), and voltage drops across the terminals of 1.5 to 2.5 V. However, the optical output power against current characteristic for the two devices varies considerably, as indicated in Figure 12.2. The injection laser is a threshold device which must be operated in the region of stimulated emission (i.e. above the threshold) where continuous optical output power levels are typically in the range 1 to 10 mW.

Much of this light output may be coupled into an optical fiber because the isotropic distribution of the narrow-linewidth, coherent radiation is relatively directional. In addition, the spatial coherence of the laser emission allows it to be readily focused by appropriate lenses within the numerical aperture of the fiber. Coupling efficiencies near 30% may be obtained by placing a fiber close to a laser mirror, and these can approach 90% with a suitable lens and optical coupling arrangements [Refs 1, 2]. Therefore injection lasers are capable of launching between 0.5 and several milliwatts of optical power into a fiber.

LEDs are capable of similar optical output power levels to injection lasers depending on their structure and quantum efficiency, as indicated by the typical characteristic for a surface emitter shown in Figure 12.2. However, the spontaneous emission of radiation over a wide linewidth from the LED generally exhibits a Lambertian intensity distribution which gives poor coupling into optical fibers. Consequently only between 1% and up to 30% (using a good edge emitter and a resonant cavity LED [Ref. 3], respectively) of the emitted optical power from an LED may be launched into a multimode fiber, even with

Figure 12.2 Light output (power) emitted into air as a function of d.c. drive current for a typical high-radiance LED and for a typical injection laser. The curves exhibit nonlinearity at high currents due to junction heating.
appropriate lens coupling (see Section 7.3.7). These considerations translate into optical power levels from a few to several hundred microwatts launched into individual multimode fibers. Thus the optical power coupled into a fiber from an LED can be 10 to 20 dB below that obtained with a typical injection laser. The power advantage gained with the injection laser is a major factor in the choice of source, especially when considering a long-haul optical fiber link.

12.2.1.2 Linearity

Linearity of the optical output power against current characteristic is an important consideration with both the injection laser and LED. It is especially pertinent to the design of analog optical fiber communication systems where source nonlinearities may cause severe distortion of the transmitted signal. At first sight the LED may appear to be ideally suited to analog transmission as its output is approximately proportional to the drive current. However, most LEDs display some degree of nonlinearity in their optical output against current characteristic because of junction heating effects which may either prohibit their use or necessitate the incorporation of a linearizing circuit within the optical transmitter. Certain LEDs (e.g. etched-well surface emitters) do display good linearity, with distortion products (harmonic and intermodulation) between 35 and 45 dB below the signal level [Refs 4, 5].

An alternative approach to obtaining a linear source characteristic is to operate an injection laser in the light-generating region above its threshold, as indicated in Figure 12.2. This may prove more suitable for analog transmission than would the use of certain LEDs. However, gross nonlinearities due to mode instabilities may occur in this region. These are exhibited as kinks in the laser output characteristic (see Section 6.5.1). Therefore, many of the multimode injection lasers have a limited use for analog transmission without additional linearizing circuits within the transmitter, although some of the single-mode structures have demonstrated linearity suitable for most analog applications. Alternatively, digital transmission, especially that utilizing a binary (two-level) format, is far less sensitive to source nonlinearities and is therefore often preferred when using both injection lasers and LEDs.

12.2.1.3 Thermal

The thermal behavior of both injection lasers and LEDs can limit their operation within the optical transmitter. However, as indicated in Section 6.7.1, the variation of injection laser threshold current with the device junction temperature can cause a major operating problem. Threshold currents of typical AlGaAs devices increase by approximately 1% per degree centigrade increase in junction temperature. Hence any significant increase in the junction temperature may cause loss of lasing and a subsequent dramatic reduction in the optical output power. This limitation cannot usually be overcome by simply cooling the device on a heat sink, but must be taken into account within the transmitter design, through the incorporation of optical feedback, in order to obtain a constant optical output power level from the device.

The optical output from an LED is also dependent on the device junction temperature, as indicated in Section 7.4.2. Most LEDs exhibit a decrease in optical output power following an increase in junction temperature, which is typically around −1% per degree
centigrade. This thermal behavior, however, although significant, is not critical to the operation of the device due to its lack of threshold. Nevertheless, the temperature dependence can result in a variation in optical output power of several decibels over the temperature range 0 to 70 °C. It is therefore a factor within system design considerations which, if not tolerated, may be overcome by providing a circuit within the transmitter which adjusts the LED drive current with temperature.

12.2.1.4 Response

The speed of response of the two types of optical source is largely dictated by their respective radiative emission mechanisms. Spontaneous emission from the LED is dependent on the effective minority carrier lifetime in the semiconductor material (see Section 7.4.3). In heavily doped ($10^{18}$ to $10^{19}$ cm$^{-3}$) gallium arsenide this is typically between 1 and 10 ns. However, the response of an optical fiber source to a current step input is often specified in terms of the 10–90% rise time, a parameter which is reciprocally related to the device frequency response (see Section 12.6.5). The rise time of the LED is at least twice the effective minority carrier lifetime, and often much longer because of junction and stray capacitance. Hence, the rise times for many conventional LEDs lie between 2 and 50 ns and give 3 dB bandwidths of around 7 to at best 175 MHz. Therefore, LEDs have tended to be restricted to lower bandwidth applications, although suitable drive circuits can maximize their bandwidth capabilities (i.e. reduce rise times).

Stimulated emission from injection lasers occurs over a much shorter period giving rise times of the order of 0.1 to 1 ns, thus allowing 3 dB bandwidths above 1 GHz. However, injection laser performance is limited by the device switch-on delay (see Section 6.7.2). To achieve the highest speeds it is therefore necessary to minimize the switch-on delay. Transmitter circuits, which prebias the laser to just below or just above threshold, in conjunction with high-speed drive currents which take the device well above threshold, prove useful in the reduction of this limitation. More recently, there has been tremendous progress in high-speed laser technology (see Section 6.6) leading to optical switching at speeds of terabits per second [Ref. 6]. The generation of ultrashort optical pulses from such laser sources with time periods reaching femto-seconds (i.e. order of $10^{-15}$) has been realized [Refs 7–9]. These features therefore enable all-optical wavelength switching where optical signals each contained on a different wavelength are switched and sent to their destinations in real time (see Section 12.9.4).

12.2.1.5 Spectral width

The finite spectral width of the optical source causes pulse broadening due to material dispersion on an optical fiber communication link. This results in a limitation on the bandwidth-length product which may be obtained using a particular source and fiber. The incoherent emission from an LED usually displays a spectral linewidth of between 20 and 50 nm (full width at half power (FWHP) points) when operating in the 0.8 to 0.9 μm wavelength range. This limits the bandwidth-length product with a silica fiber to around 100 and 160 MHz km at wavelengths of 0.8 and 0.9 μm respectively. Hence the overall system bandwidth for an optical fiber link over several kilometers may be restricted by material dispersion rather than the response time of the source.
The problem may be alleviated by working at a longer wavelength where the material
dispersion in high-silica fibers approaches zero (i.e. near 1.3 μm, see Section 3.9.1). In
this region the source spectral width is far less critical and bandwidth-length products
approaching 1 GHz km are feasible using LEDs.

Alternatively, an optical source with a narrow spectral linewidth may be utilized in
place of the LED. The coherent emission from an injection laser generally has a linewidth
of 1 nm or less (FWHP). Use of the injection laser greatly reduces the effect of material
dispersion within the fiber, giving bandwidth-length products of 1 GHz km at 0.8 μm,
and far higher at longer wavelengths. Hence, the requirement for a system operating at a
particular bandwidth over a specific distance will influence both the choice of source and
operating wavelength.

12.2.1.6 Nonzero extinction ratio

When the optical source is either intentionally prebiased-on during a 0 bit period, as indi-
cated in Section 12.2.1.4, or simply not turned fully off, then some optical power will be
emitted during the 0 pulse. This is particularly important with injection lasers when they
are biased just below threshold and hence they launch spontaneous emissions into the
fiber. In the case when optical power is incident on the photodetector during the 0 bit
period, the system is said to exhibit a nonzero extinction ratio.

The extinction ratio \( \varepsilon \) is usually defined as the ratio of the optical energy emitted in the
0 bit period to that emitted during the 1 bit period. For an ideal system \( \varepsilon = 0 \), and the
extinction ratio therefore varies between this value and unity. It should be noted, however,
that in some cases the extinction ratio is defined as the reciprocal of the above, which
implies that it takes up values between 1 and \( \infty \).

Typical values for the extinction ratio are between 0.05 and 0.10 and such nonzero
ratios give rise to a noise penalty (often called an extinction ratio penalty) within the
optical fiber communication system. The extinction ratio penalty can be evaluated and in
practice it is often found to be in the range 1 to 2 dB. Any dark current present in the
photodetector will also appear to increase the extinction ratio as it adds to the signal cur-
cent in both the 0 and 1 bit periods. The greatest penalty occurs, however, in the case of
quantum noise limited detection.

12.2.2 LED drive circuits

Although the LED is somewhat restricted in its range of possible applications in compari-
son with the more powerful, higher speed injection laser, it is generally far easier to oper-
ate. Therefore in this section we consider some of the circuit configurations that may be
used to convert the information voltage signal at the transmitter into a modulation current
suitable for an LED source. In this context it is useful to discuss circuits for digital and
analog transmission independently.

12.2.2.1 Digital transmission

The operation of the LED for binary digital transmission requires the switching on and off
of a current in the range of several tens to several hundreds of milliamperes. This must be
performed at high speed in response to logic voltage levels at the driving circuit input. A common method of achieving this current switching operation for an LED is shown in Figure 12.3. The circuit illustrated uses a bipolar transistor switch operated in the common emitter mode. This single-stage circuit provides current gain as well as giving only a small voltage drop across the switch when the transmitter is in saturation (i.e. when the collector–base junction is forward biased, the emitter to collector voltage $V_{CE}$ (sat) is around 0.3 V).

The maximum current flow through the LED is limited by the resistor $R_2$ while independent bias to the device may be provided by the incorporation of resistor $R_3$. However, the switching speed of the common emitter configuration is limited by space charge and diffusion capacitance; thus bandwidth is traded for current gain. This may, to a certain extent, be compensated by overdriving (pre-emphasizing) the base current during the switch-on period. In the circuit shown in Figure 12.3 pre-emphasis is accomplished by use of the speed-up capacitor $C$.

Increased switching speed may be obtained from an LED without a pulse shaping or speed-up element by use of a low-impedance driving circuit, whereby charging of the space charge and diffusion capacitance occurs as rapidly as possible. This may be achieved with the emitter follower drive circuit shown in Figure 12.4 [Ref. 10]. The use of this configuration with a compensating matching network ($R_3C$) provides fast direct modulation of LEDs with relatively low drive power. A circuit, with optimum values for the matching network, is capable of giving optical rise times of 2.5 ns for LEDs with capacitance of 180 pF, thus allowing 100 Mbit s$^{-1}$ operation [Ref. 11].

A another type of low-impedance driver is the shunt configuration shown in Figure 12.5. The switching transistor in this circuit is placed in parallel with the LED, providing a low-impedance path for switching off the LED by shunting current around it. The switch-on performance of the circuit is determined by the combination of resistor $R$ and the LED capacitance. Stored space charge may be removed by slightly reverse biasing the LED when the device is switched off. This may be achieved by placing the transistor emitter potential $V_{EE}$ below ground. In this case a Schottky clamp (shown dotted) may be incorporated to limit the extent of the reverse bias without introducing any extra minority carrier stored charge into the circuit.
A frequent requirement for digital transmission is the interfacing of the LED by a drive circuit with a common logic family, as illustrated in the block schematic of Figure 12.6(a). In this case the logic interface must be considered along with possible drive circuits. Compatibility with transistor–transistor logic (TTL) may be achieved by use of commercial integrated circuits, as shown in Figure 12.6(b) and (c). The configuration shown in Figure 12.6(b) uses a Texas Instruments' 74S140 line driver which provides a drive current of around 60 mA to the LED when $R_1$ is 50 $\Omega$. Moreover, the package contains two sections which may be connected in parallel in order to obtain a drive current of 120 mA. The incorporation of a suitable speed-up capacitor (e.g. $C = 47$ pF) gives optical rise times of around 5 ns when using LEDs with between 150 and 200 pF capacitance [Ref. 12]. Figure 12.6(c) illustrates the shunt configuration using a standard TTL 75451 integrated circuit. The rise time of this shunt circuit may be improved through maintenance of charge...
on the LED capacitance by placing a resistor between the shunt switch collector and the LED [Ref. 12].

An alternative important drive circuit configuration is the emitter-coupled circuit shown in Figure 12.7 [Ref. 12]. The LED acts as a load in one collector so that the circuit

Figure 12.6 Logic interfacing for digital transmission: (a) block schematic showing the interfacing of the LED drive circuit with logic input levels; (b) a simple TTL-compatible LED drive circuit employing a Texas Instruments' 74S140 line driver [Ref. 12]; (c) a TTL shunt drive circuit using a commercially available integrated circuit [Ref. 12]

Figure 12.7 An emitter-coupled drive circuit which is compatible with ECL [Ref. 12]
provides current gain and hence a drive current for the device. Thus the circuit resembles a linear differential amplifier, but it is operated outside the linear range and in the switching mode. Fast switching speeds may be obtained due to the configuration’s nonsaturating characteristic which avoids switch-off time degradations caused by stored charge accumulation on the transistor base region. The lack of saturation also minimizes the base drive requirements for the transistors, thus preserving their small signal current gain. The emitter-coupled driver configuration shown in Figure 12.7 is compatible with commercial emitter-coupled logic (ECL). However, to achieve this compatibility the circuit includes two level-shifting transistors which give ECL levels (high $-0.8 \, \text{V}$, low $-1.8 \, \text{V}$) when the positive terminal of the LED is at earth potential. The response of this circuit is specified [Ref. 12] at up to 50 Mbit s$^{-1}$, with a possible extension to 300 Mbit s$^{-1}$ when using a faster ECL logic family and high-speed transistors. The emitter-coupled drive circuit configuration may also be interfaced with other logic families, and a TTL-compatible design is discussed in Ref. 13.

12.2.2.2 Analog transmission

For analog transmission the drive circuit must cause the light output from an LED source to follow accurately a time-varying input voltage waveform in both amplitude and phase. Therefore, as indicated previously, it is important that the LED output power responds linearly to the input voltage or current. Unfortunately, this is not always the case because of inherent nonlinearities within LEDs which create distortion products on the signal. Thus the LED itself tends to limit the performance of analog transmission systems unless suitable compensation is incorporated into the drive circuit. However, unless extremely low distortion levels are required, simple transistor drive circuits may be utilized.

Two possible high-speed drive circuit configurations are illustrated in Figure 12.8. Figure 12.8(a) shows a driver consisting of a common emitter transconductance amplifier which converts an input base voltage into a collector current. The circuit is biased for a class A mode of operation with the quiescent collector current about half the peak value. A similar transconductance configuration which utilizes a Darlington transistor pair in order
to reduce the impedance of the source is shown in Figure 12.8(b). A circuit of this type has been used to drive high-radiance LEDs at frequencies of 70 MHz [Ref. 14].

Another simple drive circuit configuration is shown in Figure 12.9. It consists of a differential amplifier operated over its linear region which directly modulates the LED. The LED operating point is controlled by a reference voltage $V_{\text{ref}}$ while the current generator provided by the transistor $T_3$ feeding the differential stage ($T_1$ and $T_2$) limits the maximum current through the device. The transimpedance of the driver is reduced through current series feedback provided by the two resistors $R_1$ and $R_2$ which are normally assigned equal values. Furthermore, variation between these feedback resistors can be used to compensate for the transfer function of both the drive circuit and the LED.

Although in many communication applications where a single analog signal is transmitted certain levels of amplitude and phase distortion can be tolerated, this is not the case in frequency multiplexed systems (see Section 12.4.2) where a high degree of linearity is required in order to minimize interference between individual channels caused by the generation of intermodulation products. Also, baseband video transmission of TV signals requires the maintenance of extremely low levels of amplitude and phase distortion. For such applications the simple drive circuits described previously are inadequate without some form of linearization to compensate for both LED and drive circuit nonlinearities. A number of techniques have been reported [Ref. 15], some of which are illustrated in Figure 12.10. Figure 12.10(a) shows the complementary distortion technique [Ref. 16] where additional nonlinear devices are included in the system. It may take the form of predistortion compensation (before the source drive circuit) or postdistortion compensation (after the receiver). This approach has been shown [Ref. 17] to reduce harmonic distortion by up to 20 dB over a limited range of modulation amplitudes.

In the negative feedback compensation technique shown in Figure 12.10(b), the LED is included in the linearization scheme. The optical output is detected and compared with the input waveform, the amount of compensation being dependent on the gain of the feedback loop. Although the technique is straightforward, large-bandwidth requirements (i.e. video) can cause problems at high frequencies [Ref. 18].

The technique shown in Figure 12.10(c) employs phase shift modulation for selective harmonic compensation using a pair of LEDs with similar characteristics [Ref. 19]. The
input signal is divided into equal parts which are phase shifted with respect to each other. These signals then modulate the two LEDs giving a cancellation of the second and third harmonic with a 90° and 60° phase shift respectively. However, although there is a high degree of distortion cancellation, both harmonics cannot be reduced simultaneously.

Other linearization techniques include cascade compensation [Ref. 20], feedforward compensation [Ref. 21] and quasi-feedforward compensation [Refs 22, 23].

**Figure 12.10** Block schematics of some linearization methods for LED drive circuits: (a) complementary distortion technique; (b) negative feedback compensation technique; (c) selective harmonic compensation technique.
12.2.3 Laser drive circuits

A number of configurations described for use as LED drive circuits for both digital and analog transmission may be adapted for injection laser applications with only minor changes. The laser, being a threshold device, has somewhat different drive current requirements from the LED. For instance, when digital transmission is considered, the laser is usually given a substantial applied bias, often referred to as prebias, in the off state. Reasons for biasing the laser near but below threshold in the off state are as follows:

1. It reduces the switch-on delay and minimizes any relaxation oscillations.
2. It allows easy compensation for changes in ambient temperature and device aging.
3. It reduces the junction heating caused by the digital drive current since the on and off currents are not widely different for most lasers.

Although biasing near threshold causes spontaneous emission of light in the off state, this is not normally a problem for digital transmission because the stimulated emission in the on state is generally greater by, at least, a factor of 10.

A simple laser drive circuit for digital transmission is shown in Figure 12.11. This circuit is a shunt driver utilizing a field effect transistor (FET) to provide high-speed laser operation. Sufficient voltage is maintained in series with the laser using the resistor $R_2$ and the compensating capacitor $C$ such that the FET is biased into its active or pinch-off region. Hence for a particular input voltage $V_{in}$ (i.e. $V_{GS}$) a specific amount of the total current flowing through $R_1$ is diverted around the laser leaving the balance of the current to flow through $R_2$ and provide the off state for the device. Using stable gallium arsenide MESFETs (see Section 9.5.1) the circuit shown in Figure 12.11 has modulated lasers at rates in excess of 1 Gbit s$^{-1}$ [Ref. 24].

An alternative high-speed laser drive circuit employing bipolar transistors is shown in Figure 12.12 [Ref. 25]. This circuit configuration, again for digital transmission, consists of two differential amplifiers connected in parallel. The input stage, which is ECL compatible, exhibits a 50 $\Omega$ input impedance by use of an emitter follower $T_1$ and a 50 $\Omega$
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resistor in parallel with the input. The transistor $T_2$ acts as a current source with the Zener diode ZD adjusting the signal level for ECL operation. The two differential amplifiers provide sufficient modulation current amplitude for the laser under the control of a d.c. control current $I_E$ through the two emitter resistors $R_{E1}$ and $R_{E2}$; $I_E$ is provided by an optical feedback control circuit, to be discussed shortly. Finally, a prebias current is applied to the laser from a separate current source. This circuit when utilizing microwave transistors was operated with a return-to-zero digital format (see Section 3.8) at 1 Gbit s$^{-1}$ [Ref. 25].

A major difference between the drive circuits of Figures 12.11 and 12.12 is the absence and use, respectively, of feedback control for adjustment of the laser output level. For this reason it is unlikely that the shunt drive circuit of Figure 12.11 would be used for a system application. Some form of feedback control is generally required to ensure continuous laser operation because the device lasing threshold is a sensitive function of temperature. Also, the threshold level tends to increase as the laser ages following an increase in internal device losses. Although lasers may be cooled to compensate for temperature variations, aging is not so easily accommodated by the same process. However, both problems may be overcome through control of the laser bias using a feedback technique. This may be achieved using low-speed feedback circuits which adjust the generally static bias current when necessary. For this purpose it is usually found necessary to monitor the light output from the laser in order to keep some aspect constant.

Several strategies of varying complexity are available to provide automatic output level control for the laser. The simplest and perhaps most common form of laser drive circuit incorporating optical feedback is the mean power control circuit shown in Figure 12.13(a). Often the monitor detector consists of a cheap, slow photodiode positioned next to the rear face of the laser package, as indicated in Figure 12.13(a). Alternatively, an optical coupler at the fiber input can be used to direct some of the radiation emitted from the laser into the monitor photodiode. The detected signal is integrated and compared with a reference by
an operational amplifier which is used to servo-control the d.c. bias applied to the laser. Thus the mean optical power is maintained constant by varying the threshold current level. This technique is suitable for both digital and analog transmission. More recently, similar laser feedback control has been demonstrated which exhibits increased stability to control the average optical output power of a double-heterostructure laser [Ref. 26]. This laser drive circuit which uses an operational amplifier as an inverter is displayed in Figure 12.13(b). The drive circuit essentially comprises two sections that may be identified as providing power control and modulation. A gain, monitoring for the mean transmitted optical signal power is realized through the photodiode located above the power control section which gives an input to an operational amplifier operating as an inverter.

Figure 12.13 Laser drive circuits implementing mean power feedback control of the laser bias current: (a) using basic circuit; (b) using an operational amplifier as an inverter. Reprinted with permission from Ref. 26 © IEEE 2004
An alternative control method for digital systems which offers accurate threshold tracking and very little device dependence is the switch-on delay technique illustrated in Figure 12.14 [Ref. 27]. This circuit monitors the switch-on delay of an optical pulse in order to control the laser bias current. The switch-on delay is measured for a zero level set below threshold and the feedback is set to a constant fixed delay to control it. Hence, the circuit provides a reference signal proportional to the delay period. This signal is used to control the bias level. The technique requires a fast monitor photodiode as well as a wideband amplifier to allow measurement of the small delay periods. It is also essential that the zero level is set below the lasing threshold because the feedback loop will only stabilize for a finite delay (i.e. the delay falls to zero at the threshold).

A major disadvantage, however, with just controlling the laser bias current is that it does not compensate for variations in the laser slope efficiency. The modulation current for the device is preset and does not take into account any slope changes with temperature and aging. In order to compensate for such changes, the a.c. and d.c. components of the monitored light output must be processed independently. This is especially important in the case of high-bit-rate digital systems where control of the on and off levels as well as the light level is required. A circuit which utilizes both a.c. and d.c. information in the laser output to control the device drive current and bias independently is shown in Figure 12.15 [Ref. 25]. The electrical output from the monitor photodiode is fed into a low-drift d.c. amplifier $A_1$ and into a wideband amplifier $A_2$. Therefore the mean value of the laser output power $P_e(\text{ave})$ is proportional to the output from $A_1$ while the a.c. content of the monitoring signal is peak detected after the amplifier $A_2$. The peak signals correspond to the maximum $P_e(\max)$ and the minimum $P_e(\min)$ laser output powers within a certain time interval. The difference signal proportional to $(P_e(\max) - P_e(\min))$ is acquired in $A_3$ and compared with a drive reference voltage in order to control the current output from $A_4$ and, consequently, the laser drive current. In this way the modulation amplitude of the laser is controlled. Control of the laser bias current is achieved from the difference between the output signal of $A_1$ ($P_e(\text{ave})$) and $P_e(\min)$ which is acquired in $A_5$. The output
The noise performance for optical fiber receivers incorporating both major detector types (the p-i-n and avalanche photodiode) was discussed in Chapter 9. Receiver noise is of great importance within optical fiber communications as it is the factor which limits receiver sensitivity and therefore can dictate the overall system design. It was necessary within the analysis given in Chapter 9 to consider noise generated by electronic amplification (i.e. within the preamplifier) of the low-level signal as well as the noise sources associated with the optical detector. Also, the possible strategies for the configuration of the preamplifier were considered (see Section 9.4) as a guide to optimization of the receiver noise performance for a particular application. In this section we extend the discussion to consider different possible circuit arrangements which may be implemented to achieve low-noise preamplification, as well as further amplification (main amplification) and processing of the detected optical signal.

A block schematic of an optical fiber receiver is shown in Figure 12.16. Following the linear conversion of the received optical signal into an electric current at the detector, it is amplified to obtain a suitable signal level. Initial amplification is performed in the

![Figure 12.15](image-url) A laser feedback control circuit which uses a.c. and d.c. information in the monitored light output to control the laser drive and bias currents independently. Reprinted with permission from Ref. 25 © IEEE 1978

12.3 The optical receiver circuit

The noise performance for optical fiber receivers incorporating both major detector types (the p-i-n and avalanche photodiode) was discussed in Chapter 9. Receiver noise is of great importance within optical fiber communications as it is the factor which limits receiver sensitivity and therefore can dictate the overall system design. It was necessary within the analysis given in Chapter 9 to consider noise generated by electronic amplification (i.e. within the preamplifier) of the low-level signal as well as the noise sources associated with the optical detector. Also, the possible strategies for the configuration of the preamplifier were considered (see Section 9.4) as a guide to optimization of the receiver noise performance for a particular application. In this section we extend the discussion to consider different possible circuit arrangements which may be implemented to achieve low-noise preamplification, as well as further amplification (main amplification) and processing of the detected optical signal.

A block schematic of an optical fiber receiver is shown in Figure 12.16. Following the linear conversion of the received optical signal into an electric current at the detector, it is amplified to obtain a suitable signal level. Initial amplification is performed in the

![Figure 12.16](image-url) Block schematic showing the major elements of an optical fiber receiver
preamplifier circuit where it is essential that additional noise is kept to a minimum in order to avoid corruption of the received signal. As noise sources within the preamplifier may be dominant, its configuration and design are major factors in determining the receiver sensitivity. The main amplifier provides additional low-noise amplification of the signal to give an increased signal level for the following circuits.

Although optical detectors are very linear devices and do not themselves introduce significant distortion onto the signal, other components within the optical fiber communication system may exhibit nonlinear behavior. For instance, the received optical signal may be distorted due to the dispersive mechanisms within the optical fiber. Alternatively, the transfer function of the preamplifier–main amplifier combination may be such that the input signal becomes distorted (especially the case with the high-impedance front-end preamplifier). Hence, to compensate for this distortion and to provide a suitable signal shape for the filter, an equalizer is often included in the receiver. It may precede or follow the main amplifier, or may be incorporated in the functions of the amplifier and filter. In Figure 12.16 the equalizer is shown as a separate element following the amplifier and preceding the filter.

The function of the last element in the receiver, the filter, is to maximize the received signal-to-noise ratio while preserving the essential features of the signal. In digital systems the function of the filter is primarily to reduce intersymbol interference, whereas in analog systems it is generally required to hold the amplitude and phase response of the received signal within certain limits. The filter is also designed to reduce the noise bandwidth as well as inband noise levels. Finally, the general receiver consisting of the elements depicted in Figure 12.16 is often referred to as a linear channel because all operations on the received optical signal may be considered to be mathematically linear.

12.3.1 The preamplifier

The choice of circuit configuration for the preamplifier is largely dependent upon the system application. Bipolar or field effect transistors (FETs) can be operated in three useful connections. These are the common emitter or source, the common base or gate, and the emitter or source follower for the bipolar and field effect transistors respectively. Each connection has characteristics which will contribute to a particular preamplifier configuration. It is therefore useful to discuss the three basic preamplifier structures (low-impedance, high-impedance and transimpedance front-end) and indicate possible choices of transistor connection. In this context the discussion is independent of the type of optical detector utilized. However, it must be noted that there are a number of significant differences in the performance characteristics between the p–i–n and avalanche photodiode (see Chapter 8) which must be considered within the overall design of the receiver.

The simplest preamplifier structure is the low-input-impedance voltage amplifier. This design is usually implemented using a bipolar transistor configuration because of the high input impedance of FETs. The common emitter and the grounded emitter (without an emitter resistor) amplifier shown in Figure 12.17 are favored connections, as they may be designed with reasonably low input impedance and therefore give operation over a moderate bandwidth without the need for equalization. However, this is achieved at the expense of increased thermal noise due to the low effective load resistance presented to the detector.
Nevertheless, it is possible to reduce the thermal noise contribution of this preamplifier by choosing a transistor with characteristics which give a high current gain at a low emitter current in order to maintain the bandwidth of the stage. Also, an inductance may be inserted at the collector to provide partial equalization for any integration performed by the stage. The alternative connection giving very low input impedance is the common base circuit. Unfortunately, this configuration has an input impedance which gives insufficient power gain when connected to the high impedance of the optical detector.

The preferred preamplifier configurations for low-noise operation use either a high-impedance integrating front-end or a transimpedance amplifier (see Sections 9.4.2 and 9.4.3). Careful design employing these circuit structures can facilitate high gain coupled with low-noise performance and therefore enhanced receiver sensitivity. Although the bipolar transistor incorporated in the emitter follower circuit may be used to realize a high-impedance front-end amplifier, the FET is generally employed for this purpose because of its low-noise operation. It was indicated in Section 9.5 that the grounded source FET connection was a useful circuit to provide a high-impedance front-end amplifier. The same configuration with a source resistor (common source connection) shown in Figure 12.18

![Figure 12.17 A p-i-n photodiode with a grounded emitter, low-input-impedance voltage preamplifier](image1)

Figure 12.17 A p–i–n photodiode with a grounded emitter, low-input-impedance voltage preamplifier

![Figure 12.18 An FET common source preamplifier configuration which provides high-input impedance for the p–i–n photodiode](image2)

Figure 12.18 An FET common source preamplifier configuration which provides high-input impedance for the p–i–n photodiode
provides a similar high-input impedance and may also be used (often both configurations are referred to as the common source connection). When operating in this mode the FET power gain and output impedance are both high, which tends to minimize any noise contributions from the following stages. It is especially the case when the voltage gain of the common source stage is minimized in order to reduce the Miller capacitance [Ref. 28] associated with the gate to drain capacitance of the FET. This may be achieved by following the common source stage with a stage having a low-input impedance.

Two configurations which provide a low-input-impedance stage are shown in Figure 12.19. Figure 12.19(a) shows the grounded source FET followed by a bipolar transistor in the common emitter connection with shunt feedback over the stage. A nother favorable configuration to reduce Miller capacitance in the first-stage FET is shown in Figure 12.19(b). In this case the second stage consists of a bipolar transistor in the common base configuration which, with the initial grounded source FET, forms the cascode configuration.

Figure 12.19 High-input-impedance preamplifier configurations: (a) grounded source FET followed by common emitter connection with shunt feedback; (b) cascode connection. The separate bias voltage indicates the use of either a $p-i-n$ or avalanche photodiode.
The high-impedance front-end structure provides a very low-noise preamplifier design but suffers from two major drawbacks. The first is with regard to equalization, which must generally be tailored to the amplifier in order to compensate for distortion introduced onto the signal. Secondly, the high-input-impedance approach suffers from a lack of dynamic range which occurs because the charge on the input capacitance from the low-frequency components in the signal builds up over a period of time, causing premature saturation of the amplifier at high input signal levels. Therefore, although the circuits shown in Figure 12.19 are examples of possible high-impedance integrating front-end amplifier configurations, similar connections may be employed with overall feedback (to the first stage) to obtain a transimpedance preamplifier.

The transimpedance or shunt feedback amplifier finds wide application in preamplifier design for optical fiber communications. This front-end structure which acts as a current–voltage converter gives low-noise performance without the severe limitations on bandwidth imposed by the high-input-impedance front-end design. It also provides greater dynamic range than the high-input-impedance structure. However, in practice the noise performance of the transimpedance amplifier is not quite as good as that achieved with the high-impedance structure due to the noise contribution from the feedback resistor (see Section 9.4.3). Nevertheless, the transimpedance design incorporating a large value of feedback resistor can achieve a noise performance which approaches that of the high-impedance front-end.

Two examples of transimpedance front-end configurations are shown in Figure 12.20. Figure 12.20(a) illustrates a bipolar transistor structure consisting of a common emitter stage followed by an emitter follower [Ref. 29] with overall feedback through resistor $R_f$. The output signal level from this transimpedance pair may be increased by the addition of a second common emitter stage [Refs 30, 31] after the emitter follower. This stage is not usually included in the feedback loop. An FET front-end transimpedance design is shown in Figure 12.20(b) [Ref. 32].

The circuit consists of a grounded source configuration followed by a bipolar transistor cascade with feedback over the three stages. In this configuration the bias currents for the bipolar stages and the feedback resistance may be chosen to give good open loop bandwidth while making the noise contribution from these stages negligible.

Finally, for lower bandwidth, shorter haul applications an FET operational amplifier front-end is often adequate [Ref. 33]. Such a transimpedance preamplifier circuit, which is generally used with a p-i-n photodiode, is shown in Figure 12.21. The choice of the operational amplifier is dependent on the gain–bandwidth product for the device. In a simple digital receiver design all that may be required in addition to the circuit shown in Figure 12.21 is a logic (e.g. TTL) interface stage following the amplifier.

12.3.2 Automatic gain control

It may be noted from the preceding section that the receiver circuit must provide a steady reverse bias voltage for the optical detector. With a p-i-n photodiode this is not critical and a voltage of between 5 and 80 V supplying an extremely low current is sufficient. The avalanche photodiode requires a much larger bias voltage of between 100 and 400 V which defines the multiplication factor for the device. An optimum multiplication factor is usually chosen so that the receiver signal-to-noise ratio is maximized (see Section 9.3.3).
The multiplication factor for the APD varies with the device temperature (see Section 8.9.5) making provision of fine control for the bias voltage necessary in order to maintain the optimum multiplication factor. However, the multiplication factor can be held constant by some form of automatic gain control (AGC). An additional advantage in the use of

**Figure 12.20** Transimpedance front-end configuration: (a) bipolar transistor design [Ref. 29]; (b) FET front-end and bipolar transistor cascade structure [Ref. 32]

**Figure 12.21** A typical circuit for an operational amplifier transimpedance front-end [Ref. 33]

The multiplication factor for the APD varies with the device temperature (see Section 8.9.5) making provision of fine control for the bias voltage necessary in order to maintain the optimum multiplication factor. However, the multiplication factor can be held constant by some form of automatic gain control (AGC). An additional advantage in the use of
AGC is that it reduces the dynamic range of the signals applied to the preamplifier giving increased optical dynamic range at the receiver input.

One method of providing AGC is simply to bias the APD with a constant d.c. current source \( I_{\text{bias}} \), as illustrated in Figure 12.22. The constant current source is decoupled by a capacitor \( C \) at all signal frequencies to prevent gain modulation. When the mean optical input power is known, the mean current to the APD is defined by the bias which gives a constant multiplication factor (gain) at all temperatures. Any variation in the multiplication factor will produce a variation in the charge on \( C \), thus adjusting the biasing of the APD back to the required multiplication factor. Therefore, the output current from the photodetector is only defined by the input current from the constant current source, giving full AGC. However, this simple AGC technique is dependent on a constant, mean optical input power level, and takes no account of dark current generated within the detector.

A more widely used method which allows for the effect of variations in the detector dark current while providing critical AGC is to peak-detect the a.c. coupled signal after suitable low-noise amplification, as shown in Figure 12.23. The signal from the final stage of the main amplifier is compared with a preset reference level and fed back to adjust the high-voltage bias supply in order to maintain a constant signal level. This effectively creates a constant current source with the dark current subtracted.

A further advantage of this technique is that it may also be used to provide AGC for the main amplifier giving full control of the receiver gain.

**Figure 12.22** Bias of an APD with a constant current source to provide simple AGC

**Figure 12.23** Bias of an APD by peak detection and feedback to provide AGC
12.3.3 Equalization

The linear channel provided by the optical fiber receiver is often required to perform equalization as well as amplification of the detected optical signal. In order to discuss the function of the equalizer it is useful to assume the light falling on the detector to consist of a series of pulses given by:

\[ P_o(t) = \sum_{k=-\infty}^{\infty} a_k h_p(t - k\tau) \] (12.1)

where \( h_p(t) \) is the received pulse shape, \( a_k = 0 \) or \( 1 \) corresponding to the binary information transmitted and \( \tau \) is the pulse repetition time or pulse spacing. In digital transmission \( \tau \) corresponds to the bit period, although the pulse length does not necessarily fill the entire time period \( \tau \). For a typical optical fiber link, the received pulse shape is dictated by the transmitted pulse shape \( h_t(t) \) and the fiber impulse response \( h_f(t) \) following:

\[ h_p(t) = h_t(t) * h_f(t) \] (12.2)

where \( * \) denotes convolution. Hence determination of the received pulse shape requires knowledge of the fiber impulse response which is generally difficult to characterize. However, it can be shown [Ref. 34] for fiber which exhibits mode coupling that the impulse response is close to a Gaussian shape in both the time and frequency domains.

It is likely that the pulses given by Eq. (12.1) will overlap due to pulse broadening caused by dispersion on the link giving intersymbol interference (ISI). Following detection and amplification Eq. (12.1) may be written in terms of a voltage \( v_a(t) \) as:

\[ v_a(t) = \sum_{k=-\infty}^{\infty} a_k h_a(t - k\tau) \] (12.3)

where the response \( h_a(t) \) includes any equalization required to compensate for distortion (e.g. integration) introduced by the amplifier. Therefore, although there is equalization for degradations caused by the amplifier, distortion caused by the channel and the resulting intersymbol interference is still included in \( h_a(t - k\tau) \). The pulse overlap causing this intersymbol interference may be reduced through the incorporation of a suitable equalizer with a frequency response \( H_{eq}(\omega) \) such that:

\[ H_{eq}(\omega) = \frac{\mathcal{F}\{h_{out}(t)\}}{\mathcal{F}\{h_a(t)\}} = \frac{H_{out}(\omega)}{H_a(\omega)} \] (12.4)

where \( h_{out}(t) \) is the desired output pulse shape and \( \mathcal{F} \) indicates Fourier transformation. A block diagram indicating the pulse shapes in the time and frequency domains at the various points in an optical fiber system is shown in Figure 12.24.

An equalizer characterized by Eq. (12.4) will provide high-frequency enhancement in the linear channel to compensate for high-frequency roll-off in the received pulses, thus giving the desired pulse shape. However, in order to construct such an equalizer we require knowledge of \( h_a(t) \) and therefore \( h_p(t) \). In turn, this necessitates information on the fiber impulse response \( h_f(t) \) which may not be easily obtained. Nevertheless, the
conventional transversal equalizer shown in Figure 12.25 may be incorporated into the linear channel to keep ISI at tolerable levels, even if it is difficult to design a circuit which gives the optimum system response indicated in Eq. (12.4).

The transversal equalizer consists of a delay line tapped at \( \tau \) second intervals. Each tap is connected through a variable gain device with tap coefficients \( c_i \) to a summing amplifier. ISI is reduced by filtering the input signal and by computing the values for the tap coefficients which minimize the peak ISI. It is likely that further reduction in ISI will be accomplished using adaptive equalization. ISI, however, can be compensated by the use of a dynamic gain equalizer (DGE).* In such an equalization technique the gain is required to automatically compensate for the variations in optical signal power levels. Devices operating on this principle generally utilize both variable optical attenuators (see Section 11.5) and channel monitoring mechanisms. These mechanisms incorporate a

* Also referred to as an adaptive gain equalizer.
feedback approach to adjust the required amount of attenuation in order to equalize the gain over a range of wavelengths thus producing uniform signal power in each channel.

Both integrated optics and photonics technologies (see Sections 11.2, 11.5 and 11.6) can be used to provide dynamic gain equalization [Refs 35–38] and the majority of these device structures employ single or multiple cascaded stages of the Mach–Zehnder interferometer (MZI) configuration. Furthermore, MZI arrangements may incorporate passive devices including arrayed waveguide gratings (AWGs), fiber Bragg gratings and delay lines to obtain variable optical attenuation for dynamic gain equalization of each channel. A block schematic of a typical DGE for an optical wavelength division multiplexed system based on a planar waveguide circuit (see Section 11.3) is shown in Figure 12.26. It employs an AWG and phase shifters in the MZI paths to attenuate the optical signal power. The input signals are coupled to a planar waveguide circuit through an optical circulator (see Section 5.7) and polarization-maintaining fiber to avoid any polarization mode dispersion-related ISI noise. Since AWGs are temperature–wavelength-dependent devices (see Section 5.6.3) then the control of the MZI (i.e. its phase shift) can be achieved through electrical heating using thermo-optic couplers. Finally, all the wavelength channels in the output signal which have the same optical signal power are multiplexed in the second stage of the AWG and then coupled to the single-mode fiber via an optical circulator.

Dynamic gain equalizers can be categorized as either single-channel or multichannel devices providing operation using single- or multiple-signal wavelengths, respectively. Furthermore, the latter can be distinguished as either band or harmonic gain equalizers. In a band DGE a limited number of channels (i.e. generally eight channels) can be simultaneously provided with gain equalization and therefore all the channels are attenuated as a group. Harmonic DGEs, however, act on the entire transmission window by applying a sinusoidal transmission function across the whole range of wavelengths in order to reshape the gain curve of any optical amplifiers in the transmission link. By contrast, single-channel DGEs attenuate each wavelength channel individually and such devices are particularly useful at system/network nodes where a number of wavelength channels may be continually added and dropped off. DGEs are therefore sometimes known as dynamic channel or spectral equalizers. In addition, they may also be referred to as wavelength
blockers [Refs 39, 40] since dynamic gain equalization can block a certain wavelength channel(s). In this case the optical signal power of a channel at a specific wavelength is attenuated by more than 40 dB and hence that particular wavelength channel is not present at the output port.

12.4 System design considerations

Many of the problems associated with the design of optical fiber communication systems occur as a result of the unique properties of the glass fiber as a transmission medium. However, in common with metallic line transmission systems, the dominant design criteria for a specific application using either digital or analog transmission techniques are the required transmission distance and the rate of information transfer.

Within optical fiber communications these criteria are directly related to the major transmission characteristics of the fiber, namely optical attenuation and dispersion. Unlike metallic conductors where the attenuation (which tends to be the dominant mechanism) can be adjusted by simply changing the conductor size, entirely different factors limit the information transfer capability of optical fibers (see Chapter 3). Nevertheless, it is mainly these factors, together with the associated constraints within the terminal equipment, which finally limit the maximum distance that may be tolerated between the optical fiber transmitter and receiver. Where the terminal equipment is more widely spaced than this maximum distance, as in long-haul telecommunication applications, it is necessary to insert repeaters at regular intervals, as shown in Figure 12.27. The repeater incorporates a line receiver in order to convert the optical signal back into the electrical regime where, in the case of analog transmission, it is amplified and equalized (see Section 12.3.3) before it is retransmitted as an optical signal via a line transmitter. When digital transmission techniques are used the repeater also regenerates the original digital signal in the electrical regime (a regenerative repeater which is often simply called a regenerator) before it is retransmitted as a digital optical signal. In this case the repeater may additionally provide alarm, supervision and engineering order wire facilities. However, optical or all-optical regeneration techniques now provide signal amplification with additional reshaping and retiming capabilities (i.e. 3R regeneration, see Section 10.6) and they can be used to achieve longer transmission distances using optical amplifiers in comparison with optoelectronic repeaters.

Figure 12.27 The use of repeaters in a long-haul optical fiber communication system
The installation of repeaters substantially increases the cost and complexity of any line communication system. Hence a major design consideration for long-haul telecommunication systems is the maximum distance of unrepeatered transmission so that the number of intermediate amplification or regeneration stages may be reduced to a minimum. In this respect optical fiber systems display a marked improvement over alternative line transmission systems using metallic conductors. However, this major advantage of optical fiber communications is somewhat reduced when there is a requirement for electronic signal processing at the repeater. This necessitates the supply of electric power to the intermediate repeaters via metallic conductors, as may be observed in Figure 12.27.

Before any system design procedures can be initiated it is essential that certain basic system requirements are specified. These specifications include:

(a) transmission type: digital or analog;
(b) acceptable system fidelity, generally specified in terms of the received BER for digital systems or the received SNR and signal distortion for analog systems;
(c) required transmission bandwidth;
(d) acceptable spacing between the terminal equipment or intermediate repeaters;
(e) cost;
(f) reliability.

However, the exclusive use of the above specifications inherently assumes that system components are available which will allow any system, once specified, to be designed and implemented. Unfortunately, this is not always the case, especially when the desired result is a wideband, long-haul system. In this instance it may be necessary to make choices by considering factors such as availability, reliability, cost and ease of installation and operation, before specifications (a) to (d) can be fully determined. A similar approach must be adopted in lower bandwidth, shorter haul applications where there is a requirement for the use of specific components which may restrict the system performance. Hence it is likely that the system designer will find it necessary to consider the possible component choices in conjunction with the basic system requirements.

12.4.1 Component choice

The system designer has many choices when selecting components for an optical fiber communication system. In order to exclude certain components at the outset it is useful if the operating wavelength of the system is established (i.e. shorter wavelength region 0.8 to 0.9 μm or longer wavelength region 1.1 to 1.7 μm). This decision will largely be dictated by the overall requirements for the system performance, the ready availability of suitable reliable components, and cost. Hence the major component choices are:

1. Optical fiber type and parameters. Multimode or single-mode; size, refractive index profile, attenuation, dispersion, mode coupling, strength, cabling, jointing, etc.
2. Source type and characteristics. Laser or LED; optical power launched into the fiber, rise and fall time, stability, etc.

3. Transmitter configuration. Design for digital or analog transmission; input impedance, supply voltage, dynamic range, optical feedback, etc.

4. Detector type and characteristics. p-n, p-i-n, or avalanche photodiode; responsivity, response time, active diameter, bias voltage, dark current, etc.

6. Receiver configuration. Preamplifier design (low impedance, high impedance or transimpedance front-end), BER or SNR, dynamic range, etc.

7. Modulation and coding. Source intensity modulation; using pulse modulation techniques for either digital (e.g. pulse code modulation, adaptive delta modulation) or analog (pulse amplitude modulation, pulse frequency modulation, pulse width modulation, pulse position modulation) transmission. Also, encoding schemes for digital transmission such as biphase (Manchester) and delay modulation (Miller) codes [Ref. 12]. Alternatively analog transmission using direct intensity modulation or frequency modulation of the electrical subcarrier (subcarrier FM). In the latter technique the frequency of an electrical subcarrier is modulated rather than the frequency of the optical source, as would be the case with direct frequency modulation. The electrical subcarrier, in turn, intensity modulates the optical source (see Section 12.7.5).

Specific digital modulation techniques which require coherent detection are a focus of interest and system components which will permit these modulation methods to be utilized are increasingly available (see Chapter 13).

Decisions in the above areas are interdependent and may be directly related to the basic system requirements. The potential choices provide a wide variety of economic optical fiber communication systems. However, it is necessary that the choices are made in order to optimize the system performance for a particular application.

12.4.2 Multiplexing

In order to maximize the information transfer over an optical fiber communication link it is usual to multiplex several signals onto a single fiber. It is possible to convey these multichannel signals by multiplexing in the electrical time or frequency domain, as with conventional electrical line or radio communication, prior to intensity modulation of the optical source. Hence, digital pulse modulation schemes may be extended to multichannel operation by time division multiplexing (TDM) narrow pulses from multiple modulators under the control of a common clock. Pulses from the individual channels are interleaved and transmitted sequentially, thus enhancing the bandwidth utilization of a single-fiber link.

Alternatively, a number of baseband channels may be combined by frequency division multiplexing (FDM). In FDM the optical channel bandwidth is divided into a number of nonoverlapping frequency bands and each signal is assigned one of these bands of frequencies. The individual signals can be extracted from the combined FDM signal by appropriate electrical filtering at the receive terminal. Hence, FDM in an IM/DD system is generally performed electrically at the transmit terminal prior to intensity modulation.
of a single optical source. However, it is possible to utilize a number of optical sources, each operating at a different wavelength on the single-fiber link. In this technique, often referred to as wavelength division multiplexing (WDM), the separation and extraction of the multiplexed signals (i.e. wavelength separation) is performed with optical filters (e.g. interference filters, diffraction grating filters, or prism filters) [Refs 41, 42].

Finally, a multiplexing technique which does not involve the application of several message signals onto a single fiber is known as space division multiplexing (SDM). In SDM, each signal channel is carried on a separate fiber within a fiber bundle or multifiber cable form. The good optical isolation offered by fibers means that cross-coupling between channels can be made negligible. However, this technique necessitates an increase in the number of optical components required (e.g. fiber, connectors, sources, detectors) within a particular system and therefore has not been widely used to date.

### 12.5 Digital systems

Most of the future expansion of the telecommunication network has been planned around digital telephone exchanges linked by digital transmission systems. The shift towards digitizing the network followed the introduction of digital circuit techniques and, especially, integrated circuit technology which made the transmission of discrete time signals both advantageous and economic. Digital transmission systems generally give superior performance over their analog counterparts, as well as providing an ideal channel for data communications and compatibility with digital computing and storage techniques.

Optical fiber communication is well suited to baseband digital transmission in several important ways. For instance, it offers a tremendous advantage with regard to the acceptable SNR at the optical fiber receiver over analog transmission by some 20 to 30 dB (for practical systems), as indicated in the noise considerations of Section 9.2. Also, the use of baseband digital signaling reduces problems involved with optical source (and sometimes detector) nonlinearities and temperature dependence which may severely affect analog transmission. Therefore, most high-capacity optical fiber communication systems convey digital information in the baseband using intensity modulation of the optical source.

In common with electrical transmission systems, analog signals (e.g. speech) may be digitized for transmission utilizing pulse code modulation (PCM). Encoding the analog signal into a digital bit pattern is performed by initially sampling the analog signal at a frequency in excess of the Nyquist rate (i.e. greater than twice the maximum signal frequency). Within the European telecommunication network where the 3 dB telephone bandwidth is defined as 3.4 kHz, the sampling rate is 8 kHz. Hence, the amplitude of the constant width sampling pulses varies in proportion to the sample values of the analog signal giving a discrete signal known as pulse amplitude modulation (PAM), as indicated in Figure 12.28. The sampled analog signal is then quantized into a number of discrete levels, each of which is designated by a binary code which provides the PCM signal. This process is also illustrated in Figure 12.28 using a linear quantizer with eight levels (or seven steps) so that each PAM sample is encoded into three binary bits. The analog signal is thus digitized and may be transmitted as a baseband signal or, alternatively, be modulated by amplitude, frequency or phase shift keying [Ref. 43]. However, in practical PCM
systems for speech transmission, nonlinear encoding (A law in Europe and μ law in North America) is generally employed over 256 levels ($2^8$), giving eight binary bits per sample (seven bits for code levels plus one polarity bit). Hence, the bandwidth requirement for PCM transmission is substantially greater (in this case by a factor of approximately 16) than the corresponding baseband analog transmission. This is not generally a problem with optical fiber communications because of the wideband nature of the optical channel.

Nonlinear encoding may be implemented via a mechanism known as companding where the input signal is compressed before transmission to give a nonlinear encoding characteristic and expanded again at the receive terminal after decoding. A typical nonlinear input-output characteristic giving compression is shown in Figure 12.29. Companding is used to reduce the quantization error on small-amplitude analog signal levels when they are encoded from PAM to PCM. The quantization error (i.e. the rounding off to the nearest discrete level) is exhibited as distortion or noise on the signal (often called quantization noise). Companding tapers the step size, thus reducing the distance between levels for small-amplitude signals while increasing the distance between levels for higher amplitude signals. This substantially reduces the quantization noise on small-amplitude signals at the expense of slightly increased quantization noise, in terms of signal amplitude, for the larger signal levels.

Figure 12.28 The quantization and encoding of an analog signal into PCM using a linear quantizer with eight levels

Figure 12.29 A typical nonlinear input–output characteristic which provides compression
levels. The corresponding SNR improvement for small-amplitude signals significantly reduces the overall signal degradation of the system due to the quantization process.

A block schematic of a simplex (one direction only) baseband PCM system is shown in Figure 12.30(a). The optical interface is not shown but reference may be made to Figure 12.1 which illustrates the general optical fiber communication system. It may be noted from Figure 12.30(a) that the received PCM waveform is decoded back to PAM via the reverse process to encoding, and then simply passed through a low-pass filter to recover the original analog signal.

The conversion of a continuous analog waveform into a discrete PCM signal allows a number of analog channels to be time division multiplexed for simultaneous transmission down one optical fiber link, as illustrated in Figure 12.30(b). The encoded samples from the different channels are interleaved within the multiplexer to give a single composite signal consisting of all the interleaved pulses. This signal is then transmitted over the optical channel. At the receive terminal the interleaved samples are separated by a synchronous switch or demultiplexer before each analog signal is reconstructed from the appropriate set of samples. Time division multiplexing a number of channels onto a single link can be used with any form of digital transmission and is frequently employed in the transmission of data as well as with the transmission of digitized analog signals. However, the telecommunication network is primarily designed for the transmission of analog speech signals, although the compatibility of PCM with data signals has encouraged the adoption of digital transmission systems.

A current European standard for speech transmission using PCM on metallic conductors (i.e. coaxial line) is the 30-channel system. In this system the PAM samples from each channel are encoded into eight binary bits which are incorporated into a single time slot.

![Figure 12.30](image-url)  
**Figure 12.30** PCM transmission: (a) block schematic of a baseband PCM transmission system for single-channel transmission; (b) time division multiplexing of three PCM channels onto a single transmission link and subsequent demultiplexing at the link output.
Time slots from respective channels are interleaved (multiplexed) into a frame consisting of 32 time slots. The 2 additional time slots do not carry encoded speech but signaling and synchronization information. Finally, 16 frames are incorporated into a multiframe which is a self-contained timing unit. The timing for this line signaling structure is shown in Figure 12.31 and calculated in Example 12.1.

**Figure 12.31** The timing for the line signalling structure of the European standard thirty channel PCM system: (a) bits per time slot; (b) time slots per frame; (c) frames per multiframe

---

**Example 12.1**

The sampling rate for each speech channel on the 30-channel PCM system is 8 kHz and each sample is encoded into 8 bits. Determine:

(a) the transmission or bit rate for the system:

(b) the duration of a time slot;

(c) the duration of a frame and multiframe.

Solution: (a) The 30-channel PCM system has 32 time slots each 8 bits wide which make up a frame. Therefore:
The signaling structure shown in Figure 12.31 applies to 30-channel PCM systems which were originally designed to transmit over metallic conductors using a high-density bipolar line code (HDB 3). The increased bandwidth with optical fiber communications allows transmission rates far in excess of 2.048 Mbit s\(^{-1}\). Therefore an increased number of telephone channels may be sampled, encoded, multiplexed and transmitted on an optical fiber link. In Europe the increased bit rates were chosen as multiples of the 30-channel system, whereas in North America and Japan they tend to be multiples of a 24-channel system. These bit rates and the corresponding number of transmitted telephone channels are specified in Table 12.1.

It must be noted that a bipolar code with a zero mean level (i.e. with positive- and negative-going pulses in the electrical regime) such as HDB 3 cannot be transmitted directly over an optical fiber link unless the mean level is raised to allow both positive- and negative-going pulses to be transmitted by the IM optical source. The resultant ternary (three-level) optical transmission is not always suitable for telecommunication applications and therefore binary coding after appropriate scrambling, biphase (Manchester encoding), delay modulation (Miller encoding), etc., is often employed. This involves additional complexity at the transmit and receive terminals as well as necessitating extra redundancy (i.e. bits which do not contain the transmitted information, thus giving a reduction in the information per transmitted symbol) in the line code. This topic is considered in greater detail in Section 12.6.7.

---

**Number of bits in a frame** = 32 × 8 = 256 bits

This frame must be transmitted within the sampling period and thus 8 × 10\(^3\) frames are transmitted per second. Hence, the transmission rate for the system is:

\[
8 \times 10^3 \times 256 = 2.048 \text{ Mbit s}^{-1}
\]

(b) The bit duration is simply:

\[
\frac{1}{2.048 \times 10^6} = 488 \text{ ns}
\]

Therefore, the duration of a time slot is:

\[
8 \times 488 \text{ ns} = 3.9 \mu\text{s}
\]

(c) The duration of a frame is thus:

\[
32 \times 3.9 \mu\text{s} = 125 \mu\text{s}
\]

and the duration of a multiframe is:

\[
16 \times 125 \mu\text{s} = 2 \text{ ms}
\]
12.6 Digital system planning considerations

The majority of digital optical fiber communication systems for the telecommunication network or local data applications utilize binary intensity modulation of the optical source. Therefore, we choose to illustrate the planning considerations for digital transmission based on this modulation technique. Baseband PCM transmission using source intensity modulation is usually designated as PCM-IM.

12.6.1 The optoelectronic regenerative repeater

In the case of the long-haul, high-capacity digital systems, the most important overall system performance parameter is the spacing of the regenerative repeaters. It is therefore useful to consider the performance of the optoelectronic digital repeater, especially as it is usually designed with the same optical components as the terminal equipment. Figure 12.32 shows the functional parts of a typical optoelectronic regenerative repeater for optical fiber communications. The attenuated and dispersed optical pulse train is detected and amplified in the receiver unit. This consists of a photodiode followed by a low-noise preamplifier. The electrical signal thus acquired is given a further increase in power level.
in a main amplifier prior to reshaping in order to compensate for the transfer characteristic of the optical fiber (and the amplifier) using an equalizer. Depending on the photodiode utilized, automatic gain control may be provided at this stage for both the photodiode bias current and the main amplifier (see Section 12.3.2).

Accurate timing (clock) information is then obtained from the amplified and equalized waveform using a timing extraction circuit such as a ringing circuit or phase-locked loop. This enables precise operation of the following regenerator circuit within the bit intervals of the original pulse train. The function of the regenerator circuit is to reconstitute the originally transmitted pulse train, ideally without error. This can be achieved by setting a threshold above which a binary 1 is registered, and below which a binary 0 is recorded, as indicated in Figure 12.32. The regenerator circuit makes these decisions at times corresponding to the center of the bit intervals based on the clock information provided by the timing circuit.

Hence the decision times are usually set at the mid-points between the decision-level crossings of the pulse train. The pulse train is sampled at a regular frequency equal to the bit rate, and at each sample instant a decision is made of the most probable symbol being transmitted. The symbols are then regenerated in their original form (either a binary 1 or 0) before retransmission as an optical signal using a source operated by an electronic drive circuit. Hence the possible regeneration of an exact replica of the originally transmitted waveform is a major advantage of digital transmission over corresponding analog systems. Optoelectronic repeaters in analog systems filter, equalize and amplify the received waveform, but are unable to reconstitute the originally transmitted waveform entirely free from distortion and noise. Signal degradation in long-haul analog systems is therefore accumulative, being a direct function of the number of repeater stages. In contrast the signal degradation encountered in PCM systems is purely a function of the quantization process and the system bit error rate.

Errors may occur in the regeneration process in the following situations:

1. The signal-to-noise ratio at the decision instant is insufficient for an accurate decision to be made. For instance, with high noise levels, the binary 0 may occur above the threshold and hence be registered as a binary 1.
2. There is intersymbol interference due to dispersion on the optical fiber link. This may be reduced by equalization which forces the transmitted binary 1 to pass through zero at all neighboring decision times.

3. There is a variation in the clock rate and phase degradations (jitter) such as distortion of the zero crossings and static decision time misalignment.

It should be noted that all-optical regeneration can provide simultaneous optical amplification and signal regeneration without any electrical to optical signal conversion (see Section 10.6). Hence such all-optical regeneration also performs optical signal reshaping and retiming.

A method which is often used to obtain a qualitative indication of the performance of a regenerative repeater or a PCM system is the examination of the received waveform on an oscilloscope using a sweep rate which is a fraction of the bit rate. The display obtained over two bit intervals’ duration, which is the result of superimposing all possible pulse sequences, is called an eye diagram or pattern. An illustration of an eye diagram for a binary system with little distortion and no additive noise is shown in Figure 12.33(a). It may be observed that the diagram has the shape of a human eye which is open and that the decision time corresponds to the center of the opening. To regenerate the pulse sequence without error the eye must be open thereby indicating that a decision area exists, and the decision crosshair (provided by the decision time and the decision threshold) must be within this open area. The effect of practical degradations on the pulses (i.e. intersymbol interference and noise) is to reduce the size of, or close, the eye, as shown in Figure 12.33(b). Hence for reliable transmission it is essential that the eye is kept open, the margin against an error occurring being the minimum distance between the decision crosshair and the edge of the eye.

In practice, a low bit error rate in the region $10^{-7}$ to $10^{-10}$ may be tolerated with PCM transmission. However, with data transmission (e.g. computer communications) any error can cause severe problems, and it is necessary to incorporate error detecting and possibly correcting circuits into the regenerator. This invariably requires the insertion of a small amount of redundancy into the transmitted pulse train (see Section 12.6.7).

![Eye diagrams in binary digital transmission: (a) the diagram obtained with a bandwidth limitation but no additive noise (open eye); (b) the diagram obtained with a bandwidth limitation and additive noise (partially closed eye)](image-url)
Calculation of the possible repeater spacing must take account of the following system component performances:

(a) the average optical power launched into the fiber based on the end-of-life transmitter performance;

(b) the receiver input power required to achieve an acceptably low BER (e.g. $10^{-9}$), taking into account component deterioration during the system’s lifetime;

(c) the installed fiber cable loss including jointing and coupling (to source and detector) losses as well as the effects of aging and from anticipated environmental changes;

(d) the temporal response of the system including the effects of pulse dispersion on the channel; this becomes an important consideration with high-bit-rate multimode fiber systems which may be dispersion limited.

These considerations are discussed in detail in the following sections.

12.6.2 The optical transmitter and modulation formats

The average optical power launched into the fiber from the transmitter depends upon the type of source used and the required system bit rate, as indicated in Section 12.2.1. Typically, the laser launches around 1 mW, whereas usually the LED is limited to about 100 $\mu$W [Ref. 46]. It may also be noted that both device types emit less optical power at higher bit rates. However, the LED gives reduced output at modulation bandwidths in excess of 50 MHz, whereas laser output is unaffected below 40 GHz. Also, the fact that generally the optical power which may be launched into a fiber from an LED even at low bit rates is 10 to 15 dB down on that available from a laser is an important consideration, especially when receiver noise is a limiting factor within the system.

The signal generated by an optical source is required to be modulated in the transmitter prior to transmission over the optical fiber link. There are two major modulation formats which can be used in IM/DD-based digital optical communication systems, namely nonreturn-to-zero (NRZ) and return-to-zero (RZ) (see Section 3.8). RZ pulses can be produced using either two intensity modulators, or an intensity and phase modulator cascade.

A conventional RZ signal format transmitter which comprises a CW laser source, two Mach–Zehnder modulators (i.e. MZM 1 and MZM 2 used as an intensity modulator and a pulse carver, respectively) together with a data encoder is shown in Figure 12.34. Initially RZ pulses are constructed in the intensity modulator which utilizes a clocked MZM to modulate the NRZ optical input signal. In order to generate the appropriate RZ pulses with constant amplitude, the drive signal for the pulse carver must be synchronized with the MZM clock signal. MZM 2 then produces a constant amplitude optical RZ pulse train at the output [Ref. 47]. Using this technique RZ transmitters operating at a bit rate of 40 Gbit s$^{-1}$ have been successfully demonstrated [Refs 47, 48].

The RZ signal format displays considerable performance advantages over that of NRZ [Ref. 49]. For instance, it exhibits higher peak power together with greater noise immunity and therefore has a better BER performance. Moreover, it is less subject to fiber-related nonlinear effects [Refs 50, 51]. Eye diagrams for RZ and NRZ optical transmission are
depicted in Figure 12.35(a). It can be observed that the eye diagram for the RZ format displays a larger vertical eye opening in comparison with that for NRZ. Furthermore, it should be noted that the narrow vertical eye opening (i.e. eye closure) determines the presence of intersymbol interference which arises as a consequence of fiber nonlinear effects (i.e. four-wave mixing and self/cross-phase modulation (see Section 3.14)) whereas the horizontal eye opening is related to deterministic jitter including pulse-width distortion [Ref. 53]. The wider vertical eye opening for the RZ signal format is indicative of a higher
SNR at the receiver (i.e. by typically 1 to 3 dB) and hence the RZ format also exhibits greater tolerance to ISI for wavelength division multiplexed signals.

Figure 12.35(b) provides a comparison of eye-closure penalty for optical NRZ and RZ modulation formats when used in a 16-channel WDM system (see Section 12.9.4) operating at a transmission rate of 40 Gbit s\(^{-1}\) [Ref. 52]. It may be noted that a maximum eye-closure penalty of 9.6 dB was obtained for a 700 km single-mode fiber link when using the RZ signal format whereas the same value of eye-closure penalty was produced with the much shorter distance of only 400 km using an NRZ format.

Other characteristics of the RZ signal can also be manipulated to obtain more robust features for high-speed transmission. For example, prechirping\(^*\) of the pulse with the sign of chirp opposite to that introduced by the fiber dispersion can be employed and the resultant signal format is referred to as chirped return-to-zero (CRZ) [Ref. 52]. This feature can enhance the performance of the optical transmission system due to the pulse compression effect introduced through the prechirping which will combat dispersion on the fiber link. In another RZ scheme an alternate bit phase inversion process removes or suppresses the carrier component from the power spectral density of the RZ signal and it is therefore known as a carrier-suppressed return-to-zero (CSRZ) [Ref. 53]. In particular, longer transmission distances can be realized using CSRZ in comparison with conventional RZ [Ref. 54].

For optical fiber multiplexed transmission, specifically when a WDM system is utilized, the signal modulation format becomes of increasing importance as higher spectral efficiency is required through reducing the channel spacing, for instance, to produce dense WDM transmission. The spectral efficiency which can be defined as the ratio of average channel capacity to the average channel spacing determines the overall density of a WDM system. For example, in a practical WDM system operating at 40 Gbit s\(^{-1}\) with a channel spacing of 100 GHz, the spectral efficiency for a conventional binary signal will be 0.4 bit s\(^{-1}\) Hz\(^{-1}\). Clearly, decreasing the channel spacing increases the spectral efficiency. Higher values of ISI caused by fiber nonlinear effects may, however, be present on the resultant data signal. It should be noted that as the information carried on each channel occupies a particular spectral band, then if the channel spacing is decreased beyond a specific limit it leads to overlapping of adjacent channel information and hence to degradation of the data signals.

In order to decrease the optical spectral band occupied by a channel without decreasing the amount of information or data carried requires the use of an even more efficient modulation format such as alternate mark inversion (AMI) or duobinary (DB) which are translated from the same general class of partial response (PR) or correlative coding format signaling [Refs 50, 51]. In a PR or a correlative coding scheme the output response of a decoder is obtained by determining the correlation between the input data and an n bit delayed sequence of itself. For example, when transmitting a binary input data sequence of 100110 with a 1 bit delayed sequence of itself (i.e. 010011)\(^\dagger\) then the encoder can transmit a correlative output data sequence using a ternary scheme 11021. In this case the three states of the ternary scheme (i.e. binary 0, 1 and 2) may be identified by assigning three distinct electrical voltages values of 0, +V and −V, respectively producing an AMI signal.

\(^*\) Prechirping is a process which adds a chirp (see Section 6.7.3) to an optical signal before the transmission of the pulse.

\(^\dagger\) Assuming a binary 0 value for the initial bit in 1 bit delayed data as identified by underlined zero (i.e. 0).
These three voltage levels can be translated for use in an optical signal using a phase change to represent the \(-V\) or \(+V\) levels around the zero-phase point (i.e. 0, \(\pi\)). The MZI and delay interferometer (see Section 10.5.2) can be used to perform the phase shift operation on the optical signal.

A block schematic of a single-mode fiber system employing duobinary transmission is illustrated in Figure 12.36(a) [Ref. 55]. The transmitter comprises an electrical duobinary encoder followed by a Mach–Zehnder modulator to provide the optical signal. It may be observed that the duobinary encoder consists of an exclusive OR (EXOR) gate, an adder and 1 bit delay circuit. At the receiving end a photodetector converts the optical signal back into the electrical domain. Figure 12.36(b) provides the corresponding waveforms obtained at the output of each section of the transmission system. Different combinations of logic circuits are employed in the duobinary encoder to produce the electrical duobinary data which forms a ternary or three-level coding scheme as displayed in waveform B.

The electrical duobinary data can be converted to an optical signal by using both ON/OFF and 0 or \(\pi\) phase values corresponding to the three-level electrical duobinary signal. This conversion process is identified at stage C in Figure 12.36(b) where an ON state optical signal with 0 phase represents a binary 1 and an ON state with a \(\pi\) phase indicates the minus one level corresponding to the electrical duobinary signal. The zero level of the electrical duobinary is simply produced by not transmitting an optical signal (i.e. OFF). Comparison
of the data sequences at stages A and C indicates that the binary data can be recovered by simply inverting the optical intensity modulated signal as shown at stage D. This constitutes an important feature of optical duobinary systems in that the electrical signal can be recovered by direct detection at the photodiode followed by an electrical signal inversion process without the need to determine or recover the phase of the optical signal. It is possible, however, to use the optical phase change information if it is recovered by employing a coherent receiver (see Section 13.2) rather than a direct detection receiver [Ref. 56].

The optical duobinary signal format exhibits more tolerance to chromatic dispersion (see Section 3.9) than conventional binary signaling formats. This improvement occurs because the optical duobinary signal occupies only around half the bandwidth of an optical NRZ signal. Since fiber dispersion is dependent on signal bandwidth, optical duobinary therefore typically provides twice the dispersion tolerance to chromatic dispersion. Moreover, the narrow bandwidth of optical duobinary signaling also enables reduced channel spacings (e.g. 25 GHz) when combined with WDM. Therefore this format is employed with dense WDM over long-distance single-mode fiber links using conventional direct detection optical receivers operating at transmission rates of 10 Gbit s\(^{-1}\) [Refs 51, 55].

Another intensity modulated-based CSRZ format utilizes vestigial sideband (VSB) transmission which can be employed to achieve increased spectral efficiency [Refs 51, 54]. Hence VSB-CSRZ is an efficient technique because the complete information of a VSB channel is contained in only half of its spectrum while the other half of the spectrum is redundant information which can either be ignored or be reproduced from the half of the spectrum which has been retained [Ref. 57]. VSB signals are usually obtained by partially removing one of the sideband spectra from the conventional double-sideband spectrum (see Section 12.7.4) using an optical filter. The benefit of this process is that it therefore decreases the required channel spectrum and hence it enables channel spacing to be reduced.

### 12.6.3 The optical receiver

The input optical power required at the receiver is a function of the detector combined with the electrical components within the receiver structure. It is strongly dependent upon the noise (i.e. quantum, dark current and thermal) associated with the optical fiber receiver. The theoretical minimum pulse energy or quantum limit required to maintain a given BER was discussed in Section 9.2.4.

It was predicted that approximately 21 incident photons were necessary at an ideal photodetector in order to register a binary 1 with a BER of \(10^{-9}\). However, this is a fundamental limit which cannot be achieved in practice and therefore it is essential that estimates of the minimum required optical input power are made in relation to practical devices and components.

Although the statistics of quantum noise follow a Poisson distribution, other important sources of noise within practical receivers (e.g. thermal) are characterized by a Gaussian probability distribution. Hence estimates of the required SNR to maintain particular BERs may be obtained using the procedure adopted for error performance of electrical digital systems where the noise distribution is considered to be white Gaussian. This Gaussian approximation [Ref. 58] is sufficiently accurate for design purposes and is far easier to evaluate than the more exact probability distribution within the receiver [Ref. 59].
receiver sensitivities calculated by using the Gaussian approximation are generally within 1 dB of those calculated by other methods [Ref. 30].

Although the transmitted signal consists of two well-defined light levels, in the presence of noise the signal at the receiver is not as well defined. This situation is shown in Figure 12.37(a) which illustrates a binary signal in the presence of noise. The signal plus the additive noise at the detector may be defined in terms of the probability density functions (PDFs) shown in Figure 12.37(b). These PDFs describe the probability that the input current (or output voltage) has a value \(i\) (or \(v\)) within the incremental range \(di\) (or \(dv\)). The expected values of the signal in the two transmitted states, namely 0 and 1, are indicated by \(p_0(x)\) and \(p_1(x)\) respectively. When the additive noise is assumed to have a Gaussian distribution, the PDFs of the two states will also be Gaussian. The Gaussian PDF which is continuous is defined by:

\[
p(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left\{ -\frac{(x - m)^2}{2\sigma^2} \right\}
\]

where \(m\) is the mean value and \(\sigma\) the standard deviation of the distribution. When \(p(x)\) describes the probability of detecting a noise current or voltage, \(\sigma\) corresponds to the rms value of that current or voltage.

If a decision threshold \(D\) is set between the two signal states, as indicated in Figure 12.37, signals greater than \(D\) are registered as a one and those less than \(D\) as a zero. However, when the noise current (or voltage) is sufficiently large it can either decrease a binary 1 to a 0 or increase a binary 0 to a 1. These error probabilities are given by the integral of the signal probabilities outside the decision region. Hence the probability that a signal transmitted as a 1 is received as a 0, \(P(0|1)\), is proportional to the shaded area indicated in Figure 12.37(b). The probability that a signal transmitted as a 0 is received as a 1, \(P(1|0)\),
is similarly proportional to the other shaded area shown in the diagram. If \( P(1) \) and \( P(0) \) are the probabilities of transmission for binary ones and zeros, respectively, then the total probability of error \( P(e) \) may be defined as:

\[
P(e) = P(1)P(0|1) + P(0)P(1|0)
\]

(12.6)

Now let us consider a signal current \( i_{\text{sig}} \) together with an additive noise current \( i_N \) and a decision threshold set at \( D = i_0 \). If at any time when a binary 1 is transmitted the noise current is negative such that:

\[
i_N < -(i_{\text{sig}} - i_0)
\]

(12.7)

then the resulting current \( i_{\text{sig}} + i_N \) will be less than \( i_0 \) and an error will occur. The corresponding probability of the transmitted 1 being received as a 0 may be written as:

\[
P(0|1) = \int_{-\infty}^{i_0} p(i, i_{\text{sig}}) \, di
\]

(12.8)

and following Eq. (12.5):

\[
p_1(x) = p(i, i_{\text{sig}}) = \frac{1}{(i_{\text{sig}}^2)^{1/2}(2\pi)^{1/2}} \exp \left\{- \frac{[(i - i_{\text{sig}})^2]}{2(i_{\text{sig}}^2)} \right\}
\]

(12.9)

\[
= G_{\text{sn}} [i, i_{\text{sig}}, (i_{\text{sig}}^2)^{1/2}]
\]

(12.10)

where \( i \) is the actual current, \( i_{\text{sig}} \) is the peak signal current during a binary 1 (this corresponds to the peak photocurrent \( I_p \) when only a signal component is present), and \( i_N^2 \) is the mean square noise current. Substituting Eq. (12.10) into Eq. (12.8) gives:

\[
P(0|1) = \int_{-\infty}^{i_0} G_{\text{sn}} [i, i_{\text{sig}}, (i_{\text{sig}}^2)^{1/2}] \, di
\]

(12.11)

Similarly, the probability that a binary 1 will be received when a 0 is transmitted is the probability that the received current will be greater than \( i_0 \) at some time during the 0 bit interval. It is given by:

\[
P(1|0) = \int_{i_0}^{\infty} p(i, 0)
\]

(12.12)

Assuming the mean square noise current in the zero state is equal to the mean square noise current in the one state \( (i_N^2) \) (this is an approximation if shot noise is dominant), and that for a zero bit \( i_{\text{sig}} = 0 \), then following Eq. (12.5):

\[
p_0(x) = p(i, 0) = \frac{1}{(i_N^2)^{1/2}(2\pi)^{1/2}} \exp \left\{- \frac{[(i - 0)^2]}{2(i_N^2)} \right\}
\]

(12.13)

\[
= G_{\text{sn}} [i, 0, (i_N^2)^{1/2}]
\]

(12.14)
Hence substituting Eq. (12.14) into Eq. (12.12) gives:

\[ P(1|0) = \int_{i_0}^{\infty} Gsn \left[ i, 0, \left[ \frac{i}{I_{th}^2} \right]^2 \right] \, di \] (12.15)

The integrals of Eqs (12.11) and (12.15) are not readily evaluated but may be written in terms of the error function (erf)* where:

\[ \text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_0^u \exp(-z^2) \, dz \] (12.16)

and the complementary error function is:

\[ \text{erfc}(u) = 1 - \text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_u^{\infty} \exp(-z^2) \, dz \] (12.17)

Hence:

\[ P(0|1) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{|i_{sig} - i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) \right] \]

\[ = \frac{1}{2} \text{erfc} \left( \frac{|i_{sig} - i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) \] (12.18)

and:

\[ P(1|0) = \frac{1}{2} \text{erfc} \left( \frac{|0 - i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) = \frac{1}{2} \text{erfc} \left( \frac{|-i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) \] (12.19)

If we assume that a binary code is chosen such that the number of transmitted ones and zeros is equal, then \( P(0) = P(1) = \frac{1}{2} \), and the net probability of error is one-half the sum of the shaded areas in Figure 12.37(b). Therefore Eq. (12.6) becomes:

\[ P(e) = \frac{1}{2} [P(0|1) + P(1|0)] \] (12.20)

and substituting for \( P(0|1) \) and \( P(1|0) \) from Eqs (12.18) and (12.19) gives:

\[ P(e) = \frac{1}{2} \left[ \frac{1}{2} \text{erfc} \left( \frac{|i_{sig} - i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) + \frac{1}{2} \text{erfc} \left( \frac{|-i_0|}{(i_{th}^2)^{\frac{1}{2}} \sqrt{2}} \right) \right] \] (12.21)

Equation (12.21) may be simplified by setting the threshold decision level at the midpoint between zero current and the peak signal current such that \( i_0 = \frac{i_{sig}}{2} \). In electrical systems this situation corresponds to an equal minimum probability of error in both states due to the symmetrical nature of the PDFs. It must be noted that for optical fiber systems

* Another form of the error function denoted by Erf is defined in Problem 12.10.
this is not generally the case since the noise in each signal state contains shot noise contributions proportional to the signal level. Nevertheless, assuming a Gaussian distribution for the noise and substituting $i_D = \frac{i_{\text{sig}}}{2}$ into Eq. (12.21) we obtain:

$$P(e) = \frac{1}{2} \left[ \frac{1}{2} \text{erfc} \left( \frac{1}{(i_{\text{sig}}^2/2)} \right) + \frac{1}{2} \text{erfc} \left( \frac{1-i_{\text{sig}}/2}{(i_{\text{sig}}^2/2)} \right) \right]$$

$$= \frac{1}{2} \text{erfc} \left( \frac{i_{\text{sig}}}{2(i_{\text{sig}}^2/2)} \right)$$

(12.22)

The electrical SNR at the detector may be written in terms of the peak signal power to rms noise power (mean square noise current) as:

$$\frac{S}{N} = \frac{i_{\text{sig}}^2}{i_N^2}$$

(12.23)

Comparison of Eq. (12.23) with Eq. (12.22) allows the probability of error to be expressed in terms of the analog SNR as:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{(S/N)^{1/2}}{2^{1/2}} \right)$$

(12.24)

Estimates of the required SNR to maintain a given error rate may be obtained using the standard table for the complementary error function. A plot of $P(e)$ against $\frac{1}{2} \text{erfc}(u)$ is shown in Figure 12.38(a). This may be transposed into the characteristic illustrated in Figure 12.38(b) where the BER which is equivalent to the error probability $P(e)$ is shown as a function of the SNR following Eq. (12.24).

![Figure 12.38](image)

Figure 12.38 (a) A plot of the probability of error $\frac{1}{2} \text{erfc}(u)$ against the argument of the error function $u$. (b) The BER as a function of both the ratio of peak signal power to rms noise power (electrical SNR) and the ratio of peak signal current to rms noise current (optical SNR) for binary transmission.
Example 12.2

Using the Gaussian approximation determine the required SNRs (optical and electrical) to maintain a BER of $10^{-9}$ on a baseband binary digital optical fiber link. It may be assumed that the decision threshold is set midway between the one and the zero level and that $2 \times 10^{-9} = \text{erfc} 4.24$.

Solution: Under the above conditions, the probability of error is given by Eq. (12.24) where:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{(S/N)^{1/2}}{2\sqrt{2}} \right) = 10^{-9}$$

Hence:

$$\text{erfc} \left( \frac{(S/N)^{1/2}}{2\sqrt{2}} \right) = 2 \times 10^{-9}$$

and:

$$\frac{(S/N)^{1/2}}{2\sqrt{2}} = 4.24$$

giving:

$$(S/N)^{1/2} = 4.24 \times 2\sqrt{2} = 12$$

The optical SNR may be defined in terms of the peak signal current and rms noise current as $i_{\text{sig}}/(i_{\text{n}})^{1/2}$. Therefore using Eq. (12.23):

$$\frac{i_{\text{sig}}}{(i_{\text{n}})^{1/2}} = \frac{S^{1/2}}{N} = 12 \text{ or } 10.8 \text{ dB}$$

The electrical SNR is defined by Eq. (12.23) as:

$$\frac{i_{\text{sig}}^2}{i_{\text{n}}^2} = \frac{S}{N} = 144 \text{ or } 21.6 \text{ dB}$$

These results for the SNRs may be seen to correspond to a BER of $10^{-9}$ on the curve shown in Figure 12.38(b).

However, the plot shown in Figure 12.38(b) does not reflect the best possible results, or those which may be obtained with an optimized receiver design. In this case, if the system is to be designed with a particular BER, the appropriate value of the error function is established prior to adjustment of the parameter values (signal levels, decision threshold...
level, avalanche gain, component values, etc.) in order to obtain this BER [Ref. 60]. It is therefore necessary to use the generalized forms of Eqs (12.18) and (12.19) where:

\[
P(0|1) = \frac{1}{2} \text{erfc} \left( \frac{|i_{\text{sig}1} - i_{\text{D}}|}{(i_{\text{N}0}^2)^{\frac{1}{2}}} \sqrt{2} \right) \tag{12.25}
\]

\[
P(0|1) = \frac{1}{2} \text{erfc} \left( \frac{|i_{\text{D}} - i_{\text{sig}0}|}{(i_{\text{N}0}^2)^{\frac{1}{2}}} \sqrt{2} \right) \tag{12.26}
\]

where \(i_{\text{sig}1}\) and \(i_{\text{sig}0}\) are the signal currents, in the 1 and 0 states, respectively, and \(i_{\text{N}1}\) and \(i_{\text{N}0}\) are the corresponding mean square noise currents which may include both shot and thermal noise terms. Equations (12.25) and (12.26) allow a more exact evaluation of the error performance of the digital optical fiber system under the Gaussian approximation [Ref. 60]. Unfortunately, this approach does not give as simple a direct relationship between the BER and the analog SNR as the one shown in Eq. (12.24). Thus for estimates of SNR within this text we will make use of the slightly poorer approximation given by Eq. (12.24). Although this approximation does not give the correct decision threshold level or optimum avalanche gain it is reasonably successful at predicting BER as a function of signal power and hence provides realistic estimates of the number of photons required at a practical detector in order to maintain given BERs.

For instance, let us consider a good avalanche photodiode receiver which we assume to be quantum noise limited. Hence we ignore the shot noise contribution from the dark current within the APD, as well as the thermal noise generated by the electronic amplifier. In practice, this assumption holds when the multiplication factor \(M\) is chosen to be sufficiently high to ensure that the SNR is determined by photon noise rather than by electronic amplifier noise, and the APD used has a low dark current. To determine the SNR for this ideal APD receiver it is useful to define the quantum noise on the primary photocurrent \(I_p\) within the device in terms of shot noise following Eq. (9.8). Therefore, the mean square shot noise current is given by:

\[
\overline{i^2}_n = 2eB I_p M^2 \tag{12.27}
\]

where \(e\) is the electronic charge and \(B\) is the post-detection or effective noise bandwidth. It may be observed that the mean square shot noise current \(\overline{i^2}_n\) given in Eq. (12.27) is increased by a factor \(M^2\) due to avalanche gain in the APD. However, Eq. (12.27) does not give the total noise current at the output of the APD as there is an additional noise contribution from the random gain mechanism. The excess avalanche noise factor \(F(M)\) incurred was discussed in Section 9.3.4 and defined by Eqs (9.27) and (9.28). Equation (9.27) may be simplified [Ref. 61] to give an expression for electron injection in the low-frequency limit of:

\[
F(M) = kM + \left( 2 - \frac{1}{M} \right) (1 - k) \tag{12.28}
\]

where \(k\) is the ratio of the carrier ionization rates. Hence, the excess avalanche noise factor may be combined into Eq. (12.27) to give a total mean square shot noise current \(\overline{i^2}_n\) as:
Furthermore, the avalanche multiplication mechanism raises the signal current to $MI_p$ and therefore the SNR in terms of the peak signal power to rms noise power may be written as:

$$\frac{S}{N} = \frac{(MI_p)^2}{2eBI_pM^2F(M)} = \frac{I_p}{2eBF(M)}$$  \hspace{1cm} (12.30)

Now, if we let $z_{md}$ correspond to the average number of photons detected in a time period of duration $\tau$, then:

$$I_p = \frac{z_{md}e}{\tau} = \frac{z_m e \eta}{\tau}$$  \hspace{1cm} (12.31)

where $z_m$ is the average number of photons incident on the APD and $\eta$ is the quantum efficiency of the device. Substituting for $I_p$ in Eq. (12.30) we have:

$$\frac{S}{N} = \frac{z_m \eta}{2BF(M)}$$  \hspace{1cm} (12.32)

Rearranging Eq. (12.32) gives an expression for the average number of photons required within the signaling interval $\tau$ to detect a binary 1 in terms of the received SNR for the good APD receiver as:

$$z_m = \frac{2BF(M)}{\eta} \left( \frac{S}{N} \right)$$  \hspace{1cm} (12.33)

A reasonable pulse shape obtained at the receiver in order to reduce intersymbol interference has the raised cosine spectrum shown in Figure 12.39. The raised cosine spectrum for the received pulse gives a pulse response resulting in a binary pulse train passing through either full or zero amplitude at the centers of the pulse intervals and with transitions passing through half amplitude at points which are midway in time between pulse centers. For raised cosine pulse shaping and full $\tau$ signaling $B\tau$ is around 0.6. Hence the

\[\text{Figure 12.39} \ (a) \text{ Raised cosine spectrum.} \ (b) \text{ Output of a system with a raised cosine output spectrum for a single input pulse}\]
average number of photons required to detect a binary 1 using a good APD receiver at a
specified BER may be estimated using Eq. (12.33) in conjunction with Eq. (12.24).

Example 12.3
A good APD is used as a detector in an optical fiber PCM receiver designed for base-
band binary transmission with a decision threshold set midway between the zero and
one signal levels. The APD has a quantum efficiency of 80%, a ratio of carrier ion-
zation rates of 0.02 and is operated with a multiplication factor of 100. Assuming a
raised cosine signal spectrum at the receiver, estimate the average number of photons
which must be incident on the APD to register a binary 1 with a BER of 10\(^{-9}\).

Solution: The electrical SNR required to obtain a BER of 10\(^{-9}\) at the receiver
is given by the curve shown in Figure 12.38(b), or the solution to Example 12.2 as
21.6 dB or 144. Also, the excess avalanche noise factor \(F(M)\) may be determined
using Eq. (12.28) where:

\[
F(M) = kM + 2 - \frac{1}{M} (1 - k) \\
= 2 + (2 - 0.01)(1 - 0.02) \\
= 3.95 \approx 4
\]

The average number of photons which must be incident at the receiver in order
to maintain the BER can be estimated using Eq. (12.33) (assuming \(B\tau = 0.6\) for the
raised cosine pulse spectrum) as:

\[
z_m = 2B\tau F(M) \left(\frac{S}{N}\right) \\
= 2 \times 0.6 \times 4 \times 144 \\
= 864 \text{ photons}
\]

The estimate in Example 12.3 gives a more realistic value for the average number of
incident photons required at a good APD receiver in order to register a binary 1 with a
BER of 10\(^{-9}\) than the quantum limit of 21 photons determined for an ideal photodetector in
Example 9.1. However, it must be emphasized that the estimate in Example 12.3 applies to
a good silicon APD receiver (with high sensitivity and low dark current) which is quantum
noise limited, and that no account has been taken of the effects of either dark current
within the APD or thermal noise generated within the preamplifier. It is therefore likely
that at least 1000 incident photons are required at a good APD receiver to register a
binary 1 and provide a BER of 10\(^{-9}\) [Ref. 62]. Nevertheless somewhat lower values may
be achieved by setting the decision threshold below the half amplitude level because the
shot noise on the zero level is lower than the shot noise on the one level.
The optical power required at the receiver $P_o$ is simply the optical energy divided by the time interval over which it is incident. The optical energy $E_o$ may be obtained directly from the average number of photons required at the receiver in order to maintain a particular BER following:

$$E_o = z_m hf$$  \hspace{1cm} (12.34)

where $hf$ is the energy associated with a single photon which is given by Eq. (6.1). In order that a binary 1 is registered at the receiver, the optical energy $E_o$ must be incident over the bit interval $\tau$. For system calculations we can assume a zero disparity code which has an equal density of ones and zeros. In this case the optical power required to register a binary 1 may be considered to be incident over two bit intervals giving:

$$P_o = \frac{E_o}{2\tau}$$  \hspace{1cm} (12.35)

Substituting for $E_o$ from Eq. (12.34) we obtain:

$$P_o = \frac{z_m hf}{2\tau}$$  \hspace{1cm} (12.36)

Also as the bit rate $B_T$ for the channel is the reciprocal of the bit interval $\tau$, Eq. (12.36) may be written as:

$$P_o = \frac{z_m hf B_T}{2}$$  \hspace{1cm} (12.37)

Equation (12.37) allows estimates of the incident optical power required at a good APD receiver in order to maintain a particular BER, based on the average number of incident photons. In system calculations these optical power levels are usually expressed in dBm. It may also be observed that the required incident optical power is directly proportional to the bit rate $B_T$ which typifies a shot-noise-limited receiver.

**Example 12.4**

The receiver of Example 12.3 operates at a wavelength of 1 $\mu$m. Assuming a zero disparity binary code, estimate the incident optical power required at the receiver to register a binary 1 with a BER of $10^{-9}$ at bit rates of 10 Mbit s$^{-1}$ and 140 Mbit s$^{-1}$.

Solution: Under the above conditions, the required incident optical power may be obtained using Eq. (12.37) where:

$$P_o = \frac{z_m hf B_T}{2} = \frac{z_m hc B_T}{2\lambda}$$
Example 12.4 illustrates the effect of direct proportionality between the optical power required at the receiver and the system bit rate. In the case considered, the required incident optical power at the receiver to give a BER of $10^{-9}$ must be increased by around 11.5 dB (factor of 14) when the bit rate is increased from 10 to 140 Mbit s$^{-1}$. Also, comparison with Example 9.1 where a similar calculation was performed for an ideal photodetector operating at 10 Mbit s$^{-1}$ emphasizes the necessity of performing the estimate for a practical photodiode. The good APD receiver considered in Example 12.4 exhibits around 16 dB less sensitivity than the ideal photodetector (i.e. quantum limit).

The assumptions made in the evaluation of Examples 12.3 and 12.4 are not generally valid when considering p-i-n photodiode receivers because these devices are seldom quantum noise limited due to the absence of internal gain within the photodetector. In this case thermal noise generated within the electronic amplifier is usually the dominating noise contribution and is typically $1 \times 10^5$ to $3 \times 10^5$ times larger than the peak response produced by the displacement current of a single electron–hole pair liberated in the detector. Hence, for reliable performance with a BER of $10^{-9}$, between 1 and $3 \times 10^4$ photons must be detected when a binary 1 is incident on the receiver [Ref. 63]. This translates into sensitivities which are about 30 dB or more, less than the quantum limit.

Finally, for a thermal-noise-limited receiver the input optical power is proportional to the square root of both the post-detection or effective noise bandwidth and the SNR (i.e. $P_o \propto |(S/N)B|^2$). However, this result is best obtained from purely analog SNR considerations and therefore is dealt with in Section 12.7.1.

12.6.4 Channel losses

Another important factor when estimating the permissible separation between regenerative repeaters or the overall link length is the total loss encountered between the transmitter(s) and receiver(s) within the system. Assuming there are no dispersion penalties
on the link, the total channel loss may be obtained by simply summing in decibels the installed fiber cable loss, the fiber–fiber jointing losses and the coupling losses of the optical source and detector. The fiber cable loss in decibels per kilometer \( \alpha_{fc} \) is normally specified by the manufacturer, or alternatively it may be obtained by measurement (see Sections 14.2 and 14.10). It must be noted that the cabled fiber loss is likely to be greater than the uncabled fiber loss usually measured in the laboratory due to possible microbending of the fiber within the cabling process (see Section 4.7.1).

Loss due to joints (generally splices) on the link may also, for simplicity, be specified in terms of an equivalent loss in decibels per kilometer \( \alpha_{j} \). In fact, it is more realistic to regard \( \alpha_{j} \) as a distributed loss since the optical attenuation resulting from the disturbed mode distribution at a joint does not only occur in the vicinity of the joint. Finally, the loss contribution attributed to the connectors \( \alpha_{cr} \) (in decibels) used for coupling the optical source and detector to the fiber must be included in the overall channel loss. Hence the total channel loss \( C_L \) (in decibels) may be written as:

\[
C_L = (\alpha_{fc} + \alpha_{j})L + \alpha_{cr}
\]

(12.38)

where \( L \) is the length in kilometers of the fiber cable either between regenerative repeaters or between the transmit and receive terminals for a link without repeaters.

**Example 12.5**

An optical fiber link of length 4 km comprises a fiber cable with an attenuation of 5 dB km\(^{-1}\). The splice losses for the link are estimated at 2 dB km\(^{-1}\), and the connector losses at the source and detector are 3.5 and 2.5 dB respectively. Ignoring the effects of dispersion on the link determine the total channel loss.

Solution: The total channel loss may be simply obtained using Eq. (12.38) where:

\[
C_L = (\alpha_{fc} + \alpha_{j})L + \alpha_{cr}
\]

\[
= (5 + 2)4 + 3.5 + 2.5
\]

\[= 34 \text{ dB}\]

**12.6.5 Temporal response**

The system design considerations must also take into account the temporal response of the system components. This is especially the case with regard to pulse dispersion on the optical fiber channel. The formula given in Eq. (12.38) allows determination of the overall channel loss in the absence of any pulse broadening due to the dispersion mechanisms within the transmission medium. However, the finite bandwidth of the optical system may result in overlapping of the received pulses or ISI, giving a reduction in sensitivity at the optical receiver. Therefore, either a worse BER must be tolerated, or the ISI must be compensated by equalization within the receiver (see Section 12.3.3). The latter necessitates an increase in optical power at the receiver which may be considered as an additional loss penalty. This additional loss contribution is usually called the dispersion–equalization or
The dispersion–equalization penalty $D_L$ becomes especially significant in high-bit-rate multimode fiber systems and has been determined analytically for Gaussian-shaped pulses [Ref. 60]. In this case it is given by:

$$D_L = \left( \frac{\tau_e}{\tau} \right)^4 \text{dB} \quad (12.39)$$

where $\tau_e$ is the 1/e full width pulse broadening due to dispersion on the link and $\tau$ is the bit interval or period. For Gaussian-shaped pulses, $\tau_e$ may be written in terms of the rms pulse width $\sigma$ as (see Appendix B):

$$\tau_e = 2\sigma \sqrt{2} \quad (12.40)$$

Hence, substituting into Eq. (12.39) for $\tau_e$ and writing the bit rate $B_T$ as the reciprocal of the bit interval $\tau$ gives:

$$D_L = 2(2\sigma B_T \sqrt{2})^4 \text{dB} \quad (12.41)$$

Since the dispersion–equalization penalty as defined by Eq. (12.41) is measured in decibels, it may be included in the formula for the overall channel loss given by Eq. (12.38). Therefore, the total channel loss including the dispersion–equalization penalty $C_{LD}$ is given by:

$$C_{LD} = (\alpha_c + \alpha_j)L + \alpha_{cr} + D_L \text{ dB} \quad (12.42)$$

The dispersion–equalization penalty is usually only significant in wideband multimode fiber systems which exhibit intermodal as well as chromatic dispersion. Single-mode fiber systems which are increasingly being utilized for wideband long-haul applications are not generally limited by pulse broadening on the channel because of the absence of intermodal dispersion. However, it is often the case that intermodal dispersion is the dominant mechanism within multimode fibers. In Section 3.10.1 intermodal pulse broadening was considered to be a linear function of the fiber length $L$. Furthermore, it was indicated that the presence of mode coupling within the fiber made the pulse broadening increase at a slower rate proportional to $L^{1/3}$. Hence it is useful to consider the dispersion–equalization penalty in relation to fibers without and with mode coupling operating at various bit rates.

**Example 12.6**

The rms pulse broadening resulting from intermodal dispersion within a multimode optical fiber is 0.6 ns km$^{-1}$. Assuming this to be the dominant dispersion mechanism, estimate the dispersion–equalization penalty over an unrepeatered fiber link of length 8 km at bit rates of (a) 25 Mbit s$^{-1}$ and (b) 150 Mbit s$^{-1}$. In both cases evaluate the penalty without and with mode coupling. The pulses may be assumed to have a Gaussian shape.
Example 12.6(a) demonstrates that at low bit rates the dispersion–equalization penalty is very small if not negligible. In this case the slight advantage of the effect of mode coupling on the penalty is generally outweighed by increased attenuation on the link because of the mode coupling, which may be of the order of 1 dB km⁻¹. Example 12.6(b) indicates that at higher bit rates with no mode coupling the dispersion-as equalization penalty dominates to the extent that it would be necessary to reduce the repeater spacing to between 4 and 5 km. However, it may be observed that encouragement of mode coupling on the link greatly reduces this penalty and outweighs any additional attenuation incurred through mode coupling within the fiber. In summary, it is clear that the dispersion equalization penalty need only be applied when considering wideband systems. Moreover, it is frequently the case that lower bit rate systems may be up graded at a later date to a higher capacity without incurring a penalty which might necessitate a reduction in repeater spacing.

An alternative approach involving the calculation of the system rise time can be employed to determine the possible limitation on the system bandwidth resulting from the
temporal response of the system components. Therefore, if there is not a pressing need to
obtain the maximum possible bit rate over the maximum possible distance, it is sufficient
within the system design to establish that the total temporal response of the system is
adequate for the desired system bandwidth. Nevertheless this approach does allow for a
certain amount of optimization of the system components, but at the exclusion of considera-
tions regarding equalization and the associated penalty.

The total system rise time may be determined from the rise times of the individual sys-
tem components which include the source (or transmitter), the fiber cable and the detector
(receiver). These times are defined in terms of a Gaussian response as the 10–90% rise
(or fall) times of the individual components. The fiber cable 10–90% rise time may be
separated into rise times arising from intermodal \( T_n \) and chromatic or intramodal disper-
sion \( T_c \). The total system rise time is given by [Ref. 64]:

\[
T_{\text{syst}} = 1.1(\frac{T_S^2 + T_n^2 + T_c^2 + T_D^2}{2})^{\frac{1}{2}}
\]

where \( T_S \) and \( T_D \) are the source and detector 10–90% rise times, respectively, and all the
rise times are measured in nanoseconds. Comparison of the rise time edge with the overall
pulse dispersion results in the weighting factor of 1.1.

The maximum system bit rate \( B_{\text{T(max)}} \) is usually defined in terms of \( T_{\text{syst}} \) by considera-
tion of the rise time of the simple RC filter circuit shown in Figure 12.40(a). For a voltage
step input of amplitude \( V \), the output voltage waveform \( v_{\text{out}}(t) \) as a function of time \( t \) is:

\[
v_{\text{out}}(t) = V[1 - \exp(-t/RC)]
\]

Hence the 10–90% rise time \( t_r \) for the circuit is given by:

\[
t_r = 2.2RC
\]

Figure 12.40 (a) The response of a low-pass RC filter circuit to a voltage step input.
(b) The transfer function \( H(\omega) \) for the circuit in (a)
The transfer function for this circuit is shown in Figure 12.38(b) and is given by:

\[
|H(\omega)| = \frac{1}{(1 + \omega^2 C^2 R^2)^{\frac{1}{2}}}
\]

(12.46)

Therefore the 3 dB bandwidth for the circuit is:

\[
B = \frac{1}{2\pi RC}
\]

(12.47)

Combining Eqs (12.45) and (12.47) gives:

\[
t_r = \frac{2.2}{2\pi B} = \frac{0.35}{B}
\]

(12.48)

The result for the 10–90% rise time indicated in Eq. (12.48) is of general validity, but a different constant term may be obtained with different filter circuits. However, for rise time calculations involving optical fiber systems the constant 0.35 is often utilized and hence in Eq. (12.48), \( t_r = T_{\text{syst}} \). Alternatively, if an ideal (unrealizable) filter with an arbitrarily sharp cutoff is considered, the constant in Eq. (12.48) becomes 0.44. However, although this value for the constant is frequently employed when calculating the bandwidth of fiber from pulse dispersion measurements (see Section 14.3.1), the more conservative estimate obtained using a constant term of 0.35 is generally favored for use in system rise time calculations [Refs 64, 65]. Also, in both cases it is usually accepted [Ref. 43] that to conserve the shape of a pulse with a reasonable fidelity through the RC circuit then the 3 dB bandwidth must be at least large enough to satisfy the condition \( B \tau = 1 \), where \( \tau \) is the pulse duration. Combining this relation with Eq. (12.48) gives:

\[
T_{\text{syst}} = t_r = 0.35 \tau
\]

(12.49)

For an RZ pulse format, the bit rate \( B_T = B = 1/\tau \) (see Section 3.8) and hence substituting into Eq. (12.49) gives:

\[
B_T(\text{max}) = \frac{0.35}{T_{\text{syst}}}
\]

(12.50)

Alternatively, for an NRZ pulse format \( B_T = B/2 = 1/2 \tau \) and therefore the maximum bit rate is given by:

\[
B_T(\text{max}) = \frac{0.7}{T_{\text{syst}}}
\]

(12.51)

Thus the upper limit on \( T_{\text{syst}} \) should be less than 35% of the bit interval for an RZ pulse format and less than 70% of the bit interval for an NRZ pulse format.

The effects of mode coupling are usually neglected in calculations involving system rise time, and hence the pulse dispersion is assumed to be a linear function of the fiber...
length. This results in a pessimistic estimate for the system rise time and therefore provides a conservative value for the maximum possible bit rate.

**Example 12.7**

An optical fiber system is to be designed to operate over an 8 km length without repeaters. The rise times of the chosen components are:

- Source (LED): 8 ns
- Fiber: intermodal 5 ns km\(^{-1}\)
  (pulse broadening) intramodal 1 ns km\(^{-1}\)
- Detector (p-i-n photodiode): 6 ns

From system rise time considerations, estimate the maximum bit rate that may be achieved on the link when using an NRZ format.

**Solution:** The total system rise time is given by Eq. (12.43) as:

\[
T_{\text{syst}} = 1.1 \left( T_{S}^{2} + T_{n}^{2} + T_{c}^{2} + T_{D}^{2} \right)^{\frac{1}{2}}
\]

\[
= 1.1 \left( 8^2 + (8 \times 5)^2 + (8 \times 1)^2 + 6^2 \right)^{\frac{1}{2}}
\]

\[
= 46.2 \text{ ns}
\]

Hence the maximum bit rate for the link using an NRZ format is given by Eq. (12.51) where:

\[
B_{T}(\text{max}) = \frac{0.7}{T_{\text{syst}}} = \frac{0.7}{46.2 \times 10^{-9}} = 15.2 \text{ Mbit s}^{-1}
\]

The rise time calculations indicate that this will support a maximum bit rate of 15.2 Mbit s\(^{-1}\) which for an NRZ format is equivalent to a 3 dB optical bandwidth of 7.6 MHz (i.e. the NRZ format has two bit intervals per wavelength).

Once it is established that pulse dispersion is not a limiting factor, the major design exercise is the optical power budget for the system.

**12.6.6 Optical power budgeting**

Power budgeting for a digital optical fiber communication system is performed in a similar way to power budgeting within any communication system. When the transmitter characteristics, fiber cable losses and receiver sensitivity are known, the relatively simple process of power budgeting allows the repeater spacing or the maximum transmission distance for the system to be evaluated. However, it is necessary to incorporate a system margin into the optical power budget so that small variations in the system operating parameters do not lead to an unacceptable decrease in system performance. The operating margin is often included in a safety margin \(M_{a}\) which also takes into account possible source and modal
noise, together with receiver impairments such as equalization error, noise degradations and eye-opening impairments. The safety margin depends to a large extent on the system components as well as the system design procedure and is typically in the range 5 to 10 dB. Systems using an injection laser transmitter generally require a larger safety margin (e.g. 8 dB) than those using an LED source (e.g. 6 dB) because the temperature variation and aging of the LED are less pronounced.

The optical power budget for a system is given by the following expression:

\[ P_i = P_o + C_L + M_a \text{ dB} \quad (12.52) \]

where \( P_i \) is the mean input optional power launched into the fiber, \( P_o \) is the mean incident optical power required at the receiver and \( C_L \) (or \( C_{LD} \) when there is a dispersion-equalization penalty) is the total channel loss given by Eq. (12.38) (or Eq. (12.42)). Therefore the expression given in Eq. (12.52) may be written as:

\[ P_i = P_o + (\alpha_f + \alpha_j)L + \alpha_c + M_a \text{ dB} \quad (12.53) \]

Alternatively, when a dispersion-equalization penalty is included Eq. (12.52) becomes:

\[ P_i = P_o + (\alpha_f + \alpha_j)L + \alpha_c + D_L + M_a \text{ dB} \quad (12.54) \]

Equations (12.53) and (12.54) allow the maximum link length without repeaters to be determined, as demonstrated in Example 12.8.

**Example 12.8**

The following parameters are established for a long-haul single-mode optical fiber system operating at a wavelength of 1.3 μm:

- Mean power launched from the laser transmitter: -3 dBm
- Cabled fiber loss: 0.4 dB km\(^{-1}\)
- Splice loss: 0.1 dB km\(^{-1}\)
- Connector losses at the transmitter and receiver: 1 dB each
- Mean power required at the APD receiver:
  - when operating at 35 Mbit s\(^{-1}\) (BER 10\(^{-9}\)): -55 dBm
  - when operating at 400 Mbit s\(^{-1}\) (BER 10\(^{-9}\)): -44 dBm
- Required safety margin: 7 dB

Estimate:

(a) The maximum possible link length without repeaters when operating at 35 Mbit s\(^{-1}\) (BER 10\(^{-9}\)). It may be assumed that there is no dispersion-equalization penalty at this bit rate.

(b) The maximum possible link length without repeaters when operating at 400 Mbit s\(^{-1}\) (BER 10\(^{-9}\)) and assuming no dispersion-equalization penalty.
(c) The reduction in the maximum possible link length without repeaters of (b) when there is a dispersion–equalization penalty of 1.5 dB. It may be assumed for the purposes of this estimate that the reduced link length has the 1.5 dB penalty.

Solution: (a) When the system is operating at 35 M bit s\(^{-1}\) an optical power budget may be performed using Eq. (12.53), where:

\[
P_i - P_o = (\alpha_f + \alpha_j)L + \alpha_c + M_a \text{ dB}
\]

\[-3 \text{ dB m} - (-55 \text{ dB m}) = (\alpha_f + \alpha_j)L + \alpha_c + M_a\]

Hence:

\[(\alpha_f + \alpha_j)L = 52 - \alpha_c - M_a\]

\[0.5L = 52 - 2 - 7\]

\[L = \frac{43}{0.5} = 86 \text{ km}\]

(b) Again using Eq. (12.53) when the system is operating at 400 M bit s\(^{-1}\):

\[-3 \text{ dB m} - (-44 \text{ dB m}) = (\alpha_f + \alpha_j)L + \alpha_c + M_a\]

\[(\alpha_f + \alpha_j)L = 41 - 2 - 7\]

\[L = \frac{32}{0.5} = 64 \text{ km}\]

(c) Performing the optical power budget using Eq. (12.54) gives:

\[P_i - P_o = (\alpha_f + \alpha_j)L + \alpha_c + D_L + M_a\]

Hence:

\[0.5L = 41 - 2 - 1.5 - 7\]

and:

\[L = \frac{30.5}{0.5} = 61 \text{ km}\]

Thus there is a reduction of 3 km in the maximum possible link length without repeaters.
Although in Example 12.8 we have demonstrated the use of the optical power budget to determine the maximum link length without repeaters, it is also frequently used to aid decisions in relation to the combination of components required for a particular optical fiber communication system. In this case the maximum transmission distance and the required bandwidth may already be known. Therefore, the optical power budget is used to provide a basis for optimization in the choice of the system components, while also establishing that a particular component configuration meets the system requirements.

Example 12.9
Components are chosen for a digital optical fiber link of overall length 7 km and operating at 20 Mbit s\(^{-1}\) using an RZ code. It is decided that an LED emitting at 0.85 μm with graded index fiber to a p-i-n photodiode is a suitable choice for the system components, giving no dispersion-equalization penalty. An LED which is capable of launching an average of 100 μW of optical power (including the connector loss) into a graded index fiber of 50 μm core diameter is chosen. The proposed fiber cable has an attenuation of 2.6 dB km\(^{-1}\) and requires splicing every kilometer with a loss of 0.5 dB per splice. There is also a connector loss at the receiver of 1.5 dB. The receiver requires mean incident optical power of \(-41\) dBm in order to give the necessary BER of 10\(^{-10}\), and it is predicted that a safety margin of 6 dB will be required.

Write down the optical power budget for the system and hence determine its viability.

Solution:

Mean optical power launched into the fiber from the transmitter (100 μm) \(-10\) dBm
Receiver sensitivity at 20 Mbit s\(^{-1}\) (BER 10\(^{-10}\)) \(-41\) dBm
Total system margin 31 dB
Cabled fiber loss (7 × 2.6 dB km\(^{-1}\)) 18.2 dB
Splice losses (6 × 0.5 dB) 3.0 dB
Connector loss (1 × 1.5 dB) 1.5 dB
Safety margin 6.0 dB
Total system loss 28.7 dB
Excess power margin 2.3 dB

Based on the figures given, the system is viable and provides a 2.3 dB excess power margin. This could give an extra safety margin to allow for possible future splices if these were not taken into account within the original safety margin.

12.6.7 Line coding and forward error correction

The preceding discussions of digital system design have assumed that only information bits are transmitted, and that the 0 and 1 symbols are equally likely. However, within
digital line transmission there is a requirement for redundancy in the line coding to provide efficient timing recovery and synchronization (frame alignment) as well as possible error detection and correction at the receiver. Line coding also provides suitable shaping of the transmitted signal power spectral density. Hence the choice of line code is an important consideration within digital optical fiber system design.

Binary line codes are generally preferred because of the large bandwidth available in optical fiber communications. In addition, these codes are less susceptible to any temperature dependence of optical sources and detectors. Under these conditions two-level codes are more suitable than codes which utilize an increased number of levels (multilevel codes) [Ref. 66]. Nevertheless, these factors do not entirely exclude the use of multilevel codes, and it is likely that ternary codes (three levels 0, 1, 2) which give increased information transmission per symbol over binary codes will be considered for some system applications. The corresponding symbol transmission rate (i.e. bit rate) for a ternary code may be reduced by a factor of 1.58 (log₂ 3), while still providing the same information transmission rate as a similar system using a binary code. It must be noted that this gain in information capacity for a particular bit rate is obtained at the expense of the dynamic range between adjacent levels as there are three levels inserted in place of two. This is exhibited as a 3 dB SNR penalty at the receiver when compared with a binary system at a given BER. Therefore ternary codes (and higher multilevel codes) are not attractive for long-haul systems.

For the reasons described above most digital optical fiber communication systems currently in use employ binary codes. In practice, binary codes are designed to insert extra symbols into the information data stream on a regular and logical basis to minimize the number of consecutive identical received symbols, and to facilitate efficient timing extraction at the receiver by producing a high density of decision level crossings. The reduction in consecutive identical symbols also helps to minimize the variation in the mean signal level which provides a reduction in the low-frequency response requirement of the receiver. This shapes the transmitted signal spectrum by reducing the d.c. component. However, this factor is less important for optical fiber systems where a.c. coupling is performed with capacitors, unlike metallic cable systems where transformers are often used, and the avoidance of d.c. components is critical. A further advantage is apparent within the optical receiver with a line code which is free from long identical symbol sequences, and where the continuous presence of 0 and 1 levels aids decision level control and avoids gain instability effects.

Two-level block codes of the \( nBmB \) type fulfill the above requirements through the addition of a limited amount of redundancy. These codes convert blocks of \( n \) bits into blocks of \( m \) bits where \( m > n \) so that the difference between the number of transmitted ones and zeros is on average zero. A simple code of this type is the 1B2B code in which a 0 may be transmitted as 01, and a 1 as 10. This encoding format is shown in Figure 12.41(b) and is commonly referred to as biphase or Manchester encoding. It may be observed that with this code there are never more than two consecutive identical symbols, and that two symbols must be transmitted for one information bit, giving 50% redundancy. Thus twice the transmission bandwidth is required for the 1B2B code which restricts its use to systems where pulse dispersion is not a limiting factor. Another example of a 1B2B code which is illustrated in Figure 12.41(c) is the coded mark inversion (CMI) code. In this code a digit 0 is transmitted as 01 and the digit 1 alternately as 00 or 11.
Timing information is obtained from the frequent positive to negative transitions, but, once again, the code is highly redundant requiring twice as many transmitted bits as input information bits.

Several optical line coding schemes have been proposed and implemented which include modified duobinary (see Section 12.6.2) and phased amplitude shift signaling (PASS) line codes [Refs 67–70]. The PASS codes employ duobinary codes with multilevels in which the phase shift is applied to each symbol during the transmission for spectral shaping, but they do not require phase detection and therefore a director detection optical receiver can be employed [Ref. 67]. For high-speed transmission the RZ signal format is preferred to facilitate reduced crosstalk between adjacent channels which is caused by four-wave mixing and cross-phase modulation (see Section 3.14). Line codes using both RZ and carrier suppressed RZ modulation formats (see section 12.6.2) have increasingly found use in experimental long-haul systems [Ref. 71]. More efficient codes of this type requiring less redundancy exist such as the 3B4B, 5B6B and the 7B8B codes. There is a trade-off within this class of code between the complexity of balancing the number of zeros and ones, and the added redundancy. The increase in line symbol rate (bit rate) and the corresponding power penalty over encoded binary transmission is given by the ratio $m : n$. Hence, considering the 5B6B code, the symbol rate is increased by a factor of 1.2 while the power penalty is also equal to 1.2 or about 0.8 dB. It is therefore necessary to take into account the increased bandwidth requirement and the power penalty resulting from coding within the optical fiber system design.

Simple error monitoring may be provided with block codes, at the expense of a small amount of additional redundancy, by parity checking. Each block of $N$ bits can be made to have an even (even parity) or odd (odd parity) number of ones so that any single error in a block can be identified. More extensive error detection and error correction may be provided with increased redundancy and equipment complexity. Alternatively, error monitoring when using block codes may be performed by measuring the variation in disparity between the numbers of ones and zeros within the received bit pattern. Any variation in the accumulated disparity above an upper limit or below a lower limit allowed by a particular code is indicated as an error. Further discussion of error correction with relation to...
disparity may be found in Ref. 72. Moreover, variations on the above block codes to provide efficient high-speed digital transmission have been devised (e.g. Ref. 73). Such line coding schemes possess a good balance of ones and zeros together with jitter suppression and the capability to provide a simple error monitoring function.

The strategy of incorporating an error monitoring capability by adding redundant bits within the line code has more recently become termed as forward error correction (FEC). Following advances in high-speed electronics and optoelectronics, FEC is now a standard feature of both 10 Gbit s\(^{-1}\) and 40 Gbit s\(^{-1}\) commercial optical fiber transmission systems (Ref. 74). In FEC operation the transmitter adds the error monitoring data, for instance in the form of block codes, into the transmitted bit stream enabling both the detection and correction of errors at the receiver without the need for any additional information from the transmitter.

Although a number of coding schemes have been used to achieve FEC in long-haul optical fiber systems, two main FEC code types predominate. These are the Bose, Chowdhry and Hocquenghem (BCH) (Ref. 75) and Reed–Solomon (RS) codes (Ref. 76) which are specified in ITU-T Recommendation G.975 (Ref. 77) for use in high-transmission-rate dense WDM submarine systems. Both these error detection and correction coding scheme types are well suited for the correction of random errors in compressed video data. Reed–Solomon codes are a nonbinary subset of BCH codes which can correct more bits in comparison with conventional BCH codes. Moreover, both code types are capable of correcting errors in burst data. For example, a 16-way interleaved RS(255, 239) code can correct errors in a data burst of up to 1024 bits in length. However, a drawback with this burst correcting capability is that if the burst is spread over several symbols then the RS code is not capable of correcting it, whereas the BCH coding scheme can correct such a burst type.

Forward error correction electronic integrated circuits are often located in the first stage of digital signal processing and are therefore present as an integral part of the analog-to-digital conversion process. The use of FEC is standard practice in submarine optical cable systems in order to counter performance limitations resulting from the poor SNRs of the received signals. At transmission rates of 10 Gbit s\(^{-1}\) and beyond the implementation of FEC, however, is a challenging task due to the electronic circuit complexity and its consequent speed limitations especially since it requires more effective (and hence longer) FEC codes exhibiting a larger coding gain (Ref. 78). Coding gain is the measure identifying the difference between the SNR of an error detection and correction coded system and an uncoded system which is required to attain the same BER (Ref. 78). Another significant parameter related to coding gain is that of a code rate which determines the effectiveness of a coding scheme. It describes the amount of remaining nonredundant information (i.e. one minus the redundancy fraction) in the coded sequence and is always measured in bits per symbol. Ideally, code rates between 0.5 to 0.8 bits per symbol are preferred to provide an effective FEC coding scheme for the use in optical fiber communication systems (Ref. 79). Nevertheless, recent advances in optoelectronic integrated circuits (see Section 11.5) have enabled the production of components for WDM systems operating at transmission rates from 10 Gbit s\(^{-1}\) to 40 Gbit s\(^{-1}\) and beyond while exhibiting very low code rates and also creating high coding gains (Ref. 80).

The component enabling technologies for FEC have evolved over a long period and can be divided into typically three generations, with each generation displaying improved
performance attributes but also exhibiting increased levels of complexity [Ref. 81]. For instance, the first generation of FEC which was based on linear codes RS(255, 239) employed around 7% redundancy (i.e. at a code rate of 0.93 bits per symbol) and provided a relatively low coding gain of only 5.8 dB. The second-generation FEC which is based on concatenated RS and/or BCH codes incorporates 7 to 21% redundancy and gives a coding gain of up to 8 dB. The third generation of FEC, however, utilizes soft decision decoding employing block turbo codes and/or low-density parity check codes (LDPC) [Ref. 82] which require up to 53% redundancy and deliver a coding gain greater than 10 dB. In soft decision coding both the demodulation and decoding functions are combined, and the output of a channel is passed directly to the decoder for error correction. The decoder accesses all the information in relation to the transmitted data and each bit is assigned a confidence level (i.e. quantized level) to decide if it will be assigned as binary 0 or 1.

The performances of the three generations of FEC are compared graphically in Figure 12.42 which depicts output BER as a function of input Q-factor. It can be observed that each generation of FEC provides an improved BER performance with the ultimate goal of bringing it closer to the Shannon coding limit† with a narrow code rate of 0.4 bits per symbol at a BER of $1 \times 10^{-13}$ for a soft decision decoder [Refs 74, 80, 84]. It should be

---

* The Q-factor or function, which represents the area under the tail of a zero mean, unit variance Gaussian probability function, is defined as $\int_0^{\infty} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz$. It is often used as an alternative to the complementary error function $\text{erfc}(u)$ in the formulation of the probability of error (see Eq. (12.17)) and is related to it following $Q(u) = \frac{1}{2} \text{erfc}(u/\sqrt{2})$.

† The Shannon coding theorem (also known as channel capacity theorem) states that there exists an error correcting code when the code rate is smaller than the capacity of the digital channel. If the system operates at a code rate greater than channel capacity then the system has a high probability of error, regardless of the choice of the coding scheme or type of detector [Ref. 83].
noted that at smaller values of code rate for the error detection and correction a high output BER from $10^{-9}$ to $10^{-15}$ is obtained in the optical fiber communication system in comparison with the lower range of BER of $10^{-3}$ to $10^{-6}$ delivered in a radio or satellite system. The first generation of FEC can perform detection and correction to give an output BER of $1 \times 10^{-11}$ for an input BER of $1.4 \times 10^{-4}$ (i.e. at input Q-factor of 9.5 dB). Second and third generations, however, display much improved performance and in particular the third generation which approaches very near to the theoretical limit by achieving output BER above $1 \times 10^{-11}$ at an input Q-factor of 6.25 dB, which in this case is only 0.9 dB away from the Shannon limit. Although the coding gain and output BER performance for the third generation of FEC make it a suitable candidate for optical fiber communications, the transmission bit rate is restricted to 10 Gbit s$^{-1}$ as a consequence of the limitations in the speed of the digital signal processing to produce the FEC. Nevertheless it is anticipated that third-generation FEC will push the output BER to the region around $10^{-13}$ while also further narrowing the gap between the input Q-factor and the Shannon limit [Ref. 85].

### 12.7 Analog systems

In Section 12.5 we indicated that the vast majority of optical fiber communication systems are designed to convey digital information (e.g. analog speech encoded as PCM). However, in a few areas of the telecommunication network or for particular non-telecommunication applications, information transfer in analog form is still likely to remain for some time to come, or be advantageous. Therefore, analog optical fiber transmission will undoubtedly have a part to play in future communication networks, especially in situations where the optical fiber link is part of a larger analog network (e.g. microwave relay network). Use of analog transmission in these areas avoids the cost and complexity of digital terminal equipment, as well as degradation due to quantization noise. This is especially the case with the transmission of video signals over short distances where the cost of high-speed A-D and D-A converters is not generally justified. Hence, there are many applications such as direct cable television and common antenna television (CATV) where analog optical fiber systems may be utilized.

There are limitations, however, inherent to analog optical fiber transmission, some of which have been mentioned previously. For instance, the unique requirements of analog transmission over digital are for high SNRs at the receiver output, which necessitates high optical input power (see Section 9.2.5), and high end-to-end linearity to avoid distortion and prevent crosstalk between different channels of a multiplexed signal (see Section 12.4.2). Furthermore, it is instructive to compare the SNR constraints for typical analog optical fiber and coaxial cable systems.

In a coaxial cable system the fundamental limiting noise is $4KTB$, where $K$ is Boltzmann’s constant, $T$ is the absolute temperature, and $B$ is the effective noise bandwidth for the channel. If we assume for simplicity that the coaxial cable loss is constant and independent of frequency, the SNR for a coaxial cable system is:

$$\frac{S}{N}_{\text{coax}} = \frac{V^2 \exp(-\alpha_0)}{Z_0 4KTB}$$  \hspace{1cm} (12.55)
where $\alpha_N$ is the attenuation in nepers between the transmitter and receiver, $V$ is the peak output voltage, and $Z_0$ is the impedance of the coaxial cable.

The SNR for an analog optical fiber system may be obtained by referring to Eq. (9.11)

$$\left(\frac{S}{N}\right)_{\text{fiber}} = \frac{\eta P_o}{2hfB} \tag{12.56}$$

The expression given in Eq. (12.56) includes the fundamental limiting noise for optical fiber systems which is $2hfB$. Although Eq. (12.56) is sufficiently accurate for the purpose of comparison, it applies to an unmodulated optical carrier. A more accurate expression would take into account the depth of modulation for the analog optical fiber system which cannot be unity [Ref. 63].* The average received optical power $P_o$ may be expressed in terms of the average input (transmitted) optical power $P_i$ as:

$$P_o = P_i \exp(-\alpha_N) \tag{12.57}$$

Substituting for $P_o$ into Eq. (12.56) gives:

$$\left(\frac{S}{N}\right)_{\text{fiber}} = \frac{\eta P_i \exp(-\alpha_N)}{2hfB} \tag{12.58}$$

Equations (12.55) and (12.58) allow a simple comparison to be made of available SNR (or CNR) between analog coaxial and optical fiber systems, as demonstrated in Example 12.10.

**Example 12.10**

A coaxial cable system operating at a temperature of 17°C has a transmitter peak output voltage of 5 V with a cable impedance of 100 Ω. An analog optical fiber system uses an injection laser source emitting at 0.85 μm and launches an average of 1 mW of optical power into the fiber cable. The optical receiver comprises a photodiode with a quantum efficiency of 70%. Assuming the effective noise bandwidth and the attenuation between the transmitter and receiver for the two systems are identical, estimate in decibels the ratio of the SNR of the coaxial system to the SNR of the fiber system.

**Solution:** Using Eqs (12.55) and (12.58) for the SNRs of the coaxial and fiber systems respectively:

* Strictly speaking, Eq. (12.56) depicts the optical carrier-to-noise ratio (CNR).
The optical fiber channel in Example 12.10 has around 40 dB less SNR available than the alternative coaxial channel exhibiting similar channel losses. This results both from $2\times h\nu B$ being larger than $4kTB_0\eta P_i\lambda$ and from the far smaller transmitted power within the optical system. Furthermore, it must be noted that the comparison was made using an injection laser transmitter. If an LED transmitter with 10 to 20 dB less optical output power were compared, the coaxial system would display an advantage in the region 50 to 60 dB. For this reason it is difficult to match with fiber systems the SNR requirements of some analog coaxial links, even though the fiber cable attenuation may be substantially lower than that of the coaxial cable.

The analog signal can be transmitted within an optical fiber communication system using one of several modulation techniques. The simplest form of analog modulation for optical fiber communications is direct intensity modulation (D–IM) of the optical source. In this technique the optical output from the source is modulated simply by varying the current flowing in the device around a suitable bias or mean level in proportion to the message. Hence the information signal is transmitted directly in the baseband.

Alternatively, the baseband signal can be translated onto an electrical subcarrier by means of amplitude, phase or frequency modulation using standard techniques, prior to intensity modulation of the optical source. Pulse analog techniques where a sequence of pulses is used for the carrier may also be utilized. In this case a suitable parameter such as the pulse amplitude, pulse width, pulse position or pulse frequency is electrically modulated by the baseband signal. A gain, the modulated electrical carrier is transmitted optically by intensity modulation of the optical source.

Direct modulation of the optical source in frequency, phase or polarization rather than by intensity requires these parameters to be well defined throughout the optical fiber system. There is much interest in this area and optical component technology has been developed which will allow practical system implementation. These techniques concerned with coherent optical transmission are discussed in Chapter 13.

\[
\frac{S}{N}_{\text{coax}} = \frac{V^2 \exp(-\alpha_0)}{Z_0 4kTB} = \frac{V^2 h\nu}{2h\nu B}
\]

\[
\frac{S}{N}_{\text{fiber}} = \frac{V^2 h\nu}{2kTZ_0\eta P_i\lambda}
\]

Hence:

\[
\text{Ratio} = \frac{25 \times 6.626 \times 10^{-34} \times 2.998 \times 10^8}{2 \times 1.385 \times 10^{-23} \times 290 \times 100 \times 0.7 \times 1 \times 10^{-3} \times 0.85 \times 10^{-6}} = 1.04 \times 10^4 \approx 40 \text{ dB}
\]
12.7.1 Direct intensity modulation (D–IM)

A block schematic for an analog optical fiber system which uses direct modulation of the optical source intensity with the baseband signal is shown in Figure 12.43(a). Obviously, no electrical modulation or demodulation is required with this technique, making it both inexpensive and easy to implement.

The transmitted optical power waveform as a function of time $P_{\text{opt}}(t)$, an example of which is illustrated in Figure 12.40(b) may be written as:

\[ P_{\text{opt}}(t) = P_i(1 + m(t)) \]  

(12.59)

where $P_i$ is the average transmitted optical power (i.e. the unmodulated carrier power) and $m(t)$ is the intensity modulating signal which is proportional to the source message $a(t)$. For a cosinusoidal modulating signal:

\[ m(t) = m_a \cos \omega_m t \]  

(12.60)

where $m_a$ is the modulation index or the ratio of the peak excursion from the average to the average power as shown in Figure 12.43(b) and $\omega_m$ is the angular frequency of the modulating signal. Combining Eqs (12.59) and (12.60) we get:

\[ P_{\text{opt}}(t) = P_i(1 + m_a \cos \omega_m t) \]  

(12.61)

Furthermore, assuming the transmission medium has zero dispersion, the received optical power will be of the same form as Eq. (12.61), but with an average received optical
power $P_o$. Hence the secondary photocurrent $I(t)$ generated at an APD receiver with a multiplication factor $M$ is given by:

$$I(t) = I_p M (1 + m_a \cos \omega_m t) \quad (12.62)$$

where the primary photocurrent obtained with an unmodulated carrier $I_p$ is given by Eq. (8.8) as:

$$I_p = \frac{\eta e P_o}{hf} \quad (12.63)$$

The mean square signal current $\overline{i_{\text{sig}}^2}$ which is obtained from Eq. (12.62) is given by:

$$\overline{i_{\text{sig}}^2} = \frac{1}{2}(m_M I_p)^2$$

(12.64)

The total average noise in the system is composed of quantum, dark current and thermal (circuit) noise components. The noise contribution from quantum effects and detector dark current may be expressed as the mean square total shot noise current for the APD receiver $\overline{i_{\text{SA}}^2}$ given by Eq. (9.21) where the excess avalanche noise factor is written following Eq. (9.26) as $F(M)$ such that:

$$\overline{i_{\text{SA}}^2} = 2eB(I_p + I_d)M^2F(M)$$

(12.65)

where $B$ is the effective noise or post-detection bandwidth.

The thermal noise generated by the load resistance $R_L$ and the electronic amplifier noise can be expressed in terms of the amplifier noise figure $F_n$ referred to $R_L$ as given by Eq. (9.17). Thus the total mean square noise current $\overline{i_{\text{N}}^2}$ may be written as:

$$\overline{i_{\text{N}}^2} = 2eB(I_p + I_d)M^2F(M) + \frac{4KTBF_n}{R_L}$$

(12.66)

The SNR defined in terms of the ratio of the mean square signal current to the mean square noise current (rms signal power to rms noise power) for the APD receiver is therefore given by:

$$\left( \frac{S}{N} \right)_{\text{rms}} = \frac{\overline{i_{\text{sig}}^2}}{\overline{i_{\text{N}}^2}} = \frac{\frac{1}{2}(m_M I_p)^2}{2eB(I_p + I_d)M^2F(M) + (4KTF_n/R_L)} \quad \text{(APD)}$$

(12.67)

It must be emphasized that the SNR given in Eq. (12.67) is defined in terms of rms signal power rather than peak signal power used previously. When a unity gain photodetector is utilized in the receiver (i.e. p-i-n photodiode) Eq. (12.67) reduces to:

$$\left( \frac{S}{N} \right)_{\text{rms}} = \frac{\frac{1}{2}(m_M I_p)^2}{2eB(I_p + I_d) + (4KTF_n/R_L)} \quad \text{(p-i-n)}$$

(12.68)

Moreover, the SNR for video transmission is often defined in terms of the peak-to-peak picture signal power to the rms noise power and may include the ratio of luminance to composite video $b$. Using this definition in the case of the unity gain detector gives:
It may be observed that, excluding $b$, the SNR defined in terms of the peak-to-peak signal power given in Eq. (12.69) is a factor of 8 (or 9 dB) greater than that defined in Eq. (12.68).

Example 12.11

A single TV channel is transmitted over an analog optical fiber link using direct intensity modulation. The video signal which has a bandwidth of 5 MHz and a ratio of luminance to composite video of 0.7 is transmitted with a modulation index of 0.8. The receiver contains a $p$–$i$–$n$ photodiode with a responsivity of 0.5 A W$^{-1}$ and a preamplifier with an effective input impedance of 1 MΩ together with a noise figure of 1.5 dB. Assuming the receiver is operating at a temperature of 20 °C and neglecting the dark current in the photodiode, determine the average incident optical power required at the receiver (i.e. receiver sensitivity) in order to maintain a peak-to-peak signal power to rms noise power ratio of 55 dB.

Solution: Neglecting the photodiode dark current, the peak-to-peak signal rms noise power ratio is given following Eq. (12.69) as:

$$\left(\frac{S}{N}\right)_{p-p} = \frac{(2m\eta b)^2}{2eB(I_p + I_d) + (4KTB\eta_n/R_L)} (p-i-n)$$  

(12.69)

The photocurrent $I_p$ may be expressed in terms of the average incident optical power at the receiver $P_o$ using Eq. (8.4) as:

$$I_p = RP_o$$

where $R$ is the responsivity of the photodiode. Hence:

$$\left(\frac{S}{N}\right)_{p-p} = \frac{(2m\eta R P_o b)^2}{2eBP_o + (4KTB\eta_n/R_L)}$$

and:

$$\left(\frac{S}{N}\right)_{p-p} \left(2eBP_o = \frac{4KTB\eta_n}{R_L}\right) = (2m\eta R P_o b)^2$$

Rearranging:

$$(2m\eta R b)^2 P_o^2 - \left(\frac{S}{N}\right)_{p-p} 2eBP_o - \left(\frac{S}{N}\right)_{p-p} \frac{4KTB\eta_n}{R_L} = 0$$
It must be noted that the low-noise preamplification depicted in Example 12.11 may not always be obtained, and that higher thermal noise levels will adversely affect the receiver sensitivity for a given SNR. This is especially the case with lower SNRs, as illustrated in the peak-to-peak signal power to rms noise power ratio against average received optical power characteristics for a video system shown in Figure 12.44 [Ref. 86]. The performance of the system for various values of mean square thermal noise current $i_T^2 = 4kTBF_n/R_L$, where $i_T^2$ is expressed as a spectral density in $\text{A}^2 \text{Hz}^{-1}$, is indicated. The value for the receiver sensitivity obtained in Example 12.11 is approaching the quantum limit, also illustrated in Figure 12.44, which is the best that could possibly be achieved with a noiseless amplifier.

The quantum or shot noise (when ignoring the photodetector dark current) limit occurs with large values of signal current (i.e. primary photocurrent) at the receiver. Considering a p-i-n photodiode receiver, this limiting case which corresponds to large SNR is given by Eq. (12.68) when neglecting the device dark current as:

$$\left( \frac{S}{N} \right)_{rms} = \frac{m_i^2 I_p}{4eB}$$

(quantum noise limit) (12.70)
Using the relationship between the average received optical power $P_o$ and the primary photocurrent given in Eq. (12.63) allows Eq. (12.70) to be expressed as:

$$P_o \propto \frac{4hf}{m_i^2\eta} \left( \frac{S}{N} \right) \text{rms} B \quad (12.71)$$

Equation (12.71) indicates that for a quantum-noise-limited analog receiver, the optical input power is directly proportional to the effective noise or post-detection bandwidth $B$. A similar result was obtained in Eq. (12.37) for the digital receiver.

Alternatively, at low SNRs thermal noise is dominant, and the thermal noise limit when $I_p$ is small, which may also be obtained from Eq. (12.68), is given by:

$$\left( \frac{S}{N} \right)_{\text{rms}} \approx \frac{(m_i^2 I_p)^2}{8kTBF_n} \quad (\text{thermal noise limit}) \quad (12.72)$$

Again substituting for $I_p$ from Eq. (12.63) gives:

$$P_o \propto \frac{hf}{e\eta m_i^2} \left( \frac{8kTBF_n}{R_L} \right)^{\frac{1}{2}} \left( \frac{S}{N} \right)_{\text{rms}}^{\frac{1}{2}} B^{\frac{1}{2}} \quad (12.73)$$

Therefore it may be observed from Eq. (12.73) that in the thermal noise limit the average incident optical power is directly proportional to $B^{1/2}$ instead of the direct dependence on $B$ shown in Eq. (12.71) for the quantum noise limit. The dependence expressed in Eq. (12.73) is typical of the p-i-n photodiode receiver operating at low optical input power levels. Thus Eq. (12.73) may be used to estimate the required input optical power to achieve a particular SNR for a p-i-n photodiode receiver which is dominated by thermal noise.
Example 12.12
An analog optical fiber link employing D-IM has a p-i-n photodiode receiver in which thermal noise is dominant. The system components have the following characteristics and operating conditions:

- p-i-n photodiode quantum efficiency: 60%
- Effective load impedance for the photodiode: 50 kΩ
- Preamplifier noise figure: 6 dB
- Operating wavelength: 1 μm
- Operating temperature: 300 K
- Receiver post-detection bandwidth: 10 MHz
- Modulation index: 0.5

Estimate the required average incident optical power at the receiver in order to maintain an SNR, defined in terms of the mean square signal current to mean square noise current, of 45 dB.

Solution: The average incident optical power for a thermal-noise-limited p-i-n photodiode receiver may be estimated using Eq. (12.73) where:

\[ P_o \approx \frac{\hbar f}{e \eta m_o^2} \left( \frac{8KTF_n}{R_L} \right)^{1/2} \left( \frac{S}{N} \right)_{\text{rms}}^{1/2} B^{1/2} \]

and:

\[ \frac{\hbar f}{e \eta m_o^2} \approx \frac{\hbar c}{e \eta m_o^2} \frac{6.626 \times 10^{-34} \times 2.998 \times 10^8}{1.602 \times 10^{-19} \times 0.6 \times 0.25 \times 1 \times 10^{-6}} \]

\[ = 8.267 \]

\[ \left( \frac{8KTF_n}{R_L} \right)^{1/2} = \left( \frac{8 \times 1.381 \times 10^{-23} \times 300 \times 4}{50 \times 10^3} \right)^{1/2} \]

\[ = 1.628 \times 10^{-12} \]

\[ \left( \frac{S}{N} \right)_{\text{rms}}^{1/2} B^{1/2} = (3.162 \times 10^4 \times 10^5)^{1/2} \]

\[ = 5.623 \times 10^5 \]

Hence:

\[ P_o \approx 8.267 \times 1.628 \times 10^{-12} \times 5.623 \times 10^5 \]

\[ = 7.57 \mu W \]

\[ = -21.2 \text{ dBm} \]

Therefore, as anticipated, the receiver sensitivity in the thermal noise limit is low.
12.7.2 System planning

Many of the general planning considerations for optical fiber systems outlined in Section 12.4 may be applied to analog transmission. However, extra care must be taken to ensure that the optical source and, to a lesser extent, the detector have linear input-output characteristics, in order to avoid distortion of the transmitted optical signal. Furthermore, careful optical power budgeting is often necessary with analog systems because of the generally high SNRs required at the optical receiver (40 to 60 dB) in comparison with digital systems (20 to 25 dB), to obtain a similar fidelity. Therefore, although analog system optical power budgeting may be carried out in a similar manner to digital systems (see Section 12.6.6), it is common for the system margin, or the difference between the optical power launched into the fiber and the required optical power at the receiver, for analog systems to be quite small (perhaps only 10 to 20 dB when using an LED source to p-i-n photodiode receiver). Consequently, analog systems employing D-IM of the optical source tend to have a limited transmission distance without repeaters which generally prohibits their use for long-haul applications.

Example 12.13

A D-IM analog optical fiber link of length 2 km employs an LED which launches mean optical power of \(-10 \text{ dBm}\) into a multimode optical fiber. The fiber cable exhibits a loss of 3.5 dB km\(^{-1}\) with splice losses calculated at 0.7 dB km\(^{-1}\). In addition there is a connector loss at the receiver of 1.6 dB. The p-i-n photodiode receiver has a sensitivity of \(-25 \text{ dBm}\) for an SNR \((I_{o/p}/I_{n})\) of 50 dB and with a modulation index of 0.5. It is estimated that a safety margin of 4 dB is required. Assuming there is no dispersion-equalization penalty:

(a) Perform an optical power budget for the system operating under the above conditions and ascertain its viability.

(b) Estimate any possible increase in link length which may be achieved using an injection laser source which launches mean optical power of 0 dBm into the fiber cable. In this case the safety margin must be increased to 7 dB.

Solution: (a) Optical power budget:

- Mean power launched into the fiber cable from the LED transmitter \(-10 \text{ dBm}\)
- Mean optical power required at the p-i-n photodiode receiver for SNR of 50 dB and a modulation index of 0.5 \(-25 \text{ dBm}\)
- Total system margin 15 dB
- Fiber cable loss (2 \times 3.5) 7.0 dB
- Splice losses (2 \times 0.7) 1.4 dB
- Connector loss at the receiver 1.6 dB
- Safety margin 4.0 dB
- Total system loss 14.0 dB
- Excess power margin 1.0 dB
Hence the system is viable, providing a small excess power margin.

(b) In order to calculate any possible increase in link length when using the injection laser source we refer to Eq. (12.53), where:

\[ P_i - P_o = (\alpha_f + \alpha_j)L + \alpha_c + M_a \text{ dB} \]

Therefore:

\[ 0 \text{ dBm} - (-25 \text{ dBm}) = (3.5 + 0.7)L + 1.6 + 7.0 \]

and:

\[ 4.2L = 25 - 8.6 = 16.4 \text{ dB} \]

giving:

\[ L = \frac{16.4}{4.2} = 3.9 \text{ km} \]

Hence the use of the injection laser gives a possible increase in the link length of 1.9 km or almost a factor of 2. It must be noted that in this case the excess power margin has been reduced to zero.

The transmission distance without repeaters for the analog link of Example 12.13 could be extended further by utilizing an APD receiver which has increased sensitivity. This could facilitate an increase in the maximum link length to around 7 km, assuming no additional power penalties or excess power margin. Although this is quite a reasonable transmission distance, it must be noted that a comparable digital system could give in the region of 13 km transmission without repeaters.

The temporal response of analog systems may be determined from system rise time calculations in a similar manner to digital systems (see Section 12.6.5). The maximum permitted 3 dB optical bandwidth for analog systems in order to avoid dispersion penalties follows from Eq. (12.49) and is given by:

\[ B_{opt}(\text{max}) = \frac{0.35}{T_{syst}} \] (12.74)

Hence calculation of the total system 10-90% rise time \( T_{syst} \) allows the maximum system bandwidth to be estimated. Often this calculation is performed in order to establish that the desired system bandwidth may be achieved using a particular combination of system components.
12.7.3 Subcarrier intensity modulation

Direct intensity modulation of the optical source is suitable for the transmission of a baseband analog signal. However, if the wideband nature of the optical fiber medium is to be fully utilized it is essential that a number of baseband channels are multiplexed onto a single fiber link. This may be achieved with analog transmission through frequency division multiplexing of the individual baseband channels. Initially, the baseband channels must be translated onto carriers of different frequency by amplitude modulation (AM), frequency modulation (FM) or phase modulation (PM) prior to being simultaneously transmitted as an frequency division multiplexing signal. The frequency translation may be performed in the electrical regime where the baseband analog signals modulate electrical subcarriers and are then frequency division multiplexed to form a composite electrical signal prior to intensity modulation of the optical source.

A block schematic of an analog system employing this technique, which is known as subcarrier intensity modulation, is shown in Figure 12.45. The baseband signals are

---

Example 12.14

The 10–90% rise times for possible components to be used in a D–IM analog optical fiber link are specified below:

<table>
<thead>
<tr>
<th>Component</th>
<th>Rise Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source (LED)</td>
<td>10 ns</td>
</tr>
<tr>
<td>Fiber cable: intermodal</td>
<td>9 ns km⁻¹</td>
</tr>
<tr>
<td>Fiber cable: chromatic</td>
<td>2 ns km⁻¹</td>
</tr>
<tr>
<td>Detector (APD)</td>
<td>3 ns</td>
</tr>
</tbody>
</table>

The desired link length without repeaters is 5 km and the required optical bandwidth is 6 MHz. Determine whether the above combination of components gives an adequate temporal response.

Solution: Equation (12.74) may be used to calculate the maximum permitted system rise time which gives the desired bandwidth where:

\[
T_{\text{syst}(\text{max})} = \frac{0.35}{B_{\text{opt}}} = \frac{0.35}{6 \times 10^6} = 58.3 \text{ ns}
\]

The total system rise time using the specified components can be estimated using Eq. (12.43) as:

\[
T_{\text{syst}} = 1.1(\frac{T_s^2 + T_n^2 + T_c^2 + T_D^2}{2})^{\frac{1}{2}}
\]

\[
= 1.1(10^2 + (9 \times 5)^2 + (2 \times 5)^2 + 3^2)^{\frac{1}{2}}
\]

\[
= 52 \text{ ns}
\]

Therefore the specified components give a system rise time which is adequate for the bandwidth and distance requirements of the optical fiber link. However, there is little leeway for upgrading the system in terms of bandwidth or distance without replacing one or more of the system components.
modulated onto radio-frequency (RF) subcarriers by either AM, FM or PM and multiplexed before being applied to the optical source drive circuit. Hence an intensity modulated (IM) optical signal is obtained which may be AM–IM, FM–IM or PM–IM. In practice, however, system output SNR considerations dictate that generally only the latter two modulation formats are used. Nevertheless, systems may incorporate two levels of electrical modulation whereby the baseband channels are initially amplitude modulated prior to FM or PM [Ref. 87]. The FM or PM signal thus obtained is then used to intensity modulate the optical source. At the receive terminal the transmitted optical signal is detected prior to electrical demodulation and demultiplexing (filtering) to obtain the originally transmitted baseband signals.

A further major advantage of subcarrier intensity modulation is the possible improvement in SNR that may be obtained during subcarrier demodulation. In order to investigate this process it is necessary to obtain a general expression for the SNR of the IM optical carrier which may then be applied to the subcarrier intensity modulation formats. Therefore, as with D–IM, considered in the preceding section, an electrical signal $m(t)$ modulates the source intensity. The transmitted optical power waveform is of the same form as Eq. (12.59), where:

$$P_{opt}(t) = P_i (1 + m(t)) \quad (12.75)$$

Also the secondary photon $I(t)$ generated at an APD receiver following Eq. (12.62) is given by:

$$I(t) = I_p M (1 + m(t)) \quad (12.76)$$

The mean square signal current $\bar{i}^2_{sig}$ may be written as [Ref. 84]:

$$\bar{i}^2_{sig} = (I_p M)^2 P_m \quad (12.77)$$

* When microwave frequency rather than radiofrequency subcarriers are employed the strategy is usually referred to as subcarrier multiplexing or SCM (see Section 12.9.2).
where $P_m$ is the total power of $m(t)$, which can be defined in terms of the spectral density $S_m(\omega)$ of $m(t)$ occupying a one-sided bandwidth $B_m$ Hz as:

$$P_m = \frac{1}{2\pi} \int_{-B_m/2}^{B_m/2} S_m(\omega) \, d\omega$$  \hspace{1cm} (12.78)

Hence the SNR defined in terms of the mean square signal current to mean square noise current (i.e. rms signal power to rms noise power) using Eqs (12.77) and (12.66) can now be written as:

$$\frac{S}{N}_{\text{rms}} = \frac{I_{\text{sig}}}{I_n} = \frac{(I_p M^2 F(M) + (4KTBF_n/R_L)^2 P_m)}{2eB_m(I_p + I_d)F(M) + (4KTBF_n/M^2 R_L)}$$  \hspace{1cm} (12.79)

where we substitute for $I_p$ from Eq. (8.4) and for notational simplicity write:

$$N_o = e(I_p + I_d)F(M) + \frac{4KTBF_n}{M^2 R_L}$$  \hspace{1cm} (12.80)

The result obtained in Eq. (12.79) gives the SNR for a direct intensity modulated optical source where the total modulating signal power is $P_m$. In this context Eq. (12.79) is simply a more general form of Eq. (12.67). However, we are now in a position to examine the signal-to-noise performance of various subcarrier intensity modulation formats.

### 12.7.4 Subcarrier double-sideband modulation (DSB–IM)

A simple way to translate the spectrum of the baseband message signal $a(t)$ is by direct multiplication with the subcarrier waveform $A_c \cos \omega_c t$ giving the modulated waveform $m(t)$ as:

$$m(t) = A_c a(t) \cos \omega_c t$$  \hspace{1cm} (12.81)

where $A_c$ is the amplitude and $\omega_c$ the angular frequency of the subcarrier waveform. For a cosinusoidal modulating signal ($\cos \omega_m t$) the subcarrier electric field $E_m(t)$ becomes:

$$E_m(t) = \frac{A_c}{2} \cos(\omega_c + \omega_m)t + \cos(\omega_c - \omega_m)t$$  \hspace{1cm} (12.82)

giving the upper and lower sidebands. The time and frequency domain representations of the modulated waveform are shown in Figure 12.46. It may be observed from the frequency domain representation that only the two sideband components are present as
indicated in Eq. (12.82). This modulation technique is known as double-sideband modulation (DSB) or double-sideband suppressed carrier (DSBSC) AM. It provides a more efficient method of translating the spectrum of the baseband message signal than conventional full AM where a large carrier component is also present in the modulated waveform.

The DSB signal shown in Figure 12.46 intensity modulates the optical source. Therefore the transmitted optical power waveform is obtained by combining Eqs (12.75) and (12.81) where for simplicity we set the carrier amplitude $A_c$ to unity, giving:

$$P_{\text{opt}}(t) = P_i(1 + a(t) \cos \omega_c t)$$  \hspace{1cm} (12.83)

Furthermore, in order to prevent overmodulation, the value of the message signal is normalized such that $|a(t)| \leq 1$ with power $P_a \leq 1$. The DSB modulated electrical subcarrier occupies a bandwidth $B_m = 2B_a$, and with a carrier amplitude of unity, $P_m = P_a/2$. Hence, the ratio of rms signal power to rms noise power obtained within the subcarrier bandwidth at the input to the DSB demodulator is given by Eq. (12.79) where:

$$\left( \frac{S}{N} \right)_{\text{rms \ input DSB}} = \frac{(RP_o)^2P_a}{2\times 2B_aN_o} = \frac{(RP_o)^2P_a}{8B_aN_o}$$  \hspace{1cm} (12.84)

However, an ideal DSB demodulator gives a detection gain of 2 or 3 dB improvement in SNR [Ref. 87]. This yields an output SNR of:

$$\left( \frac{S}{N} \right)_{\text{rms \ output DSB}} = 2\left( \frac{S}{N} \right)_{\text{rms \ input DSB}} = \frac{(RP_o)^2P_a}{4B_aN_o}$$  \hspace{1cm} (12.85)

Comparison of the result obtained in Eq. (12.85) with that using D-IM of the baseband signal given by Eq. (12.79) shows a 3 dB degradation in SNR when employing DSB-IM under the same conditions of bandwidth (i.e. $B_m = B_a$), modulating signal power (i.e. $P_m = P_a$), detector photocurrent and noise. For this reason DSB-IM systems (and also AM-IM
systems in general) are usually not considered efficient for optical fiber communications. Therefore far more attention is devoted to both FM–IM and PM–IM systems.

12.7.5 Subcarrier frequency modulation (FM–IM)

In this modulation format, the subcarrier is frequency modulated by the message signal. The conventional form for representing the baseband signal which intensity modulates the optical source is [Ref. 87].

\[
m(t) = A_c \cos \left( \omega_c t + k \int_0^t a(\tau) \, d\tau \right) \tag{12.86}
\]

where \(k\) is the angular frequency deviation in radians per second per unit of \(a(t)\). To prevent intensity overmodulation, the carrier amplitude \(A_c \leq 1\). The generally accepted expression for the bandwidth, which is referred to as Carson’s rule, is given by:

\[
B_m = 2(D_f + 1)B_a \tag{12.87}
\]

where \(D_f\) is the frequency deviation ratio defined by:

\[
D_f = \frac{\text{peak frequency deviation}}{\text{bandwidth of } a(t)} = \frac{f_d}{B_a} \tag{12.88}
\]

The peak frequency deviation in the subcarrier FM signal \(f_d\) is given by:

\[
f_d = k_f \max |a(t)| \tag{12.89}
\]

Hence the SNR at the input to the subcarrier FM demodulator is:

\[
\left( \frac{S}{N} \right)_{\text{rms, input FM}} = \frac{(R P_o)^2 (A_c^2 / 2)}{2 B_m N_o} \tag{12.90}
\]

The subcarrier demodulator operating above threshold yields an output SNR [Ref. 84]:

\[
\left( \frac{S}{N} \right)_{\text{rms, output FM}} = 6D_f^2 (D_f^2 + 1) \frac{P_s (R P_o)^2 (A_c^2 / 2)}{2B_m N_o} \tag{12.91}
\]

Substituting for \(B_m\) from Eq. (12.87) gives:

\[
\left( \frac{S}{N} \right)_{\text{rms, output FM}} = 3D_f^2 P_s (R P_o)^2 (A_c^2 / 2) \tag{12.92}
\]

The result obtained in Eq. (12.92) indicates that a significant improvement in the post-detection SNR may be achieved by using wideband FM–IM as demonstrated in the following example.
Example 12.15

(a) A D–IM and an FM–IM optical fiber communication system are operated under the same conditions of modulating signal power and bandwidth, detector photocurrent and noise. Furthermore, in order to maximize the SNR in the FM–IM system, the amplitude of the subcarrier is set to unity. Derive an expression for the improvement in post-detection SNR of the FM–IM system over the D–IM system. It may be assumed that the SNR is defined in terms of the rms signal power to rms noise power.

(b) The FM–IM system described in (a) has an 80 MHz subcarrier which is modulated by a baseband signal with a bandwidth of 4 kHz such that the peak frequency deviation is 400 kHz. Use the result obtained in (a) to determine the improvement in post-detection SNR (in decibels) over the D–IM system operating under the same conditions. Also estimate the bandwidth of the FM signal.

Solution: (a) The output SNR for the D–IM system is given by Eq. (12.79) where we can write \( P_m = P_a \) and \( B_m = B_a \). Hence:

\[
\left( \frac{S}{N} \right)_{\text{rms output D–IM}} = \frac{(R_P o)^2 P_a}{2B_a N_o}
\]

The corresponding output SNR for the FM–IM system is given by Eq. (12.92) where setting \( A_c \) to unity gives:

\[
\left( \frac{S}{N} \right)_{\text{rms output FM}} = \frac{3D_f^2 P_a (R_P o)^2}{4B_a N_o}
\]

Therefore the improvement in SNR of the FM–IM system over the D–IM system is given by:

\[
\text{SNR improvement} = \frac{3D_f^2 P_a (R_P o)^2}{4B_a N_o} \frac{1}{((R_P o)^2 P_a)/(2B_a N_o)}
\]

and:

\[
\text{SNR improvement in decibels} = 10 \log_{10} \frac{3}{2} D_f^2 = 1.76 + 20 \log_{10} D_f
\]

(b) The frequency deviation ratio is given by Eq. (12.88) where:

\[
D_f = \frac{f_d}{B_a} = \frac{400 \times 10^3}{4 \times 10^3} = 100
\]
Example 12.15 illustrates that a substantial improvement in the post-detection SNR over D–IM may be obtained using FM–IM. However, it must be noted that this is at the expense of a tremendous increase in the bandwidth required (808 kHz) for transmission of the 4 kHz baseband channel.

12.7.6 Subcarrier phase modulation (PM–IM)

With this modulation technique the instantaneous phase of the subcarrier is set proportional to the modulating signal. Hence in a PM–IM system the modulating signal $m(t)$ may be written as [Ref. 87]:

$$m(t) = A_c \cos(\omega_c t + k_p a(t))$$  \hspace{1cm} (12.93)

where $k_p$ is the phase deviation constant in radians per unit of $a(t)$. A gain the carrier amplitude $A_c \leq 1$ to prevent intensity overmodulation. Moreover, the bandwidth of the PM–IM signal is given by Carson's rule as:

$$B_m = 2(D_p + 1)B_a = 2(100 + 1)4 \times 10^3 = 808 \text{ kHz}$$  \hspace{1cm} (12.94)

This result indicates that the system is operating as a wideband FM–IM system.

Therefore the SNR improvement is:

$$\text{SNR improvement} = 1.76 + 20 \log_{10} 100 = 41.76 \text{ dB}$$

The bandwidth of the FM–IM signal may be estimated using Eq. (12.87) where:

$$B_m = 2(D_f + 1)B_a = 2(100 + 1)4 \times 10^3 = 808 \text{ kHz}$$

This result indicates that the system is operating as a wideband FM–IM system.
The output SNR from an ideal subcarrier PM demodulator operating above threshold is [Ref. 84]:

\[
\left( \frac{S}{N} \right)_{\text{rms}} \text{ output PM} = \frac{D_{\text{p}}^2 P_a (R P_o)^2 A_c^2 / 2}{2B_a N_o}
\]  

(12.98)

The result given in Eq. (12.98) suggests that an improvement in SNR over D–IM may be obtained using PM–IM, especially when the SNR is maximized with \( A_c = 1 \). However, comparison of PM–IM with FM–IM indicates that the latter modulation format gives the greatest improvement.

**Example 12.16**

A PM–IM and an FM–IM optical fiber communication system are operated under the same conditions of bandwidth, baseband signal power, subcarrier amplitude, frequency deviation, detector photocurrent and noise. Assuming the demodulators for both systems are ideal, determine the ratio (in decibels) of the output SNR from the FM–IM system.

Solution: The output SNR from the FM–IM system is given by Eq. (12.92) where:

\[
\left( \frac{S}{N} \right)_{\text{rms}} \text{ output FM} = \frac{3D_{\text{p}}^2 P_a (R P_o)^2 A_c^2 / 2}{2B_a N_o}
\]

Substituting for \( D_f \) from Eq. (12.88) gives:

\[
\left( \frac{S}{N} \right)_{\text{rms}} \text{ output FM} = \frac{3f_d^2 P_a (R P_o)^2 A_c^2 / 2}{2B_a N_o}
\]

The output SNR for the PM–IM system is given by Eq. (12.98) where:

\[
\left( \frac{S}{N} \right)_{\text{rms}} \text{ output PM} = \frac{D_{\text{p}}^2 P_a (R P_o)^2 A_c^2 / 2}{2B_a N_o}
\]

Substituting for \( D_p \) from Eq. (12.95) gives:

\[
\left( \frac{S}{N} \right)_{\text{rms}} \text{ output PM} = \frac{f_d^2 P_a (R P_o)^2 A_c^2 / 2}{2B_a N_o}
\]

The ratio of the output SNRs from the FM–IM and the PM–IM system is:

\[
\text{Ratio} = \frac{\left[ 3f_d^2 P_a (R P_o)^2 A_c^2 / 2 \right] / (2B_a^2 N_o)}{\left[ f_d^2 P_a (R P_o)^2 A_c^2 / 2 \right] / (2B_a^2 N_o)} = 3 = 4.77 \text{ dB}
\]
Example 12.6 shows that the FM–IM system has a superior output SNR by some 4.77 dB over the corresponding PM–IM system. Nevertheless, this does not prohibit the use of PM–IM systems for analog optical fiber communications as they still exhibit a substantial improvement in output SNR over D–IM systems, as well as allowing frequency division multiplexing. It should be noted, however, that a similar bandwidth penalty to FM–IM is incurred using this modulation format.

12.7.7 Pulse analog techniques

Pulse modulation techniques for analog transmission, rather than encoding the analog waveform into PCM, were mentioned within the system design considerations of Section 12.4. The most common techniques are pulse amplitude modulation (PAM), pulse width modulation (PWM), pulse position modulation (PPM) and pulse frequency modulation (PFM). All the pulse analog techniques employ pulse modulation in the electrical regime prior to intensity modulation of the optical source. However, PAM–IM is affected by source non-linearities and is less efficient than D–IM, and therefore is usually discounted. PWM–IM is also inefficient since a large part of the transmitted energy conveys no information as only variations of the pulse width about a nominal value are of interest [Ref. 88]. Alternatively, PPM–IM and PFM–IM offer distinct advantages since the modulation affects the timing of the pulses, thus allowing the transmission of very narrow pulses. Hence, PPM–IM and PFM–IM provide similar signal-to-noise performance to subcarrier phase and frequency modulation while avoiding problems involved with source linearity. These techniques therefore prove advantageous for longer haul analog fiber links. Although PPM–IM is slightly more efficient, it provides less SNR improvement over D–IM than that gained with PFM–IM, where wideband FM gain may be obtained. Furthermore, the terminal equipment required for PFM–IM is less complex and therefore it is generally the preferred pulse analog technique [Refs 86, 89–94]. For these reasons the system aspects of pulse analog transmission will be considered in relation to PFM–IM.

A block schematic of a PFM–IM optical fiber system is shown in Figure 12.47. PFM in which the pulse repetition rate is varied in sympathy with the modulating signal is performed in the PFM modulator which consists of a voltage-controlled oscillator (VCO). This in turn operates the optical source by means of either a fixed pulse width or a fixed

![Figure 12.47 A PFM–IM optical fiber system employing regenerative baseband recovery](image-url)
duty cycle (e.g. 50%). Demodulation in the system shown in Figure 12.47 is by regenerative baseband recovery, whereby the individual pulses are detected in a wideband receiver before they are regenerated with a limiter and monostable. This provides the desired modulating signal as a baseband component which is recovered through a low-pass filter.

Regenerative baseband recovery gives the best SNR at the system output. A simpler PFM demodulation technique for fixed width pulse transmission is direct baseband recovery. In this case, because a baseband component is generated at the transmit terminal, detection may be performed with a low-bandwidth receiver and the modulating signal obtained directly from a low-pass filter. However, this technique gives a reduced SNR for a given optical power and therefore does not find wide application.

The SNR in terms of the peak-to-peak signal power to rms noise power of a PFM–IM system using regenerative baseband recovery is given by [Ref. 86]:

\[
\left( \frac{S}{N} \right)_{p-p} = \frac{3(T_0 fD MRP_{po})^2}{(2\pi fB)^2 T_R^2 N_0}
\]

(12.99)

where \( T_0 \) is the nominal pulse period which is equivalent to the reciprocal of the pulse rate \( f_o \), \( fD \) is the peak-to-peak frequency deviation, \( R \) is the photodiode responsivity, \( M \) is the photodiode multiplication factor, \( P_{po} \) is the peak received optical power, \( T_R \) is the pulse rise time at the regenerator circuit input, \( B \) is the post-detection or effective baseband noise bandwidth and \( N_0 \) is the receiver mean square noise current. It may be noted that improved SNRs are obtained with short rise time detected pulses. Moreover, the pulse rise time at the regenerator circuit input is dictated by the overall 10–90% system rise time \( T_{sys} \), so there is no advantage in using a wideband receiver with a better pulse rise time than this. In fact, such a receiver would degrade the system performance by passing increased front-end noise. Therefore, in an optimized PFM regenerative receiver design, \( T_R = T_{sys} \) and following Eq. (12.43)

\[
T_R = 1.1(T_S^2 + T_n^2 + T_c^2 + T_D^2)^{\frac{1}{2}}
\]

(12.100)

where \( T_S, T_n, T_c \) and \( T_D \) are the rise times of the source (or transmitter), the fiber (intermodal and chromatic) and the detector (or receiver) respectively.

Example 12.17

An optical fiber PFM–IM system for video transmission employs regenerative baseband recovery. The system uses multimode graded index fiber and an APD detector and has the following operational parameters:

- Nominal pulse rate: 20 MHz
- Peak-to-peak frequency deviation: 5 MHz
- APD responsivity: 0.7
- APD multiplication factor: 60
- Total system 10–90% rise time: 12 ns
- Baseband noise bandwidth: 6 MHz
- Receiver mean square noise current: \( 1 \times 10^{-17} \) A²
Calculate: (a) the optimum receiver bandwidth; (b) the peak-to-peak signal power to rms noise power ratio obtained when the peak input optical power to the receiver is $-40 \text{ dBm}$.

Solution: (a) For an optimized design the pulse rise time at the regenerator circuit is equal to the total system rise time, hence $T_R = 12 \text{ ns}$. The optimum receiver bandwidth is simply obtained by taking the reciprocal of $T_R$ giving $83.3 \text{ MHz}$.

(b) The nominal pulse period $T_0 = \frac{1}{f_0}$ is $5 \times 10^{-8} \text{ s}$ and the peak optical power at the receiver is $1 \times 10^{-7} \text{ W}$. Therefore, the peak-to-peak signal to rms noise ratio may be obtained using Eq. (12.99), where:

$$
\left( \frac{S}{N} \right)_{p-p} = \frac{3(T_0 f_0 M P_{R0})^2}{(2\pi T_R B)^2} \frac{1}{i^2 N_D S N_A C}
$$

$$
= \frac{3(5 \times 10^{-8} \times 5 \times 10^6 \times 60 \times 0.7 \times 10^{-7})^2}{(2\pi \times 12 \times 10^{-9} \times 6 \times 10^6) \times 10^{-17}}
$$

$$
= 1.62 \times 10^6
$$

$$
= 62.1 \text{ dB}
$$

The result of Example 12.17(b) illustrates the possibility of acquiring high SNRs at the output to a PFM–IM system using a regenerative receiver with achievable receiver noise levels and with moderate input optical signal power to the receiver.

### 12.8 Distribution systems

Thus far, the considerations in this chapter have effectively concerned only point-to-point and primarily unidirectional optical fiber communication systems. A strategy for obtaining bidirectional optical transmission on the same fiber link is described in Section 12.9.3, while in this section we discuss the implementation aspects of a growing area of activity within optical fiber communications, namely that of multiterminal distribution systems. For example, two major areas of application for such multiterminal distribution systems or networks which are dealt with in Chapter 15 are the telecommunication local access network (Section 15.6.3) and local area networks (Section 15.6.4).

Although many variants or hybrid topologies have been explored, the three basic multiterminal system architectures comprise the ring, bus and star configurations. The first topology, which has largely found implementation as a closed path or loop where consecutive nodes or terminals are connected by a series of point-to-point fiber links, is discussed in relation to the Fiber Distributed Data Interface covered in Section 15.6.4. With the latter two topologies, however, substantial progress has been made into the realization of multiterminal distribution systems and networks which do not simply comprise a series of point-to-point fiber links. In particular, they make use of the basic passive coupling devices described in Section 5.6.
It is instructive to form a comparison between the topological implementations of the bus and star distribution systems when each employ passive optical couplers to direct the signals to particular nodes. Block schematics for these two configurations are shown in Figure 12.48 where, for the purposes of the comparison, the linear nature of the bus is replicated in the star network through the positioning of the nodes in a linear manner. It is clear, however, that the star network configurations shown in Figures 15.4(c) and 15.28(d) are more representative of the use of the star topology to provide a widely distributed multiterminal network. Moreover the star–bus network implementation displayed in Figure 12.48(b) is not very economic in its use of fiber cable in comparison with the bus topology (Figure 12.48(a)) for a linear ordering of the network nodes.

The bus configuration illustrated in Figure 12.48(a) utilizes three port fiber couplers (see Section 5.6.1) to act as both beam splitter/combiner devices for the transmit and receive paths at each node, as well as passive fiber access couplers or taps along the bus link. However, whereas in the former case the split ratio is around 50%, in the latter tapping application the split ratio is often reduced to between 5 and 10% for the tap fiber so that the throughput optical power is a factor of 9 to 18 times greater than the optical power tapped off. Such an arrangement enables a larger optical power level to be transmitted down the bus and thus ensures adequate power at nodes distant from the transmit terminal.

Let us consider the total loss between node 1 and node \( N - 1 \). It should be noted in the configuration shown in Figure 12.48(a) that the path between nodes 1 and \( N - 1 \) exhibits the maximum loss because the final fiber tap couples only 10% of the incident optical power into the beam splitter of node \( N - 1 \). By contrast, the path to node \( N \) obtains a factor of 9 times this power level. Clearly, this situation could be modified by using a fiber beam splitter in place of the fiber tap in order to connect these two final nodes onto the bus.

Notwithstanding the above point we now consider the optical power budget for the worst case node interconnection (nodes 1 to \( N - 1 \)) for the multiterminal bus system of Figure 12.48(a). It is apparent that to obtain the total channel loss \( C_L(1, N - 1) \) between these two nodes the losses through each of the components must be summed. Let us commence at the transmit terminal, node 1. Then designating the connector losses in decibels as \( \alpha_{cr} \), and assuming no excess loss in combining the transmitted signal onto the bus, a loss of \( 2\alpha_{cr} \) is obtained after the first beam splitter. The loss per kilometer exhibited by the fiber cable \( \alpha_{fc} \) enables the total fiber cable loss between the two terminals to be written as \( (N - 1)\alpha_{fc}L_{bu} \), where \( L_{bu} \) is equal to the fiber length between each of the access couplers. Furthermore, the total loss incurred by the signal in passing through the access couplers or taps between nodes 1 and \( N - 1 \) (excepting the final access coupler at which the signal to node \( N - 1 \) is tapped off) is given by \( (2\alpha_{cr} + L_{ac})(N - 3) \) where \( L_{ac} \) is the insertion loss of the access coupler. At the final access coupler before node \( N - 1 \) the loss obtained is \( (2\alpha_{cr} + L_{tr}) \) where \( L_{tr} \) is the loss due to the tap ratio of the device. Finally, a splitting loss \( L_{sp} \) occurs at the beam splitter together with a further connector loss \( \alpha_{cr} \) at the optical receiver of node \( N - 1 \). The total channel loss between nodes 1 and \( N - 1 \) can therefore be written as:

\[
C_L(1, N - 1) = 2\alpha_{cr} + (N - 1)\alpha_{fc}L_{bu} + (2\alpha_{cr} + L_{ac})(N - 3) \\
+ (2\alpha_{cr} + L_{tr}) + L_{sp} + \alpha_{cr}
\]

(12.101)

To incorporate the overall channel losses into an optical power budget for the multiterminal bus distribution system, the mean power obtained at the optical transmitter \( P_t \)
Figure 12.48 Distribution system implementations: (a) linear bus system/network; (b) star system/network configured as a bus for comparative purposes.
at node 1, together with the mean incident optical power at the receiver, \( P_o \) of node \( N - 1 \), must be included. Hence the optical power budget may be written as:

\[
P_t = P_o + 2\alpha_{cr} + (N - 1)\alpha_{fc}L_{bu} + (2\alpha_{cr} + L_{ac})(N - 3) + (2\alpha_{cr} + L_{ac}) + L_{sp} + \alpha_{cr} + M_a \text{ dB} \quad (12.102)
\]

where \( M_a \) is the system safety margin (see Section 12.6.6).

The star distribution system configuration displayed in Figure 12.48(b) employs a passive transmissive star coupler which provides two fibers to each node terminal (see Section 5.6.2). Hence an \( N \times N \) star coupler allows the interconnection of \( N \) terminals. Assuming that the fiber cable lengths to each node are equal, then the same system loss is incurred for transmission between any two nodes. In this case the total system loss comprises the four connector losses at the transmitter, the receiver and the input and output ports of the star coupler \( 4\alpha_{cr} \); the total fiber cable loss \( \alpha_{fc}L_{st} \) where \( L_{st} \) is the total fiber length in both arms of the star; the star splitting loss given by Eq. (5.18) as \( 10 \log_{10} N \) and the star excess loss \( L_{ex} \) provided by Eq. (5.19). In the case of equal fiber lengths the total channel loss between any two nodes is given by:

\[
C_L(\text{star}) = 4\alpha_{cr} + \alpha_{fc}L_{st} + 10 \log_{10} N + L_{ex} \quad (12.103)
\]

A gain, to incorporate the overall channel losses into an optical power budget for the multi-terminal star distribution system, we designate the mean power obtained at the output of the optical transmitter \( P_t \), and the mean optical power incident at the receiver \( P_o \) so that:

\[
P_t = P_o + 4\alpha_{cr} + \alpha_{fc}L_{st} + 10 \log_{10} N + L_{ex} + M_a \text{ dB} \quad (12.104)
\]

where \( M_a \) is the system safety margin. A comparison of the optical power efficiencies of the two distribution systems is illustrated in the following example.

**Example 12.18**

Form a graphical comparison showing total channel loss against number of nodes for the bus and star distribution systems which incorporate components with the following performance parameters.

<table>
<thead>
<tr>
<th>Connector loss:</th>
<th>1 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access coupler insertion loss:</td>
<td>1 dB</td>
</tr>
<tr>
<td>Fiber cable loss:</td>
<td>5 dB km(^{-1})</td>
</tr>
<tr>
<td>Access coupler tap ratio:</td>
<td>10 dB</td>
</tr>
<tr>
<td>Splitter loss:</td>
<td>3 dB</td>
</tr>
<tr>
<td>Star coupler excess loss:</td>
<td>0 dB</td>
</tr>
</tbody>
</table>

The distance between nodes on the bus system should be taken as 100 m and the worst case channel loss should be considered. It can be assumed that the total fiber cable length between all nodes on the star system is equal to 100 m.
Solution: Bus distribution system. Using Eq. (12.101) the total channel loss is:

\[
C_L(1, N - 1) = 2 \times 1 + (N - 1)5 \times 0.1 + (2 \times 1 + 1)(N - 3) + (2 \times 1 + 10) + 3 + 1
= 0.5(N - 1) + 3(N - 3) + 18
= 3.5N + 8.5 \text{ dB}
\]

Star distribution system. The total loss is given by Eq. (11.103) as:

\[
C_L(\text{star}) = 4 \times 1 + 5 \times 0.1 + 10 \log_{10} N + 0
= 4.5 + 10 \log_{10} N \text{ dB}
\]

The two expressions above for the bus and star distribution systems are plotted in Figure 12.49. It may be observed that the star configuration provides substantially greater efficiency in the utilization of optical power than the bus topology, particularly when the number of nodes becomes larger. It must be noted, however, that no excess loss for the star coupler has been included in the calculation and therefore it is anticipated that the total losses for the two distribution systems would be a little closer. Nevertheless, this factor would only make the optical power budgetary performance of the two configurations become similar when less than five terminals are interconnected.

Figure 12.49 Characteristics showing the total channel loss against the number of nodes for the two distribution systems specified in Example 12.18
12.9 Multiplexing strategies

The basic multiplexing techniques which can be employed with IM/DD optical fiber systems were outlined in Section 12.4.2. Furthermore, the major baseband digital strategy, namely electrical time division multiplexing (ETDM), was discussed in some detail in Section 12.5. Although high speed ETDM plays an important role [Ref. 95], other significant multiplexing techniques are discussed in greater detail with particular emphasis on those strategies which allow greater exploitation of the available fiber bandwidth. We commence by further consideration of the multiplexing of digital signals prior to the more detailed description of techniques that may be employed for multiplexing either digital or analog intensity modulated signals, or a combination of both signal types.

12.9.1 Optical time division multiplexing

It was indicated in Section 11.6 that the practical limitations of the speed of electronic circuits have been pushed towards operational frequencies around 100 GHz. Therefore, although more recently the feasibility of 100 Gbit s\(^{-1}\) direct intensity modulation and transmission over substantial distances (480 km) has been demonstrated (e.g. [Ref. 96]), electronic multiplexing at such speeds is not straightforward and continues to present a restriction on the bandwidth utilization of a single-mode fiber link. Optoelectronic devices operating at transmission rates of 10 to 40 Gbit s\(^{-1}\) and above can be obtained and optical transmission systems using ETDM at 40 Gbit s\(^{-1}\) have become commercially available [Ref. 97]. An alternative strategy for increasing the bit rate of digital optical fiber systems beyond the bandwidth capabilities of the drive electronics is known as optical time division multiplexing (OTDM) [Ref. 98]. A block schematic of an OTDM system which has demonstrated 160 Gbit s\(^{-1}\) transmission over 100 km is shown in Figure 12.50 [Refs 99–101]. The principle of this technique is to extend ETDM by optically combining a number of lower speed electronic baseband digital channels. In the case illustrated in Figure 12.50, the optical multiplexing and demultiplexing ratio is 1 : 4, with a baseband channel rate of 40 Gbit s\(^{-1}\). Hence the system can be referred to as a four-channel OTDM system.

The four optical transmitters in Figure 12.50 were driven by a common 40 GHz clock using quarter bit period time delays. Mode-locked semiconductor laser sources which produced short optical pulses (around 2 ps [Ref. 98] long) were utilized at the transmitters to provide low duty cycle pulse streams for subsequent time multiplexing. Data was encoded onto these pulse streams using integrated optical intensity modulators (see Section 11.6) which gave return-to-zero transmitter outputs at 40 Gbit s\(^{-1}\). These IO devices were employed to eliminate the laser chirp (see Section 6.7.3) which would result in dispersion of the transmitted pulses as they propagated within the single-mode fiber, thus limiting the achievable transmission distance.

The four 40 Gbit s\(^{-1}\) data signals were combined using an OTDM multiplexer. Although four optical sources were employed, they all emitted at the same optical wavelength and the 40 Gbit s\(^{-1}\) data streams were bit interleaved to produce the 160 Gbit s\(^{-1}\) signal. At the receive terminal the incoming signal was decomposed into the 40 Gbit s\(^{-1}\) baseband components in a demultiplexer. Hence single-wavelength 160 Gbit s\(^{-1}\) optical transmission was obtained with electronics which only required a maximum bandwidth of about 40 GHz,
as return-to-zero pulses were employed. The transmitter and receiver sections shown in Figure 12.50 employed electroabsorption modulators (see Section 11.4.2) to provide for operation at the high transmission rate and furthermore negative dispersion fibers (see Section 3.12.3) were also incorporated to compensate for the positive dispersion of the standard single-mode fiber (SSMF). Moreover, a field trial employing such transmitters and receivers at a transmission rate of 160 Gbit s\(^{-1}\) over deployed SSMF has been successfully carried out [Ref. 101].

12.9.2 Subcarrier multiplexing

The use of RF subcarriers modulated by analog signals prior to intensity modulation of an optical source was discussed in Section 12.7.3. Moreover, the utilization of substantially higher frequency microwave subcarriers multiplexed in the frequency domain before being applied to intensity-modulate a high-speed injection laser source has generated significant interest [Refs 102–106]. Subcarrier multiplexing (SCM) is sometimes also referred to as optical SCM (OSCM) where the microwave frequency or RF electrical subcarriers are modulated with an optical carrier and then are transmitted using a single-wavelength signal [Refs 107–109].

Microwave subcarrier multiplexing enables multiple broadband signals to be transmitted over single-mode fiber and can be particularly attractive for video distribution systems [Refs 105, 106, 110]. In addition, with SCM, conventional microwave techniques can be employed to subdivide the available intensity modulation bandwidth in a convenient way. The result is a useful multiplexing technique which does not require sophisticated optics.
or source wavelength specification (see Section 12.9.4). Either digital or analog modulation of the subcarriers can be utilized by upconverting to a narrowband channel at high frequency employing amplitude, frequency or phase shift keying (i.e. ASK, FSK or PSK), and amplitude, frequency or phase modulation (i.e. AM, FM or PM) respectively. For digital signals, FSK has the advantage of being simple to implement, at both the modulator and demodulator, whereas for analog video signals the modulation of the high-frequency carrier (upconversion) is often carried out using either AM-VSB (vestigial sideband) or FM techniques. In both cases, the multicarrier signal is formed by frequency division multiplexing of the modulated microwave subcarriers in the electrical domain prior to conversion to an intensity modulated optical signal.

A block schematic of a basic SCM system is shown in Figure 12.51 [Ref. 105]. The modulated microwave subcarrier signals are obtained by frequency upconversion from the baseband using voltage-controlled oscillators (VCOs). These subcarrier signals are summed in a microwave power combiner prior to the application of the composite signal to an injection laser which is d.c. biased at around 5 mW in order to produce the desired intensity modulation. The IM optical signal is then transmitted over single-mode fiber and directly detected using a wideband photodiode before demultiplexing and demodulation using a conventional microwave receiver.

Although relatively straightforward to implement using available components, SCM does exhibit some disadvantages, the most important of which is the problem associated with source nonlinearity [Ref. 106]. Distortion caused by this phenomenon can be particularly noticeable when several subcarriers are transmitted from a single optical source. Moreover, despite the fact that the receivers require narrow-bandwidth, SCM systems, with the exception of those employing AM-VSB modulation, must operate at high frequency, often in the gigahertz range. In addition, for digital systems SCM requires more bandwidth per channel than a TDM system. The upconversion results in the bandwidth expansion so that a 50 Mbit s⁻¹ channel may require some 80 MHz of bandwidth.
Any reduction of this bandwidth overhead necessitates the adoption of more complex and less robust modulation techniques. For example, AM–VSB systems transmitting a standard cable television (CATV) multichannel spectrum tend to minimize the required bandwidth, but the signal must be received with a carrier-to-noise ratio of between 45 and 55 dB to avoid degradation of picture quality [Ref. 106].

The transmission of multiple CATV channels over substantial unrepeatered distances with good-quality reception has, however, been demonstrated with SCM using FM (i.e. FM–FDM). For example, 34 multiple sub-Nyquist-sampling encoding (MUSE) high-definition television (HDTV) channels, each requiring an FM bandwidth of 27 MHz, have been transmitted over an unrepeatered distance of 42 km [Ref. 110]. This transmission system, which operated at a wavelength of 1.3 μm, provided a carrier-to-noise ratio of 17.5 dB at the receive terminal. Furthermore, an unrepeatered transmission distance in excess of 100 km has also been demonstrated with SCM when operating at a wavelength of 1.54 μm [Ref. 111]. In this case some eight baseband video channels, each of which was frequency modulated to occupy around 30 MHz of bandwidth, were then frequency multiplexed over a range 840 to 1160 MHz before directly modulating a distributed feedback laser.

A part from the possibility of combining digital and analog SCM signals into a composite signal, an alternative attractive strategy is the so-called hybrid SCM system which combines a baseband digital signal with a high-frequency composite microwave signal [Ref. 105]. In this case the receiver shown in Figure 12.51 cannot be narrowband but must have a bandwidth from d.c. level to beyond the highest microwave signal frequency employed. In such systems only a single channel needs to be selected for demodulation. Hence a tunable local oscillator, mixer and narrowband filter can be utilized at the receive terminals (Figure 12.51) to simultaneously select the desired SCM channel and down-convert it to a more convenient intermediate-frequency (IF) signal. Finally, the IF signal can be input to an appropriate demodulator to recover the baseband video signal.

An experimental 78-channel optical SCM CATV system operating at a signal wavelength of 1.55 μm has been successfully demonstrated [Ref. 112]. The overall transmission distance using an SSMF link without employing dispersion compensation was 740 km. Three erbium-doped fiber optical amplifiers, however, were incorporated in the fiber link to provide booster and in-line amplification. Various SCM-based optical fiber systems operating at transmission rates from 10 to 40 Gbit s⁻¹ have also been demonstrated [Refs 113–115]. In order to obtain high-bandwidth capability, however, more recent SCM system developments have tended to employ it in combination with another multiplexing technique (see Section 12.9.6) [Ref. 107].

12.9.3 Orthogonal frequency division multiplexing

Orthogonal frequency division multiplexing (OFDM) is a multicarrier transmission technique which is based on frequency division multiplexing (FDM) (see Section 12.4.2). In conventional FDM multiple-frequency signals are transmitted simultaneously in parallel where the data contained in each signal is modulated onto subcarriers and therefore the subcarrier multiplexed signal typically contains a wide range of frequencies. Each subcarrier is separated by a guard band to avoid signal overlapping. The subcarriers are then demodulated at the receiver by using filters to separate the frequency bands. By contrast OFDM
employs several subcarrier frequencies orthogonal to each other (i.e. perpendicular) and therefore they do not overlap. Hence this technique can squeeze multiple modulated carriers tightly together at a reduced bandwidth without the requirement for guard bands while at the same time keeping the modulated signals orthogonal so that they do not interfere with each other, as illustrated in Figure 12.52. In the upper spectral diagram 10 nonoverlapping subcarrier frequency signals arranged in parallel depicting conventional FDM are shown, each being separated by a finite guard band. OFDM is displayed in the bottom spectral diagram where the peak of one signal coincides with the trough of another signal. Each subcarrier, however, must maintain the Nyquist criterion separation with the minimum time period of \( T \) (i.e. a frequency spread of \( 1/T \)) for each subcarrier.

OFDM uses the inverse fast Fourier transform (IFFT) for the purpose of modulation and the fast Fourier transform (FFT) for demodulation. Moreover, this is a consequence of the FFT operation by which subcarriers are positioned perpendicularly and hence the reason why the technique is referred to as orthogonal FDM. It may be observed that a large bandwidth saving in comparison with conventional FDM is identified in Figure 12.52 resulting from the orthogonal placement of the subcarriers. Since the orthogonal feature allows high spectral efficiency near the Nyquist rate where efficient bandwidth use can be obtained, OFDM generally exhibits a nearly white frequency spectrum (i.e. without electromagnetic interference between the adjacent channels). OFDM, also being tolerant to signal dispersion, thus enables high-speed data transmission across a dispersive channel and it has been widely used in high-bit-rate cable and wireless communication systems [Refs 116–119].

For applications within optical fiber communications it is necessary to incorporate an optical source to convert the OFDM signals into an optical signal format before coupling onto an optical fiber, while at the receiving end the intensity modulated signal can be recovered.
using a direct detection receiver. To distinguish it from conventional OFDM it is referred to as optical OFDM (OOFDM). Although the multiplexing approach is similar to optical SCM (see Section 12.9.2), the orthogonal nature of the subcarriers is unique to OOFDM.

A block schematic of an experimental OOFDM system employing IM/DD is shown in Figure 15.53 [Ref. 119]. The input data comprising $N$ channels is modulated onto $N$ equally spaced electrical subcarriers using quadrature amplitude modulation (QAM) (see Section 13.5.3).* Using QAM the amplitudes of two carriers (usually sinusoids) which are 90° out of phase with each other are modulated. Since the orthogonal electrical carriers occupy the same frequency band but differ by a 90° phase shift, each can be modulated independently enabling transmission within the same frequency band.

Each QAM data channel in the modulator of Figure 12.53 is then sent for computation of the IFFT [Refs 51, 120]. The parallel-to-serial converter and digital-to-analog (D–A) converters produce a complex electrical signal waveform containing a superposition of all of the subcarriers. This waveform is modulated onto an RF carrier $f_{RF}$, using an in-phase and quadrature phase (I–Q) modulator, producing a real-valued OFDM waveform. A d.c. component (via a bias) is added to the modulated signal which enables recovery of the QAM symbols by direct detection at the receiving end. The OFDM signal is then input to a Mach–Zehnder modulator (MZM) which provides intensity modulation of the signal from the DFB laser source thus providing the OOFDM signal. The output from the MZM

* It should be noted that QAM is performed in the electrical domain prior to intensity modulation of the distributed feedback (DFB) laser source, whereas the systems described in Section 13.5.3 use PM or QAM of the optical signals.
is filtered to remove all unwanted frequencies leaving a suppressed single-sideband optical carrier signal which is then coupled into a single-mode fiber for transmission.

After propagation through single-mode optical fiber, direct detection by the photodiode at the receiver produces an electrical waveform which is converted back to the in-phase and quadrature components by mixing with the zero and \( \pi/2 \) phase differences of electrical local oscillators operating at frequency \( f_{\text{RF}} \). A analog-to-digital (A-D) conversion then takes place prior to a serial-to-parallel conversion to establish a parallel digital bit stream. Hence serial I and Q waveforms are converted to parallel OFDM subcarriers and then the FFT is computed to enable recovery of the QAM signals. When the IFFT (at the transmitter) and FFT (at the receiver) operations are synchronized in time, each FFT window at the receiving end functions as a set of closely spaced narrowband filters. In the frequency domain, each of these channels is equalized to compensate for phase and amplitude distortions due to the optical and electrical paths. Finally, each channel is demodulated using a QAM demodulator to produce the original N parallel data channels.

Using the above strategy a number of OOFDM systems have been demonstrated [Refs 119–123]. For example, a system comprising a 400 km long SSMF link operating at a signal wavelength of 1.55 \( \mu \)m has been successfully operated at a transmission bit rate of 12 Gbit s\(^{-1}\) using commercially available electro-optic devices and optical amplifiers [Refs 54, 123]. An even higher transmission rate of 20 Gbit s\(^{-1}\) was obtained but in this case the length of the fiber link was reduced to 320 km. Finally, it should be noted that the system performance was mainly limited by the amplified spontaneous emission noise generated within the optical amplifiers.

12.9.4 Wavelength division multiplexing

Wavelength division multiplexing (WDM) involves the transmission of a number of different peak wavelength optical signals in parallel on a single optical fiber. Although in spectral terms optical WDM is analogous to electrical FDM, it has the distinction that each WDM channel effectively has access to the entire intensity modulation fiber bandwidth which with current technology is of the order of several gigahertz. The technique is illustrated in Figure 12.54 where a conventional (i.e. single nominal wavelength) optical fiber communication system is shown together with a duplex (i.e. two different nominal wavelength optical signals traveling in opposite directions providing bidirectional transmission), and also a multiplex (i.e. two or more different nominal wavelength optical signals transmitted in the same direction) fiber communication system. It is the latter WDM operation which has generated particular interest within telecommunications. For example, two-channel WDM is very attractive for a simple system enhancement such as piggybacking a 565 Mbit s\(^{-1}\) system onto an installed 140 Mbit s\(^{-1}\) link, or for doubling the capacity of a 565 Mbit s\(^{-1}\) link [Ref. 124]. Moreover, this multiplexing strategy overcomes certain power budgetary restrictions associated with electrical TDM. When the transmission rate over a particular optical link is doubled using TDM, a further 3 to 6 dB of optical power is generally required at the receiver (see Section 12.6.3). In the case of WDM, however, additional losses are also incurred from the incorporation of wavelength multiplexers and demultiplexers (see Section 5.6.3).

Wavelength division multiplexing in IM/DD optical fiber systems can be implemented using either LED or injection laser sources with either multimode or single-mode fiber.
However, the widespread deployment of single-mode fiber has encouraged the investigation of WDM on this transmission medium. In particular, developments concerned with single-mode fiber WDM transmission can be distinguished into two broad categories, namely coarse WDM (CDWM) and dense WDM (DWDM). Although both categories use the same concept of multiple-wavelength channels on a single fiber, they differ in the channel spacing they employ. CWDM as implied by the terminology uses wider channel spacing and hence provides significantly fewer channels than DWDM.

Coarse WDM is specified in ITU-T Recommendation G.694.2 [Ref. 125] which defines a wavelength grid with 20 nm channel spacings and includes 18 wavelengths between 1271 and 1611 nm as depicted in Figure 12.55. Moreover, both the unidirectional and bidirectional CDWM are provided in ITU-T Recommendation G.695 [Ref. 126]. In addition, Recommendation G.694.2 provides optical interface specifications for multichannel CWDM systems on target distances of 40 km and 80 km. Figure 12.55 also displays an attenuation characteristic for standard single-mode fiber shown by the dashed line which indicates that five of the CWDM wavelength channels fall within the E-band that cannot be used due to the water peak. However, as low-water-peak fiber (LWPF) can be employed in the E-band wavelength region (see Section 3.3.2) with an attenuation characteristic shown by the bold line in Figure 12.55, then 16-channel bidirectional CWDM modular systems have become commercially available [Refs 127–130]. For example, the performance of a 16-channel CWDM system with each channel operating at 2.5 Gbit s$^{-1}$ over a distance of 75 km has been reported [Ref. 131]. The system demonstrated an aggregate bandwidth of 40 Gbit s$^{-1}$ employing LWPF. It should also be noted that the reach of such systems can be extended to more than 200 km when using optical amplification [Refs 132, 133].
Dense WDM was originally concerned with optical signals multiplexed in the \( 1.55 \mu m \) wavelength region using the capabilities of erbium-doped fiber amplifiers (EDFAs) (see Section 10.4) to increase system capacity and therefore to reduce system cost. Figure 12.56 shows a block schematic for a DWDM system where a large number of channels \( N \), each utilizing a single wavelength (i.e. from \( \lambda_1 \) to \( \lambda_N \)), are multiplexed onto a single-fiber transmission medium. Both the deployment of EDFAs and dispersion compensation are required for long-haul DWDM systems to offset any optical signal power losses caused by optical wavelength multiplexers and other passive optical devices [Ref. 134]. Finally, a wavelength demultiplexer distributes each channel to the corresponding receiver.

Dense WDM systems use narrow channel spacings and can therefore accommodate several hundred wavelength channels on a single optical fiber.* The three possible channel

Figure 12.55 Optical wavelength channel allocation for coarse wavelength division multiplexed systems as specified by ITU-T Recommendation G.694.2

Figure 12.56 Block schematic of a dense wavelength division multiplexed system

* Since the majority of the commercially available CWDM systems use eight wavelength channels in S-, C- and L-bands, systems accommodating more than eight wavelengths are sometimes also referred to as DWDM systems. This is, however, incorrect with DWDM requiring more than 18 channels and with the typical lowest channel count for a DWDM system being 20.
spacings specified for DWDM systems are 1.6 nm (200 GHz), 0.8 nm (100 GHz) and 0.4 nm (50 GHz) [Refs 135, 136] while an even smaller channel spacing of 0.1 nm (12.5 GHz) is feasible in which case the system may also be referred to as super-DWDM [Ref. 137]. Table 12.2 displays a sample portion of the ITU-T frequency–wavelength grid allocating 100 GHz and 50 GHz channel spacings within each of the S-, C- and L-bands. For example, ITU-T Recommendation G.698.1 specifies DWDM applications at 2.5 and 10 Gbit s\(^{-1}\) with 0.8 nm (100 GHz) channel spacings [Refs 135, 138]. Moreover, a field trial for such a DWDM system demonstrated an aggregated transmission rate of 1 Tbit s\(^{-1}\) (i.e. \(1 \times 10^{12}\) bit s\(^{-1}\)) [Ref. 139]. In this system 25 DWDM channels each operating at a rate of 40 Gbit s\(^{-1}\) were successfully transmitted over a 6250 km link comprising 15 EDFAs together with nonzero-dispersion-shifted fibers.

Unlike CWDM transmission, DWDM systems use narrowband optical filters in the demultiplexing section due to the narrow channel spacing requirement. Furthermore, DWDM transmitters require temperature-controlled laser sources to stabilize the emitted signal wavelengths from each transmitter and also the large number of channels consumes a much higher power level. For example, a 16-channel CWDM system consumes as little as 4 W of power whereas a conventional DWDM system requires about 80 W to transmit the same number of channels [Ref. 140]. Recent DWDM system developments, however, include pluggable and software-tunable transceiver modules which are capable of transmitting 40 or 80 channels [Ref. 141]. Such transceivers can be plugged in as required at any wavelength and therefore they can handle a full range of wavelengths signals while reducing the overall DWDM system cost. Furthermore, the power consumption of these transceivers remains between 1 and 4 W when operating over a temperature range of \(-5\) to \(70\) °C [Refs 142, 143].

Another WDM strategy which has been investigated for both telecommunication and nontelecommunication applications is illustrated in Figure 12.57 [Ref. 144]. In this case, in place of narrow linewidth injection laser sources, wide spectral width (63 nm) edge-emitting LEDs were utilized to provide the multiwavelength optical carrier signals which

![Figure 12.57 Spectral slicing of LED outputs to form several WDM channels](OPTF_CL2.qxd)
Table 12.2  Sample of the ITU-T frequency–wavelength grid for dense wavelength division multiplexed systems with 100 GHz (0.8 nm) and 50 GHz (0.4 nm) channel spacings for L-, C- and S-bands [Refs 135, 138]. The shaded frequency at 193.1 THz corresponding to a wavelength of 1552.52 nm is the ITU-T reference frequency which centrally locates the range of grid frequencies [Ref. 101]

<table>
<thead>
<tr>
<th>L-band</th>
<th>C-band</th>
<th>S-band</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 GHz</td>
<td>50 GHz</td>
</tr>
<tr>
<td></td>
<td>THz</td>
<td>nm</td>
</tr>
<tr>
<td>188.00</td>
<td>1594.64</td>
<td>188.05</td>
</tr>
<tr>
<td>188.10</td>
<td>1593.79</td>
<td>188.15</td>
</tr>
<tr>
<td>188.20</td>
<td>1592.95</td>
<td>188.25</td>
</tr>
<tr>
<td>188.30</td>
<td>1592.10</td>
<td>188.35</td>
</tr>
<tr>
<td>188.40</td>
<td>1591.26</td>
<td>188.45</td>
</tr>
<tr>
<td>188.50</td>
<td>1590.41</td>
<td>188.55</td>
</tr>
<tr>
<td>188.60</td>
<td>1589.57</td>
<td>188.65</td>
</tr>
<tr>
<td>188.70</td>
<td>1588.73</td>
<td>188.75</td>
</tr>
<tr>
<td>188.80</td>
<td>1587.88</td>
<td>188.85</td>
</tr>
<tr>
<td>188.90</td>
<td>1587.04</td>
<td>188.95</td>
</tr>
<tr>
<td>189.00</td>
<td>1586.20</td>
<td>189.05</td>
</tr>
</tbody>
</table>

|     | 100 GHz | 50 GHz | 100 GHz | 50 GHz | 100 GHz | 50 GHz |
|     | THz     | nm     | THz     | nm     | THz     | nm     |
| 198.00 | 1514.10 | 198.05 | 1513.72 |
| 198.10 | 1513.34 | 198.15 | 1512.96 |
| 198.20 | 1512.58 | 198.25 | 1512.19 |
| 198.30 | 1511.81 | 198.35 | 1511.43 |
| 198.40 | 1511.05 | 198.45 | 1510.67 |
| 198.50 | 1510.29 | 198.55 | 1509.91 |
| 198.60 | 1509.63 | 198.65 | 1509.15 |
| 198.70 | 1508.77 | 198.75 | 1508.39 |
| 198.80 | 1508.01 | 198.85 | 1507.63 |
| 198.90 | 1507.25 | 198.95 | 1506.87 |
| 199.00 | 1506.49 | 199.05 | 1506.12 |
were transmitted on single-mode optical fiber. The full spectral output from each ELED was not, however, transmitted for each wavelength channel. Instead, a relatively narrow spectral slice (3.65 nm) for each separate channel was obtained using the diffraction grating WDM multiplexer device, as shown in Figure 12.57 prior to transmission down the optical link. This technique, which is known as spectral slicing, could enable LEDs with the same overall spectral output to be employed while still providing the distinctive wavelength channels for transmission between each subscriber terminal. In this case a WDM demultiplexer device is located at a distribution point in order to separate and distribute the different wavelength optical channels to the appropriate subscriber receive terminals. A similar strategy has been demonstrated for 16 channels using superluminescent LEDs, again transmitting on single-mode fiber [Ref. 145]. Moreover, the technique has also been employed in nontelecommunication areas to provide multiple wavelength channels from single-LED sources, usually on multimode fiber, in order to service, for example, a multiple optical sensor system in which each wavelength channel supplies a signal to a different optical sensor device [Refs 146, 147].

Although much of the earlier work on spectrum slicing focused on LEDs [Refs 148, 149], optical amplifiers (see Sections 10.3 and 10.4) can also be used for this purpose [Refs 150–152]. In this case the broad amplified spontaneous emission output characteristics of these devices can be used to produce multiwavelength sources. For example, a spectrum-sliced optical amplifier can provide 140 multiwavelength channels each with a spacing of just 0.57 nm covering a wavelength range over both the C- and L-bands [Ref. 153].

Semiconductor laser sources can also be used for the generation of optical spectrally sliced signals [Ref. 153]. Figure 12.58 shows a block schematic of a subsystem used to generate a number of spectrum-sliced channels using a femtosecond laser and EDFA's. It also incorporates optical modulators and delay lines to operate on the multiple signals which are amplified before the splitting stage and after combining stage. Based on this scheme, a 110-channel DWDM system with each channel operating at a transmission rate of 2.35 Gbit s\(^{-1}\) has been demonstrated [Ref. 154]. Moreover, 40-channel spectrum slicing with each channel spaced at 0.57 nm covering the C-band and L-band providing an overall transmission rate of 1.36 Tbit s\(^{-1}\) has also been reported [Ref. 153]. In addition, a number of other experimental demonstrations have also been shown to support terabit per second transm ission rates.

![Figure 12.58](image-url)
transmission rates [Refs 155–157]. These systems, however, incorporated arrayed waveguide gratings (see Section 11.6) and used OTDM (see Section 12.9.1) to produce the large number of high-speed channels.

12.9.5 Optical code division multiplexing

Optical code division multiplexing (OCDM), sometimes termed optical code division multiple access (OCDMA)* is a digital technique where, instead of each channel occupying a given wavelength, frequency or time slot, the information is transmitted using a coded sequence of pulses. Each channel employs a specific code to transmit and recover the original signal. It utilizes the basic principle of spread spectrum transmission where all users share the fiber channel bandwidth simultaneously. The basic OCDM technique is illustrated in Figure 12.59 where multiplexing of three channels is accomplished by transmitting a unique time-dependent series of short pulses. Each bit to be transmitted is subdivided into a number of small intervals \( n \) known as chips (e.g. \( n = 64 \) or 128). Each user is then assigned a unique chip sequence of the \( n \) bit code. Many coding schemes exist for the generation of the chip sequences to encode/decode OCDM channels, with the overall premise that the greater the number of unique sequences needed (i.e. number of users), the larger the code sequence required [Refs 158–161]. A decoder is then used at the receiving end to recover the particular channel employing autocorrelation with the original chip sequence. As each data bit is converted in many chips, however, OCDM is not a bandwidth-efficient multiplexing technique.

In order to enable an increasing number of OCDM channels to be transmitted on a single fiber, however, ultrashort pulses (i.e. \( 10^{-15} \) second pulse duration) are required to be used in OCDM systems. Furthermore, the larger the number of channels, the longer the code sequences needed to provide a unique channel code. Nevertheless an optical OCDM multiplexer has been reported which provided bidirectional data transmission over 100 km of single-mode fiber [Ref. 162]. In addition, an experimental test bed has successfully demonstrated both 160 and 320 Gbit s\(^{-1}\) OCDM transmission systems [Ref. 163]. These systems using signal wavelengths centered at 1.55 \( \mu \)m supported 16 and 32 channels, respectively, with each channel operating at a transmission rate of 10 Gbit s\(^{-1}\).

* The multiple-access terminology indicates that the technique requires a common communication medium to be shared by all channels.
Hybrid multiplexing

When two (or more) different multiplexing techniques are combined to allow optical signal multiplexing for several optical signals, the resultant is referred to as hybrid multiplexing. It should be noted that different multiplexing strategies (see Sections 12.9.1 to 12.9.5) exhibit their own advantages and drawbacks and therefore the combination of different multiplexing techniques can be used to overcome the problems associated with a specific technique. A hybrid multiplexing system can comprise either optical or electrical domain multiplexing, or combination of both signal types. Common examples of optical hybrid multiplexing are WDM being combined with OTDM, OCDM or SCM.

Hybrid WDM/OTDM systems can support terabit per second transmission rates when several WDM channels are combined with OTDM technology. In such a hybrid WDM/OTDM system each WDM channel can, in principle, operate at a transmission rate of 10, 40 or 160 Gbit s\(^{-1}\). For example, a hybrid WDM/OTDM system, where six OTDM channels each operating at 170.6 Gbit s\(^{-1}\) were wavelength division multiplexed, supported an overall transmission rates of 1 Tbit s\(^{-1}\) [Ref. 164]. Another hybrid strategy employed OCDM with WDM [Refs 165–167]. Since OCDM uses coded signals it therefore reduced the requirements on both time and frequency management when distributing optical multiplexed signals at dropping nodes.

Another example is an experimental two-stage hybrid system utilizing OCDM/OTDM multiplexing in the first stage and then OTDM/WDM in the second stage of hybrid multiplexing. This two-stage hybrid multiplexed system produced a large-capacity signal to support a transmission rate of 6.4 Tbit s\(^{-1}\) [Ref. 168]. The hybrid OCDM/OTDM/WDM signal converter incorporated arrayed waveguide grating-based spectrum slicing to generate a large number of optical channels. Furthermore, the system demonstrated the feasibility of this hybrid technique for supporting transmission rates up to 40 Tbit s\(^{-1}\) [Ref. 168].

Finally, when SCM is combined with WDM the resultant hybrid multiplexing strategy can benefit from readily available commercial components [Refs 169–171]. As compared with conventional WDM systems, SCM can employ much narrower channel spacing and it exhibits better dispersion compensation tolerances. Therefore SCM can improve the optical transmission system when it is used in combination with WDM. A WDM/SCM long-haul optical fiber system operating at a transmission rate of 10 Gbit s\(^{-1}\) was accomplished by combining four SCM data streams each transmitting at a speed of 2.5 Gbit s\(^{-1}\) [Ref. 172]. Moreover, hybrid SCM/WDM multiplexing has been demonstrated for use with a passive optical network (see Section 15.6.3) [Ref. 173].

12.10 Application of optical amplifiers

The use of electronics-based regenerative repeaters in long-haul optical fiber communications was discussed in Sections 12.4 and 12.6.1. It is clear, however, that such devices not only increase the cost and complexity of the optical communication system, but also act as a bottleneck by restricting the system operational bandwidth. Hence the recent developments in optical amplifier technology described in Sections 10.2 to 10.4 have started to provide an additional, welcome flexibility in the design and implementation of IM/DD optical fiber systems.
The above flexibility stems from the ability for the transmitted optical signal to remain in the optical domain over the entire length of a long-haul link. Optical amplifiers (both semiconductor and fiber devices) therefore exhibit interesting features which assist in the system design, as illustrated in Figure 12.60. It may be observed from Figure 12.60(a) that, in a similar manner to electronic repeaters (see Figure 12.27), optical amplifiers may be employed in a simplex mode where each transmitted optical signal is carried on a separate fiber link. However, optical amplifiers have the ability to operate simultaneously in both directions at the same carrier wavelength,* as shown in Figure 12.60(b). Moreover, in this bidirectional mode they offer an added degree of reliability in that a single fiber break would only disable one-half of communication capacity per fiber pair rather than causing a complete system failure, as is the case with the present unidirectional systems (i.e. one transmission path between all user pairs is disabled).

* It is obviously necessary to intensity-modulate the optical carriers at different speeds to avoid signal interference.
A further range of flexibility associated with optical amplifiers concerns the ability of particular devices to simultaneously amplify multiple WDM optical signals (see Section 12.9.4). Both semiconductor optical and fiber amplifiers with spectral bandwidths in the range 50 to 100 nm can be realized (see Sections 10.3 and 10.4) which will allow single amplifiers to support more than 100 intensity modulated WDM channels (see Section 15.3). Moreover, the parallel multi-amplifier configuration illustrated in Figure 12.60(c) could be envisaged which would enable contiguously spectrally aligned amplifiers to span a complete wavelength widow (say around 1.55 μm). Such configurations could increase system reliability in the event of an individual amplifier failure, while also relaxing the linearity and overload characteristics for amplifiers operating with densely packed WDM hierarchies [Ref. 174].

It was mentioned in Section 10.4 that optical amplifiers could be used in a broad range of system applications: namely, as power amplifiers at the optical transmitter; as in-line repeater amplifiers; and as preamplifiers at optical receivers. Moreover, the last system application was dealt with in Section 9.6. Therefore, in this section we concentrate on the utilization of optical amplifiers as in-line repeaters within IM/DD optical fiber systems. It must be remembered, however, that in contrast to regenerative repeaters, optical amplifiers simply act as gain blocks on an optical fiber link and hence they do not reconstitute a transmitted digital optical signal. A drawback with this operation is that both noise and signal distortions are continuously amplified as the optical signal passes down a link which uses cascaded amplifiers. A benefit, however, is that optical amplifiers are transparent to any type of signal modulation (i.e. digital or analog) and to any modulation bandwidth.

It was mentioned in Section 10.3.2 that noise in traveling-wave SOAs may determine the number of devices that can be cascaded as linear repeaters. Since the mean noise power resulting from spontaneous emission in optical amplifiers accumulates in proportion to the number of repeaters, gain saturation occurs when the total noise power becomes equal to the signal power. A simple model for the noise behavior of such devices which is valid under conditions of high signal-to-noise ratio and high gain is shown in Figure 12.61. It comprises an ideal noiseless amplifier with gain G preceded by an additive noise source of spectral density $S(\nu)$ given by [Ref. 175]:

$$S(\nu) = K\nu$$  \hspace{1cm} (12.105)

where $K$, which is dependent on the population inversion and the cavity loss, provides a measure of the amplifier quality and $\nu$ constitutes photon energy. A minimum theoretical

![Figure 12.61 Noise model for traveling-wave optical amplifier.](OPTF_CL12.qxd_11/6/08_11:00_Page_780)
value for $K$ is unity, which would only occur for the ideal case of complete inversion and no cavity loss. However, in this case $S = hf$, which indicates that it is theoretically impossible for the traveling-wave SOA to be noiseless. Nevertheless, in practice $K < 2$ has been obtained, demonstrating that amplifiers with less than 3 dB more noise than the theoretical limit can be achieved [Ref. 176].

The cascading of optical amplifiers in a long-haul communication system is illustrated in Figure 12.62(a). Following each section of fiber cable length $L$ there is an optical amplifier with gain $G$ which just compensates for the fiber cable loss such that:

$$G = 10^{-\left(\alpha_{fc} + \alpha_j\right)L/10}$$  \hspace{1cm} (12.106)

where $\alpha_{fc}$ and $\alpha_j$ are the fiber cable losses and joint losses respectively, both in dB km$^{-1}$. Furthermore, as the optical signal travels through the amplifier cascade the noise levels increase because the additive noise from each device is cumulative. Hence, using Eqs (12.105) and (12.106) the SNR at the end of a cascaded link may be written as:

$$\frac{S}{N} \approx P_i 10^{-\left(\alpha_{fc} + \alpha_j\right)L/10} \left(\frac{L_{in}}{L}\right) K hfB$$  \hspace{1cm} (12.107)

where $P_i$ is the power launched into the link at the transmitter, $L_{in}$ the total system length and hence $(L_{in}/L)$ is approximately equal to the total number of amplifier repeaters,* and the noise bandwidth equals the system bandwidth $B$. Equation (12.107) therefore enables the maximum transmission distance for a system using cascaded traveling-wave SOAs to be deduced.

* The total number of amplifier repeaters is actually $(L_{in}/L - 1)$; however, for a long link and a large number of repeaters this approximates to $(L_{in}/L)$. 

---

**Figure 12.62** Cascaded optical amplifiers: (a) fiber system with cascaded optical amplifiers; (b) signal-to-noise ratios in a cascaded amplifier chain
Thus the maximum system length obtained in Example 12.19 is very large and would allow the interconnection of most points on the earth using a chain of optical amplifiers. However, the calculation does not take account of the nonregenerative nature of the amplifier repeaters in which pulse spreading as well as noise down the link is accumulated. Fiber dispersion therefore imposes serious limitations on the system performance, as discussed in Section 12.6.5, and it will restrict both the maximum system span as well as the maximum transmission rate.

Another parameter which is often specified in relation to the noise performance of optical amplifiers is the noise figure of the devices. The noise figure \( F \) for an optical amplifier is defined in a similar manner to an electrical amplifier as the signal-to-noise degradation between the device input and the device output:

\[
F = \left( \frac{S}{N} \right)_{\text{in}} \left( \frac{S}{N} \right)_{\text{out}}^{-1}
\]

Hence for a link with a large number of cascaded amplifiers:

\[
L_{\text{to}} = \left( \frac{P \lambda 10^{-\left(\alpha_{i} + \alpha_{j}/L\right)}}{K h c B} \right) \left( \frac{S}{N} \right)_{\text{out}}^{-1}
\]

Assuming that the system bandwidth is equal to the transmission bit rate and that \( K \) for the amplifiers is equal to 4, estimate the maximum system length such that satisfactory performance is maintained.

Solution: Using Eq. (12.107), then:

\[
L_{\text{to}} = \left( \frac{10^{3} \times 1.55 \times 10^{-6} \times 10^{-2.5} \times 10^{3}}{4 \times 6.626 \times 10^{-34} \times 2.998 \times 10^{8} \times 1.2 \times 10^{9} \times 50} \right)
= 1 \times 10^{4} \text{ km}
\]

Example 12.19

A long-haul digital single-mode fiber system operating at a wavelength of 1.55 \( \mu \)m is envisaged employing traveling-wave SOAs spaced at intervals of 100 km. The power launched into the link at the transmitter is 0 dBm and the fiber cable attenuation is 0.22 dB km\(^{-1}\). In addition, there are splice losses which average out at 0.03 dB km\(^{-1}\). An SNR of 17 dB is required at the system receive terminal to provide an acceptable BER at the operating transmission rate of 1.2 Gbit s\(^{-1}\). Assuming that the system bandwidth is equal to the transmission bit rate and that \( K \) for the amplifiers is equal to 4, estimate the maximum system length such that satisfactory performance is maintained.

Thus the maximum system length obtained in Example 12.19 is very large and would allow the interconnection of most points on the earth using a chain of optical amplifiers. However, the calculation does not take account of the nonregenerative nature of the amplifier repeaters in which pulse spreading as well as noise down the link is accumulated. Fiber dispersion therefore imposes serious limitations on the system performance, as discussed in Section 12.6.5, and it will restrict both the maximum system span as well as the maximum transmission rate.

Another parameter which is often specified in relation to the noise performance of optical amplifiers is the noise figure of the devices. The noise figure \( F \) for an optical amplifier is defined in a similar manner to an electrical amplifier as the signal-to-noise degradation between the device input and the device output:

\[
F = \left( \frac{S}{N} \right)_{\text{in}} \left( \frac{S}{N} \right)_{\text{out}}^{-1}
\]

A gain, it is governed by factors including the population inversion, the number of transverse modes in the amplifier cavity, the number of incident photons on the amplifier and the optical bandwidth of the amplified spontaneous emissions. Typical noise figures range
from 7 to 11 dB, with SOAs generally towards the bottom end of the range and fiber amplifiers towards the top end [Ref. 177].

We now consider a system with \( M \) cascaded optical amplifiers, as illustrated in Figure 12.62(b). In this case the link attenuation (both fiber cable and joint losses) in front of the \( k \)th amplifier is denoted by \( \alpha_k \), while the amplifier has a signal gain of \( G_k \) and a noise figure \( F_k \). The input and output SNRs for such a cascaded link can be defined at the transmitter output \( T \) and the \( M \)th amplifier output, respectively, so that in a similar manner to electrical amplifiers the total noise figure for the system \( F_{to} \) is:

\[
F_{to} = \frac{(S/N)_T}{(S/N)_M} = \frac{F_1}{\alpha_1 G_1} + \frac{F_2}{\alpha_1 G_1 \alpha_2 G_2} + \frac{F_3}{\alpha_1 G_1 \alpha_2 G_2 \alpha_3 G_3} + \ldots + \frac{F_M}{\alpha_1 \sum_{k=1}^{M-1} (\alpha_k G_k)}
\]  

Equation (12.109)

The above expression can therefore enable determination of the total noise figure for the amplifier cascade.

**Example 12.20**

An optical fiber system is configured with a series of \( M \) optical amplifiers in cascade. The fiber cable and joint losses on each span between amplifiers on the link are compensated by the following amplifier gain. Obtain an expression for the total noise figure for the system and determine its value when all the amplifiers are identical.

Solution: As the amplifier gain compensates for the losses, then \( \alpha_k G_k = 1 \). Hence using Eq. (12.109) the total noise figure is given by:

\[
F_{to} = \frac{F_1 G_1}{\alpha_1 G_1} + \frac{F_2 G_2}{\alpha_1 G_1 \alpha_2 G_2} + \ldots + \frac{F_M G_M}{\alpha_1 \sum_{k=1}^{M-1} (\alpha_k G_k)}
\]

\[
= F_1 G_1 + F_2 G_2 + \ldots + F_M G_M
\]

When all the repeaters are identical then \( F_1 G_1, F_2 G_2, \ldots, F_M G_M \) are equal to \( F G \). Therefore, the total noise figure becomes:

\[
F_{to} = MF G
\]

At the output from the first amplifier repeater a degradation in SNR of \( F G \) occurs followed by a decrease of \( 1/M \).
An early experimental system configuration employing five traveling-wave SOAs and operating over a distance of some 500 km at a transmission rate of 565 Mbit s\(^{-1}\) is shown in Figure 12.63 [Refs 178, 179]. The system was designed to give a BER better than 10\(^{-9}\).

In addition, as discussed above, the noise in SOAs can largely determine the number of devices that may be cascaded as linear repeaters. However, the spontaneous emission noise profile is relatively broadband, typically occupying around 30 nm, and therefore optical filtering can be used as a method of reducing overall noise levels. It was suggested that filters with bandwidths in the range 5 to 10 nm would be required for systems spanning greater than 500 km [Ref. 179]. Nevertheless, a higher speed IM/DD optical fiber system operating at 2.4 Gbit s\(^{-1}\) over a distance of 516 km was subsequently demonstrated by cascading ten traveling-wave SOAs [Ref. 180].

Commercially available SOAs have been shown to exhibit optical gain in the range 25 to 30 dB with polarization sensitivity of 1 dB. More importantly, they can be used for amplification with wide flexibility in the choice of the gain peak wavelength from wavelengths between 1.30 and 1.65 \(\mu\)m when using InP-based devices (see Sections 10.3 and 11.6). However, when SOAs are considered for in-line amplification of WDM transmission systems they present several limitations due to their high noise figure of 7 to 11 dB [Ref. 177]. They also suffer from spontaneous emission noise and they cannot therefore operate at high transmission rates (i.e. 20 Gbit s\(^{-1}\) or higher) over typical standard span lengths of 80 to 100 km [Refs 181–183]. The SOA therefore finds application for optical regeneration whereas erbium-doped fiber amplifiers are the preferred solution to provide amplification in long-haul optical fiber communication systems.

It should be noted that distance is not considered as a limitation when using optical regeneration in long-haul optical transmission systems. For example, an experimental system has successfully demonstrated optical transmission operating at a rate of 10 Gbit s\(^{-1}\)
over a distance of $1.25 \times 10^6$ km employing SOA-based optical regenerators and also a chain of EDFA s [Ref. 184]. Figure 12.64 shows the experimental system setup incorporating an optical fiber recirculating loop arrangement where EDFA s were included to provide optical amplification at 60 km intervals together with optical 3R regenerators employing SOA s at 125 km intervals enabling the provision of 10 000 stages. In addition, each 125 km long fiber span consisted of 65 km of large effective area single-mode fiber combined with 60 km of dispersion-compensating single-mode fiber (see Section 3.12.3) fiber in order to facilitate dispersion management.

Although the technology associated with SOA s is at present more established than that of fiber amplifiers, there appear to be significant drawbacks with these former devices in relation to their active nature, mechanical structure, reliability and yield performance which may inhibit their application in future systems. By contrast, in fiber amplifiers these parameters are largely defined by the atomic structure and hence they exhibit greater stability. Furthermore, although the signal gain–bandwidth of SOA s is generally more appropriate to WDM applications, they are also prone to crosstalk problems, which tends to limit their suitability in this area [Ref. 185].

Figure 12.64 Experimental system setup to provide a $1.25 \times 10^6$ km transmission distance employing both fiber optical amplifiers and 3R regenerators. Reprinted with permission from Ref. 184 © IEEE 2006

When considering fiber amplifiers for use in WDM systems the Raman device (see Section 10.4.2) offers a gain bandwidth similar to the SOA s (i.e. 50 to 80 nm). However, in practice there are a number of difficulties associated with the use of these fiber amplifiers. In particular, very high pump source powers of the order of 300 mW into the fiber are required to provide gains of around 25 to 30 dB [Ref. 186].

The feasibility for the use of Raman fiber amplifiers for long-haul optical fiber communication has also been reported [Refs 187, 188]. Raman fiber amplifiers offer extremely low noise compared with conventional EDFA s and therefore the combined use of EDFA and Raman fiber amplifiers is considered important in the provision of long-haul optical fiber transmission. Figure 12.65 depicts the experimental setup for a 32-channel WDM transmission
system with 66 GHz channel spacing covering a wavelength range from 1547.2 to 1563.9 nm [Ref. 189]. Each channel was successfully transmitted over a 410 km long single-mode fiber link at a rate of 12.3 Gbit s$^{-1}$. In the transmitter section an optical signal was amplified using an EDFA as a booster amplifier and then a copropagating Raman forward pump was applied to create fiber Raman distributed amplification. The transmission link also included counter Raman pumping (i.e. backward pump) as identified in the receiver section of Figure 12.65. This device served as a preamplifier to the EDFA and improved the overall signal-to-noise ratio of the received signal. Furthermore, the receiving end the system also incorporated dispersion-compensating fiber to provide dispersion management over the link. Finally, the wavelength channels were then demultiplexed using an optical filter.

Commercially available hybrid EDFA/Raman fiber amplifiers are now available to provide optimized EDFA gain as an in-line amplifier with a Raman section to provide distributed amplification over a range of wavelengths within the C- and L-bands for operation at transmission rates from 10 to 40 Gbit s$^{-1}$ [Refs 190–193]. Furthermore, a high transmission rate of 1.28 Tbit s$^{-1}$ has also been demonstrated in a field trial employing distributed Raman fiber amplification in a commercially operated network [Ref. 188]. In this case the link constituted a repeaterless eight-channel WDM transmission system with each channel operating at 170 Gbit s$^{-1}$ over a distance of 140 km.

### 12.11 Dispersion management

Dispersion management refers to the approaches to circumvent the transmission degradations caused by fiber dispersion (see Sections 3.8 to 3.12) using different types of single-mode optical fiber and other nonlinear passive optical devices. Hence multiple sections of constant dispersion single-mode fiber and dispersion-compensating elements whose lengths and group velocity dispersion are chosen to optimize the overall transmission performance of an optical fiber communication system are usually employed. It should be noted that single-mode fiber dispersion (see Section 3.11.2) tends to create limits for the generation, propagation and application of ultrashort pulses. In addition, optical amplifiers which are used in long-haul optical fiber systems also cause dispersion and thus restrict...
overall transmission distances. It is therefore necessary to control and manage the dispersion on a single-mode fiber link to constrain its effect on the optical fiber system.

A common method for managing dispersion is to combine two or more types of single-mode fiber to produce the desired dispersion over the entire link span. The total dispersion can be set at virtually any value as the contributions from different components may have opposite signs (i.e. either positive or negative) and hence they can partially, or completely, cancel each other. Dispersion-compensating fibers can be either placed at one location or distributed along the length of the fiber link [Ref. 194]. In addition, lumped dispersion-compensating devices, such as fiber gratings, can also be incorporated. Typically, dispersion management must consider single-mode fiber chromatic dispersion over a range of wavelengths. In particular, setting the total chromatic dispersion slightly above zero at all wavelengths helps to avoid detrimental four-wave-mixing noise [Ref. 195].

Figure 12.66 shows a dispersion management scheme for a single-mode fiber link. It incorporates a dispersion management map to compensate positive dispersion (i.e. identified as $D^+$) on the fiber with the negative dispersion* (i.e. identified as $D^-$) such that the chromatic or total first-order dispersion $D_T$ (see Section 3.11.2) goes to zero.

Negative dispersion can be achieved by using dispersion-compensating fiber (DCF) (see Section 3.12.3) or lumped elements (e.g. fiber Bragg gratings). It should be noted, however, that single-mode fiber dispersion varies with wavelength and this property is referred to as the dispersion slope (see Section 3.11.2). Dispersion compensation involves altering the local dispersion between a positive and a negative group velocity dispersion (see Section 3.15) to produce a low overall (ideally zero) group velocity dispersion for the link. A zero-dispersion slope on a fiber link (i.e. comprising standard single-mode fiber and DCF at a specific wavelength) can be achieved when the DCF cancels the dispersion

* Negative dispersion is sometimes referred to as anomalous dispersion, while positive dispersion is generally regarded as normal or standard fiber dispersion.
effects of the SSMF. Dispersion management maps are two-dimensional plots of the accumulated dispersion against the fiber link distance. The same pattern can be mapped repeatedly extending the total transmission distance. Moreover, dispersion management is said to be periodic when the system repeatedly employs the same dispersion compensation over long transmission distances.

In practice, dispersion management is required in long-haul transmission systems where the length of the single-mode fiber may differ from one span to another depending on the particular optical amplifiers and other nonlinear components employed. In such cases it will not be possible to use periodic dispersion management and consideration of the difference in length of fiber spans is required. Therefore as a general criterion a dispersion management map is described for two different fiber lengths [Ref. 196]. Figure 12.67 depicts a typical dispersion management map period with two different single-mode fibers of different lengths $L_1$ and $L_2$ exhibiting negative $D^-$ and positive dispersion $D^+$, respectively. The dispersion management map period (i.e. $L_{\text{map}} = L_1 + L_2$) should be selected in a manner so that the overall dispersion on both segments of the fiber link cancel one another and thus the mean value of the chromatic dispersion $\tilde{\mathcal{D}}_T$ becomes zero, which is given by:

$$\tilde{\mathcal{D}}_T = \frac{D^- L_1 + D^+ L_2}{L_{\text{map}}}$$  \hspace{1cm} (12.110)

where the generic term $D_L$ is also known as the dispersion management map strength. It should be noted that the second-order fiber dispersion coefficient $\beta_2$ given in Eq. (3.69) (see Section 3.15) can be used to describe chromatic dispersion such that the dispersion management map strength can also be written as $-\beta_2 L$.

*Figure 12.67* A typical dispersion management map for two different single-mode fiber types and lengths
For a periodic dispersion management map the same strategy can be repeated and the mean chromatic dispersion is calculated over the average path length of the single-mode fiber; hence $D_T$ is sometimes referred to as the path average dispersion [Refs 197–199] and Eq. (12.110) can be rewritten as:

$$D_T L_{\text{map}} = -\beta_{21} L_1 - \beta_{22} L_2$$  \hspace{1cm} (12.111)

where the terms $\beta_{21}$ and $\beta_{22}$ represent the second-order dispersion coefficients for the two different fiber path lengths $L_1$ and $L_2$, respectively.

For perfect dispersion compensation the dispersion map strengths for the fiber path lengths $L_1$ and $L_2$ should cancel the negative and positive dispersion effects on each path and therefore $D_T L_{\text{map}}$ must be equal to zero; hence Eq. (12.111) becomes:

$$\beta_{21} L_1 + \beta_{22} L_2 = 0$$  \hspace{1cm} (12.112)

Dispersion management for a multiwavelength channel is illustrated in Figure 12.68 where three wavelength channels are indicated as the short, the central or the long wavelengths which are designated as channels 1, 2 and 3, respectively. A typical DCF can be used to compensate for the positive dispersion in each channel on each fiber span. In the case of a WDM system with a large number of wavelength signals, the dispersion slope becomes longer and a periodic dispersion map is usually deemed to be sufficient if the dispersion compensation is mapped for a central wavelength channel only. Furthermore, at transmission rates between 2.5 and 10 Gbit s$^{-1}$ periodic dispersion management can be used repeatedly in order to provide for longer transmission distances.

In a multiwavelength channel transmission system, if the dispersion is assumed to vary linearly with wavelength, then some dispersion always remains on the fiber link even after dispersion compensation. This remaining dispersion is known as residual dispersion. For multiwavelength channel dispersion compensation the residual dispersion depends on the

![Figure 12.68](https://example.com/image.png)

**Figure 12.68** Dispersion management diagram employing dispersion-compensating fiber (DCF) for three different wavelength channels.
variation in channel wavelength which can be calculated using the dispersion slopes given in Eq. (3.52) (see Section 3.11.2). The ratio of dispersion slope and the chromatic dispersion (i.e. \( S/D \)) is known as the relative dispersion slope (RDS) which determines the amount of dispersion compensation required to produce a zero dispersion slope for a dispersion management map period* [Ref. 194].

In multiwavelength transmission if the value of the RDS remains the same for the two single-mode fiber spans then the same dispersion management map can be repeated for the entire length of the optical link. Furthermore, when the RDS for the central wavelength remains the same as the RDS for the first wavelength, the same periodic dispersion management map can also serve for the other higher order wavelength channels present in the multiwavelength signal. However, the RDS must satisfy the dispersion slope condition for the central wavelength, \( \lambda_c \), such that [Refs 197, 198]:

\[
S_i(\lambda_c - \lambda_n) = D_{Ti}(\lambda_n - \lambda_c)
\]  

(12.113)

where the terms \( S_i \) and \( D_{Ti} \), with \( i = 1, 2, \ldots, m \), represent the dispersion slope and the amount of chromatic dispersion required to provide compensation on the transmission fiber at a particular wavelength, respectively. Equation (12.113) assumes that an optical fiber link is divided into a number of segments \( m \) where for the provision of periodic dispersion management for the entire fiber link each segment is further divided into two fiber lengths \( L_1 \) and \( L_2 \). The right hand side of Eq. (12.113) is related to dispersion slope for the central wavelength channel present in a multiwavelength channel transmission whereas the left-hand side represents the overall chromatic dispersion on the entire fiber link. Considering the three-wavelength transmission system shown in Figure 12.68, if the dispersion slopes for the first and central wavelength signals are given by \( S_1 \) and \( S_2 \) then by using Eqs (12.112) and (12.113) the dispersion management map period for the central wavelength must satisfy the condition [Ref. 197]:

\[
S_1 L_1 + S_2 L_2 = 0
\]  

(12.114)

Therefore the dispersion slope for the central wavelength is:

\[
S_2 = -S_1 \left( \frac{L_1}{L_2} \right)
\]  

(12.115)

Using Eqs (12.112) and (12.114), \( S_2 \) can be rewritten as:

\[
S_2 = -S_1 \left( \frac{L_1}{L_2} \right) = S_1 \left( \frac{\beta_{22}}{\beta_{21}} \right)
\]  

(12.116)

Equation (12.116) plays an important role in determining the value of the RDS for the central wavelength of a multiwavelength transmission system in order to determine the

* Typical SSMFs have dispersion of 17 ps nm\(^{-1}\) km\(^{-1}\) and a dispersion slope of 0.055 ps nm\(^{-2}\) km\(^{-1}\) at a wavelength of 1.55 \(\mu\)m which produces a relative dispersion slope of 0.0032 nm\(^{-1}\).
periodic dispersion management map for multiwavelength channel operation. For example, when the dispersion slope for the central wavelength given in Eq. (12.116) is satisfied for both conditions (i.e. the fiber length and the second-order dispersion coefficient), the same dispersion management map period can be used for the other channels present in the multiwavelength signal.

Example 12.21

A dispersion management map strategy to provide dispersion compensation for a DWDM single-mode fiber system operating in the wavelength region around 1.55 μm is displayed in Figure 12.69. The two path lengths \( L_1 \) and \( L_2 \) are 160 km and 20 km, respectively. Furthermore, the second-order dispersion coefficient for the latter path \( L_2 \) is 17 ps nm\(^{-1}\) km\(^{-1}\).

(a) Calculate the second-order dispersion coefficient for the first path length \( L_1 \) in order to achieve zero mean chromatic dispersion.

(b) If the dispersion slope for first fiber path \( L_1 \) is 0.075 ps nm\(^{-2}\) km\(^{-1}\) then determine the dispersion slope for the second fiber path \( L_2 \).

(c) Verify that the periodic dispersion management map will provide sufficient confidence to facilitate reliable DWDM transmission.

Solution:

(a) The second-order dispersion coefficient in order for the first path \( \beta_{21} \) to achieve zero mean chromatic dispersion can be calculated using Eq. (12.112) as:

\[
\beta_{21} = -\beta_2 \frac{L_2}{L_1}
\]

\[
\beta_{21} = -17 \times \frac{20}{160} = -2.125 \text{ ps nm}^{-1} \text{ km}^{-1}
\]

Therefore the second-order dispersion coefficient for first path is \(-2.125 \text{ ps nm}^{-1} \text{ km}^{-1}\).

(b) If \( \beta_{21} \) is 0.075 ps nm\(^{-2}\) km\(^{-1}\), then:

\[
\beta_{22} = \beta_2 \frac{L_1}{L_2} = \beta_2 \frac{160}{20} = 8 \beta_2
\]

(c) The periodic dispersion management map will provide sufficient confidence to facilitate reliable DWDM transmission.

Figure 12.69 Dispersion management map for the DWDM optical fiber system in Example 12.21
(b) The dispersion slope for the second fiber path is given by Eq. (12.115) as:

\[ S_2 = -S_1 \left( \frac{L_1}{L_2} \right) \]
\[ = -0.075 \times \frac{160}{20} \]
\[ = -0.6 \text{ ps nm}^{-2} \text{ km}^{-1} \]

Hence the chromatic dispersion slope for the second fiber path is \(-0.6 \text{ ps nm}^{-2} \text{ km}^{-1}\).

(c) For multiwavelength channel operation the periodic dispersion management map in Figure 12.69 is considered to provide confidence for the other wavelengths present in the DWDM signal if the relative dispersion slope (RDS) remains the same for the first and the central wavelengths and therefore that Eq. (12.116) is satisfied following:

\[ -S_1 \left( \frac{L_1}{L_2} \right) = S_1 \left( \frac{\beta_{22}}{\beta_{21}} \right) \]

Hence:

\[ S_1 \left( \frac{L_1}{L_2} \right) = S_1 \left( \frac{\beta_{22}}{\beta_{21}} \right) = 0 \]
\[ \quad = 0.075 \times \left( \frac{160}{20} \right) + 0.075 \times \left( \frac{17 \times 0.075}{-2.125} \right) \]
\[ \quad = 0.6 - 0.6 \]
\[ \quad = 0 \]

This outcome indicates that the RDS remains the same for the dispersion management map for the first and the central wavelengths present in the multiwavelength channel. Therefore the same dispersion management map can be repeated with confidence periodically over the entire optical fiber link to provide reliable dispersion management for the other wavelengths present in the DWDM signal.

### 12.12 Soliton systems

Solitons are nonlinear optical pulses (see Section 3.15) which have the potential to support very high optical transmission rates of many terabits per second over long distances. Figure 12.70 shows a block schematic for an optical fiber soliton transmission system. The major element in the transmitter section is a return-to-zero pulse generator. A simple
approach to generate RZ pulses is to employ an optical modulator and an NRZ-to-RZ converter which is driven by a DFB laser source. In this case a Mach–Zehnder modulator is used to modulate the NRZ data at the desired transmission rate (i.e. in the range 2.5 to 40 Gbit s⁻¹). Instead of using a single NRZ data stream, however, it is useful to modulate an optical NRZ signal incorporating several multiplexed NRZ data streams before the conversion into RZ pulses takes place. At the receiving end the incoming signal requires conversion back from RZ to NRZ and then finally a demultiplexer separates the specific NRZ data for each channel.

The generation of optical soliton pulses is crucial to achieve soliton transmission where the transmitter is required to produce ultrafast RZ pulses. Ideally, an RZ pulse source can be realized using an RZ laser source such as a mode-locked fiber ring laser [Refs 54, 199]. In practice such laser sources are difficult to realize since they are required to maintain a fixed frequency during the generation of ultrafast RZ pulses. An alternative practical RZ pulse generation scheme utilizing a similar concept to the above is illustrated in Figure 12.71 [Ref. 200]. A CW laser source generates an optical signal which is passed through the phase modulator driven by the encoded NRZ data signal as depicted in
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Figure 12.70 Block schematic of an optical fiber soliton transmission system

![Figure 12.71](image2.png)

Figure 12.71 Generation of soliton RZ pulses using a delay line interferometer: (a) block schematic showing the NRZ-to-RZ conversion; (b) timing diagram for the four stages to produce the RZ pulses
Figure 12.71(a). The device exhibits a change in its logic level for each logical 1 bit to be sent, NRZ encoding being achieved entirely in the digital domain which can be accomplished using a digital optical gate (see Section 11.6.2). The following optical delay line interferometer is adjusted for constructive interference where it converts the NRZ phase modulation into RZ pulses with a width corresponding to the optical delay. The corresponding main four operational stages involved in this scheme are displayed in the timing diagram of Figure 12.71(b). Initially, an ideal binary on/off signal to be transmitted in RZ format is shown as the topmost waveform in Figure 12.71(b). Underneath this waveform are the encoded version of NRZ signal and the phases of the two interfering signals at the output of the interferometer indicated with solid and dashed lines, respectively. Finally, the bottom waveform depicts the phase difference $\Delta \phi$ between the two interferometer arms giving rise to an RZ pulse with a complex envelope of amplitude $|e(t)|^2$.

In theory, when a single soliton pulse is propagating over a long transmission distance, the pulse amplitude and timing are maintained since pulse propagation takes place within a bit pattern without any changes in its parameters. Furthermore, a single pulse travels without emitting any energy due to the exact balance between Kerr nonlinearity and the second-order nonlinear dispersion coefficient of the fiber (see Section 3.15). In practice, however, certain physical processes (i.e. amplifier noise and chromatic dispersion) can remove this balance resulting in deterioration of the bit pattern when several soliton pulses are propagating closely following each other. In such cases it is important to maintain a safe distance between two consecutive soliton pulses to avoid any destructive interaction which may cause one pulse to shed its energy to another pulse producing destructive interference and the phenomenon known as soliton interaction (see Section 3.15).

The distance between two interacting soliton pulses is commonly referred to as the strength of interaction [Ref. 201]. Figure 12.72 depicts the propagation of soliton pulses where they are shown both maintaining a safe distance and interacting with each other. The case where each soliton pulse occupies a small fraction of the bit period in order to maintain a safe distance between neighboring pulses is shown in Figure 12.72(a). The parameter $T_0$ represents the duration of the bit period and $\tau$ is the soliton pulse width. It should be noted, however, that even though solitons are ultrashort pulses of picosecond pulsewidth, they have a substantial separation requirement (which may be three or four times wider than for nonsoliton optical fiber systems) to maintain a noninteracting safe distance. Hence avoidance of interaction necessitates a large-bandwidth capacity and therefore this factor can impose a severe limitation on the transmission bit rate of soliton optical communication systems.

In an ideal situation optical soliton pulses collide with each other and their interaction strength depends on the relative phase difference between the interacting solitons such that in-phase pulses attract each other and out-of-phase pulses repel each other, whereas when the phase difference is $\pi/2$ the soliton pulses do not interact with each other [Ref. 201]. Moreover, a small-angle collision between optical solitons in their interaction can result in a deflection similar to the collisions of two pool balls while a large-angle collision results in the two solitons passing through each other with both, however, incurring a small spatial phase shift after the collision [Ref. 202]. This phase shift is due to the difference in the velocities of interacting soliton pulses. Figure 12.72(b) illustrates a collision leading to an interaction between two 180° out-of-phase optical soliton pulses where the two pulse
envelopes overlap and separate from each other (i.e. passing through) with the solitons retaining their original shapes and velocities as prior to the collision.

The pulse width, however, of a single soliton remains unaffected by fiber dispersion even if it travels longer distances. The same is true for a train of soliton pulses provided that each pulse is well separated from the adjacent pulses as shown in Figure 12.72(c) where four in-phase pulses are propagating and each pulse is separated by a distance of around four times its pulse width. In this situation it can be observed that the solitons maintain their different relative amplitudes (i.e. 2.0, 1.5, 1.0 and 0.5) without any destructive interaction or collision [Ref. 203].

Optical fiber soliton transmission systems can be single-wavelength or multiwavelength channel. In a single-wavelength channel system only one transmitter is used to launch the RZ pulses onto the optical fiber. Multiwavelength-channel optical soliton systems, however, employ several transmitters simultaneously where the data is multiplexed using WDM (see Section 12.9.4). Although a tunable RZ laser source could provide a multiwavelength-channel optical soliton system, it is difficult to realize such a

Figure 12.72 Propagation of return-to-zero optical soliton pulses: (a) soliton bit stream; (b) collision of two solitons; (c) four stable solitons at safe separation distances
source to operate at the ultra-high frequencies needed to maintain the necessary narrow pulse widths.

It should be noted that long-haul optical soliton systems using a signal wavelength of 1.55 μm operating at transmission rates of 2.5 to 10 Gbit s$^{-1}$ require repetition rates of 2.5 to 10.0 GHz necessitating pulse widths of 20 to 80 ps. Moreover, femtosecond pulse sources are required for the operation at transmission rates around 40 Gbit s$^{-1}$ where the smallest frequency variation will incur a change in the shape of the pulse and the pulse width [Ref. 204]. In practice, however, it is difficult to realize such ideal optical sources since semiconductor optical laser devices are temperature dependent and their wavelength drifts slightly from its center wavelength with a variation in temperature [Ref. 199]. Furthermore, the ability to generate accurate ultrashort pulses declines with increasing transmission rate. For these reasons, at high transmission rates over long distances optical soliton pulses suffer from fiber attenuation and dispersive effects creating a low SNR which therefore necessitates both optical amplification and dispersion compensation. For example, in an experimental demonstration of an optical fiber soliton system operating at a transmission rate of 40 Gbit s$^{-1}$ a series of optical amplifiers were used to support a transmission distance of more than 10,000 km [Ref. 205]. Furthermore, dispersion management (see Section 12.11) was also required to facilitate the operation of this system.

Optical fiber soliton systems which employ schemes to manage dispersion on the fiber between equal (or unequal) amplifier spacing (i.e. distance between two optical amplifiers) are known as dispersion-managed soliton (DMS) systems [Ref. 206]. As indicated previously, at higher transmission rates (i.e. greater than 20 Gbit s$^{-1}$) the soliton pulse-width requirement becomes very small (i.e. 5 to 10 ps) and increasing fiber transmission distance introduces attenuation and dispersive effects which will also be magnified by the amplifier. If the distance between two amplifiers is large, then it is necessary to take account of amplifier spacing in the dispersion management scheme. Such an approach is referred to as dense-dispersion management, which is depicted by a small dispersion management map period, and has been widely used in dispersion management schemes for experimental long-haul DWDM soliton transmission systems [Ref. 205].

The transmission bit rate of a soliton communication system is dependent on mainly two factors: namely, the soliton pulse width $\tau$ and the duration of the bit period $T_0$. Hence considering Figure 12.72(a) the maximum allowable transmission bit rate $B_T$ for soliton pulses* can be written as [Ref. 197]:

$$B_T = \frac{1}{T_0} = \frac{1}{2q_\tau \tau} \quad (12.117)$$

where the term:

* It should be noted that the transmission bit rate provided in Eq. (12.117) is applicable to only soliton pulse propagation where the pulse width $\tau$ and thus the bit period $T_0$ remain the same even after traveling long distances; hence, $B_T = 1/T_0$, whereas the transmission bit rate for the ordinary non-soliton pulse propagation is given by Eq. (3.10) which allows for chromatic dispersion causing pulse-width broadening in single-mode fiber (see Section 3.8).
is a dimensionless parameter (usually stated in normalized units) that determines the pulse separation and provides the value of the separation required between adjacent soliton pulses to avoid interaction. Therefore the ratio \( T_0/\tau \) determines the nature of the nonlinear propagation for soliton pulses. For example, higher interaction strength between soliton pulses is obtained when its value falls within the region of \( 0 < T_0/\tau < 1 \) and the interaction reaches its maximum value for \( T_0/\tau = 1 \). The interaction between two neighboring solitons, however, decreases when \( T_0/\tau > 1 \). Hence, as a rule of thumb a value for \( T_0/\tau \) in the range 6 to 8 is considered satisfactory to ensure a safe distance between neighboring soliton pulses [Ref. 197].

The pulse width of a soliton is characterized by the second-order dispersion coefficient \( \beta_2 \) in relation to the dispersion length \( L_D \) which is the length of single-mode optical fiber over which the pulse width of the soliton is broadened significantly due to dispersion effects* [Refs 198, 207, 208] following:

\[
L_D = \frac{\tau^2}{|\beta_2|} \quad (12.118)
\]

Therefore:

\[
\tau = \sqrt{|\beta_2|L_D} \quad (12.119)
\]

Assuming a soliton propagation condition where optical amplifiers are placed at a separation distance of 40 to 50 km such that the optical amplifier spacing \( L_A \) is smaller than the overall dispersion length (i.e. \( L_A \ll L_D \)), then Eq. (12.119) can be expressed as:

\[
\tau \gg \sqrt{|\beta_2|L_A} \quad (12.120)
\]

Using Eqs (12.117) and (12.120), the transmission bit rate for soliton propagation when the amplifier spacing is smaller than the dispersion length (i.e. \( L_A \ll L_D \)) is:

\[
B_T \ll \frac{1}{2q_0} \frac{1}{\sqrt{|\beta_2|L_A}} \quad (12.121)
\]

This expression indicates that when the amplifier spacing is smaller than the dispersion length it imposes severe limitations on both the transmission bit rate and the amplifier spacing in relation to large dispersion length (i.e. \( L_D \gg L_A \)). Therefore, in the situation where the typical amplifier spacing is between 40 and 50 km, the maximum achievable transmission bit rates for the optical fiber soliton system can be 20 Gbit s\(^{-1}\).

* The dispersion length is a characteristic fiber length at which a pulse broadens by a factor of the square root of 2.
Example 12.22

An optical fiber soliton transmission system has an amplifier spacing of 50 km that is significantly smaller than the fiber dispersion length. In addition, the RZ pulse width is 6 ps with a bit period of 70 ps. If the second-order dispersion coefficient is $-0.5 \text{ ps}^2 \text{ km}^{-1}$ determine: (a) the separation for the soliton pulses to avoid interaction; (b) the transmission bit rate of the optical soliton communication system.

Solution: (a) The separation of the soliton pulses $q_0$ over a bit period length can be calculated from Eq. (12.117) as:

$$q_0 = \frac{1}{2} \left( \frac{T_0}{\tau} \right)$$

$$= \frac{1}{2} \left( \frac{70 \times 10^{-12}}{6 \times 10^{-12}} \right)$$

$$= 5.8$$

Therefore a separation of 5.8 is required to avoid interaction of the soliton pulses.

(b) The transmission bit rate of the optical soliton communication system where the distance between optical amplifiers is smaller than the dispersion length ($L_A \ll L_D$) is given by expression (12.121) as:

$$B_T \ll \frac{1}{2q_0 \sqrt{|\beta_2|L_A}}$$

Therefore:

$$B_T \ll \frac{1}{2 \times 5.8 \sqrt{(-50 \times 10^{-12} \times 10^{-12} \times 10^{-3})(50 \times 10^3)}}$$

$$\ll 17.24 \times 10^9$$

Hence the maximum bit rate will be much less than 17.2 Gbit s$^{-1}$ for soliton transmission with the optical amplifiers placed at an interval of 50 km. In practice a suitable transmission rate would be around 10 Gbit s$^{-1}$.

A although optical solitons can be considered stable pulses, their signal power and pulse width do not remain the same when traveling at high transmission bit rates [Ref. 197]. In such cases, when the optical amplifier spacing is greater than the dispersion length (i.e. $L_A \gg L_D$) the main factor affecting the pulse width and signal power is the attenuation in the fiber. Therefore, combining fiber attenuation coefficient $\alpha$ (see Section 10.2) with the dispersion length (i.e. to give $\alpha L_D$) describes the propagation of such soliton pulses more...
accurately. In this case each soliton pulse preserves its soliton nature after traveling a long distance maintaining its peak power and pulse width. There are three possible conditions for the propagation of optical pulse: \( \alpha L_D = 1, \alpha L_D \gg 1 \) and \( \alpha L_D \ll 1 \). When the values of \( \alpha L_D \) are equal to or greater than unity, it indicates large fiber attenuation and the optical pulses cannot maintain their soliton nature. However, when \( \alpha L_D \) is less than unity they do preserve their soliton nature \([\text{Ref. 198}].\) Hence for the condition \( \alpha L_D \ll 1 \), Eq. (12.118) can be rewritten as:

\[
\alpha L_D \ll \frac{\alpha \tau^2}{|\beta_2|} \ll 1
\]  

(12.122)

Therefore:

\[
\tau \ll \sqrt{|\beta_2|} \sqrt{\alpha}
\]

(12.123)

Combining Eqs (12.11) and (12.123), the maximum achievable transmission bit rate is given by:

\[
B_T \gg \frac{1}{2q_0} \sqrt{\frac{\alpha}{|\beta_2|}}
\]

(12.124)

This expression implies that high transmission rates (e.g. greater than 40 Gbit s\(^{-1}\)) for ultrashort optical solitons can be supported subject to the condition \( L_A \gg L_D \) which thus requires the deployment of optical amplifiers at separation distances typically greater than 100 km.

**Example 12.23**

An ultrashort pulse optical fiber soliton system for long-haul transmission has a dispersion length much smaller than the optical amplifier spacing. The second-order dispersion coefficient is \(-0.125\) ps\(^2\) km\(^{-1}\) and the attenuation coefficient is \(0.2\) dB km\(^{-1}\). When the soliton pulse width is 4 ps with a bit period of 40 ps, determine the maximum transmission bit rate for the system.

Solution: The bit rate of an ultrashort optical soliton communication system where the dispersion length is much smaller than the amplifier spacing (i.e. \( L_D \ll L_A \)) is given by expression (12.124) as:

\[
B_T \gg \frac{1}{2q_0} \sqrt{\frac{\alpha}{|\beta_2|}}
\]

where the value of the dimensionless parameter \( q_0 \) can be obtained from Eq. (12.117) following:
Optical amplifiers in soliton systems also contribute towards the amplitude fluctuation in the form of amplified spontaneous emission (ASE) noise (see Section 10.3.2). Furthermore, ASE noise variations accompanied by dispersion on the fiber gives rise to jitter in the pulse arrival times known as Gordon–Haus jitter (see Section 3.15) [Ref. 207]. ASE noise and Gordon–Haus jitter are two significant phenomena that also impose limitations on the maximum permissible transmission distance for an optical soliton transmission system. The limitations of Gordon–Haus jitter in relation to ASE noise with increasing optical signal power contained in transmitted soliton pulses are indicated in Figure 12.73.

As a result of the additive nature of the ASE noise from the amplifiers, a large SNR is required to differentiate binary zeros from ones necessitating an increasing optical signal power for longer transmission distances. However, at such transmission distances the Gordon–Haus effect dominates, which may cause bit errors due to random displacements of pulses ending up in neighboring time slots. A balance between the effect of ASE noise and Gordon–Haus jitter is therefore required to enable successful optical soliton system operation and this aspect is identified as the shaded area in Figure 12.73 [Ref. 208]. This shaded area depicts the acceptable range of values for the ASE noise and the Gordon–Haus jitter with increasing optical signal power which will permit low bit-error-rate transmission. In WDM soliton systems the above noise sources result in interchannel nonlinear crosstalk caused by both the four-wave-mixing (FWM) and cross-phase modulation (XPM) processes (see Section 3.14). Although adverse effects of FWM which generally leads to the amplitude fluctuation of the optical soliton pulses can be reduced by dispersion management, XPM sets the limit on the overall transmission distance and also the minimum channel spacing for WDM soliton systems. The use of in-line modulation or

\[
q_0 = \frac{1}{2} \left( \frac{T_0}{\tau} \right) \\
= \frac{1}{2} \left( \frac{4 \times 10^{-12}}{4 \times 10^{-12}} \right) \\
= 5.0
\]

Therefore:

\[
B_T \gg \frac{1}{2 \times 5.0} \sqrt{\frac{0.2 \times 10^{-3}}{-1.25 \times 10^{-12} \times 10^{-12} \times 10^{-3}}}
\]

\[
\gg 4 \times 10^{10} \text{ bit s}^{-1}
\]

Therefore the maximum bit rate of the ultrashort pulse optical soliton system can be significantly greater than 40 Gbit s\(^{-1}\).
synchronous modulation schemes [Ref. 209] can, however, reduce these unwanted noise sources and very long transmission distances (i.e. greater than 10 000 km) have been successfully demonstrated employing such optical modulation techniques [Ref. 184].

As the optical soliton interaction depends on both the dispersion and the polarization properties of the fiber, however, these factors impose serious limitations with increasing transmission rates and distances. Almost all the transmission demonstrations at higher rates have been required to overcome polarization mode dispersion effects (see Section 3.13.2) [Refs 210, 211]. Furthermore, as the number of channels increases in WDM soliton systems and hence the channel spacing reduces (see Section 12.9.4), the inter-channel interaction becomes stronger and consequently degrades the system performance. Nevertheless, frequency guiding and sliding filters have been used to overcome these drawbacks [Refs 201, 212]. In these filter types the central frequency is gradually shifted along the length of the transmission fiber. For example, in a series of optical filters the transmission peak of each guiding filter is gradually shifted in frequency with respect to the peak frequency of the previous filter such that the center frequency slides gradually relative to the transmission distance [Ref. 212]. Furthermore, low bit-error-rate transmission at 10 Gbit s\(^{-1}\) over 40 000 km and 20 Gbit s\(^{-1}\) over 14 000 km has been successfully demonstrated using this frequency guiding and sliding filter approach [Ref. 201].

For long-haul DWDM soliton systems operating at higher transmission rates (i.e. above 40 Gbit s\(^{-1}\)) more complex dispersion management schemes are usually required which involve a rigorous computation to determine the required amount of dispersion compensation for unequal amplifying spans. Moreover, there have been several successful field trials of such transmission systems [Refs 196, 214–216]. Multiwavelength-channel optical soliton systems have also been demonstrated to provide high overall transmission rates [Refs 216–218]. For example, a 16-channel DWDM soliton system with each channel operating at a bit rate of 40 Gbit s\(^{-1}\) and a separation of 100 GHz successfully transmitted a total capacity of 640 Gbit s\(^{-1}\) over a distance of 1000 km [Ref. 217].
12.1 Discuss the major considerations in the design of digital drive circuits for:
(a) an LED source;
(b) an injection laser source.
Illustrate your answer with an example of a drive circuit for each source.

12.2 Outline, with the aid of suitable diagrams, possible techniques for:
(a) the linearization of LED transmitters;
(b) the maintenance of constant optical output power from an injection laser transmitter.

12.3 Discuss, with the aid of a block diagram, the function of the major elements of an optical fiber receiver. In addition, describe possible techniques for automatic gain control in a PD receiver.

12.4 Equalization within an optical receiver may be provided using the simple frequency ‘rollup’ circuit shown in Figure 12.74(a). The normalized frequency response for this circuit is illustrated in Figure 12.74(b).

The amplifier indicated in Figure 12.74(a) presents a load of 5 kΩ to the photodetector and together with the photodetector gives a total capacitance of 5 pF. However, the desired response from the amplifier–equalizer configuration has an upper 3 dB point or corner frequency at 30 MHz. Assuming $R_2$ is fixed at 100 Ω, determine the required values for $C_1$ and $R_1$ in order to obtain such a response.

12.5 Describe the conversion of an analog signal into a pulse code modulated waveform for transmission on a digital optical fiber link. Furthermore, indicate how several signals may be multiplexed onto a single fiber link.

A speech signal is sampled at 8 kHz and encoded using a 256-level binary code. What is the minimum transmission rate for this single pulse code modulated speech signal? Comment on the result.

12.6 A 1.5 MHz information signal with a dynamic range of 64 mV is sampled, quantized and encoded using a direct binary code. The quantization is linear with 512 levels. Determine:
(a) the maximum possible bit duration;
(b) the amplitude of one quantization level.

![Figure 12.74](image-url) The equalizer of Problem 12.4: (a) the frequency ‘rollup’ circuit; (b) the spectral transfer characteristic for the circuit
12.7 Describe, with the aid of a suitable block diagram, the operation of an optical fiber optoelectronic regenerative repeater. Indicate reasons for the occurrence of bit errors in the regeneration process and outline a technique for establishing the quality of the channel.

12.8 Twenty-four 4 kHz speech channels are sampled, quantized, encoded and then time division multiplexed for transmission as binary PCM on a digital optical fiber link. The quantizer is linear with 0.5 mV steps over a dynamic range of 2.048 V.

Calculate:
(a) the frame length of the PCM transmission, assuming an additional channel time slot is used for signaling and synchronization;
(b) the required channel bandwidth assuming NRZ pulses.

12.9 Develop a relationship between the error probability and the received SNR (peak signal power to rms noise power ratio) for a baseband binary optical fiber system. It may be assumed that the numbers of ones and zeros are equiprobable and that the decision threshold is set midway between the one and zero level.

The electrical SNR (defined as above) at the digital optical receiver is 20.4 dB.

Determine:
(a) the optical SNR;
(b) the BER.

It may be assumed that erfc(3.71) = 1.7 x 10^-7.

12.10 The error function (erf) is defined in the text by Eq. (12.16). However, an error function also used in communications is defined as:

\[ \text{Erf}(u) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{u} \exp(-x^2/2) \, dx \]

where a capital E is used to denote this form of the error function. The corresponding complementary error function is:

\[ \text{Erfc}(u) = 1 - \text{Erf}(u) = \frac{1}{\sqrt{2\pi}} \int_{u}^{\infty} \exp(-x^2/2) \, dx \]

This complementary error function is also designated as Q(u) in certain texts. Use of Erfc(u) or Q(u) is sometimes considered more convenient within communication systems.

Develop a relationship for erf(u) in terms of Erfc(u). Hence, obtain an expression for the error probability P(e) as a function of the Erfc for a binary digital optical fiber system where the decision threshold is set midway between the one and zero levels and the numbers of transmitted ones and zeros are equiprobable.

In addition, given that Erfc(4.75) = 1 x 10^-6, estimate the required peak signal power to rms noise power ratios (both optical and electrical) at the receiver of such a system in order to maintain a BER of 10^-6.

12.11 Show that Eq. (9.27) reduces to Eq. (12.28). Hence determine F(M) when \( k = 0.3 \) and \( M = 20 \).
A silicon APD detector is utilized in a baseband binary PCM receiver where the decision threshold is set midway between the one and zero signal level. The device has a quantum efficiency of 70% and a ratio of carrier ionization rates of 0.05. In operation the APD has a multiplication factor of 65. Assuming a raised cosine signal spectrum and a zero disparity code, and given that erfc(4.47) ≈ 2 × 10⁻¹⁰:

(a) estimate the number of photons required at the receiver to register a binary 1 with a BER of 10⁻¹⁰;
(b) calculate the required incident optical power at the receiver when the system is operating at a wavelength of 0.9 μm and a transmission rate of 34 Mbit s⁻¹;
(c) indicate how the value obtained in (b) should be modified to compensate for a 3B4B line code.

A p–i–n photodiode receiver requires 2 × 10⁴ incident photons in order to register a binary 1 with a BER of 10⁻⁹. The device has a quantum efficiency of 65%. Estimate in decibels the additional signal level required in excess of the quantum limit for this photodiode to maintain a BER of 10⁻⁹.

An optical fiber system employs an LED transmitter which launches an average of 300 μW of optical power at a wavelength of 0.8 μm into the optical fiber cable. The cable has an overall attenuation (including joints) of 4 dB km⁻¹. The APD receiver requires 1200 incident photons in order to register a binary 1 with a BER of 10⁻¹⁰. Determine the maximum transmission distance (without repeaters) provided by the system when the transmission rate is 1 Mbit s⁻¹ and 1 Gbit s⁻¹ such that a BER of 10⁻¹⁰ is maintained.

Hence sketch a graph showing the attenuation limit on transmission distance against the transmission rate for the system.

An optical fiber system uses fiber cable which exhibits a loss of 7 dB km⁻¹. Average splice losses for the system are 1.5 dB km⁻¹, and connector losses at the source and detector are 4 dB each. After safety margins have been allowed, the total permitted channel loss is 37 dB. Assuming the link to be attenuation limited, determine the maximum possible transmission distance without a repeater.

Assuming a linear increase in pulse broadening with fiber length, show that the transmission rate \( B_T(DL) \) at which a digital optical fiber system becomes dispersion limited is given by:

\[
B_T(DL) = \frac{1}{5\sigma_r(km) 10 \log_{10}(P_o/P_i)}(\alpha_{ib} + \alpha_j)
\]

where \( \sigma_r(km) \) is the total rms pulse broadening per kilometer on the link (hint: refer to Eqs (3.3) and (3.11)).

(a) A digital optical fiber system using an injection laser source displays rms pulse broadening of 1 ns km⁻¹. The fiber cable has an attenuation of 3.5 dB km⁻¹ and joint losses average out to 1 dB km⁻¹. Estimate the transmission rate at the dispersion limit when the difference in optical power levels between the input and output is 40 dB.
(b) Calculate the dispersion-limited transmission distance for the system described in (a) when the transmission rates are 1 Mbit s$^{-1}$ and 1 Gbit s$^{-1}$. Hence sketch a graph showing the dispersion limit on transmission distance against the transmission rate for the system.

12.17 The digital optical fiber system described in Problem 12.16(a) has a transmission rate of 50 Mbit s$^{-1}$ and operates over a distance of 12 km without repeaters. Assuming Gaussian-shaped pulses, calculate the dispersion–equalization penalty exhibited by the system for the cases when:
(a) there is no mode coupling; and
(b) there is mode coupling.

12.18 A digital optical fiber system uses an RZ pulse format. Show that the maximum bit rate for the system $B_T(\text{max})$ may be estimated using the expression:

$$B_T(\text{max}) = \frac{0.35}{T_{\text{sys}}}$$

where $T_{\text{sys}}$ is the total system rise time. Comment on the possible use of the factor 0.44 in place of 0.35 in the above relationship.

An optical fiber link is required to operate over a distance of 10 km without repeaters. The fiber available exhibits a rise time due to intermodal dispersion of 0.7 ns km$^{-1}$, and a rise time due to intramodal dispersion of 0.2 ns km$^{-1}$. In addition, the APD detector has a rise time of 1 ns. Estimate the maximum rise time allowable for the source in order for the link to be successfully operated at a transmission rate of 40 Mbit s$^{-1}$ using an RZ pulse format.

12.19 An edge-emitting LED operating at a wavelength of 1.3 μm launches $-22$ dBm of optical power into a single-mode fiber pigtail. The pigtail is connected to a single-mode fiber link which exhibits an attenuation of 0.4 dB km$^{-1}$ at this wavelength. In addition, the splice losses on the link provide an average loss of 0.05 dB km$^{-1}$. The transmission rate of the system is 280 Mbit s$^{-1}$ so that the sensitivity of the p–i–n photodiode receiver is $-35$ dBm. Penalties on the link require an allowance of 1.5 dB and a safety margin of 6 dB is also specified. If the connector losses at the LED transmitter and p–i–n photodiode receiver are each 1 dB, calculate the unrepeated distance over which the link will operate.

12.20 A digital single-mode optical fiber system is designed for operation at a wavelength of 1.5 μm and a transmission rate of 560 Mbit s$^{-1}$ over a distance of 50 km without repeaters. The single-mode injection laser is capable of launching a mean optical power of $-13$ dBm into the fiber cable which exhibits a loss of 0.25 dB km$^{-1}$. In addition, average splice losses are 0.1 dB at 1 km intervals. The connector loss at the receiver is 0.5 dB and the receiver sensitivity is $-39$ dBm. Finally, an extinction ratio penalty of 1 dB is predicted for the system. Perform an optical power budget for the system and determine the safety margin.

12.21 Briefly discuss the reasons for the use of block codes in digital optical fiber transmission. Indicate the advantages and drawbacks when a 5B6B code is employed.
12.22 A D–IM analog optical fiber system utilizes a p–i–n photodiode receiver. Derive an expression for the rms signal power to rms noise power ratio in the quantum limit for this system.

The p–i–n photodiode in the above system has a responsivity of 0.5 at the operating wavelength of 0.85 μm. Furthermore, the system has a modulation index of 0.4 and transmits over a bandwidth of 5 MHz. Sketch a graph of the quantum-limited receiver sensitivity against the received SNR (rms signal power to rms noise power) for the system over the range 30 to 60 dB. It may be assumed that the photodiode dark current is negligible.

12.23 In practice, the analog optical fiber receiver of Problem 12.22 is found to be thermal noise limited. The mean square thermal noise current for the receiver is $2 \times 10^{-23} \text{ A}^2 \text{ Hz}^{-1}$. Determine the peak-to-peak signal power to rms noise power ratio at the receiver when the average incident optical power is −17.5 dBm.

12.24 An analog optical fiber system has a modulation bandwidth of 40 MHz and a modulation index of 0.6. The system utilizes an APD receiver with a responsivity of 0.7 and is quantum noise limited. An SNR (rms signal power to rms noise power) of 35 dB is obtained when the incident optical power at the receiver is −30 dBm. Assuming the detector dark current may be neglected, determine the excess avalanche noise factor at the receiver.

12.25 A simple analog optical fiber link operates over a distance of 15 m. The transmitter comprises an LED source which emits an average of 1 mW of optical power into air when the drive current is 40 mA. Plastic fiber cable with an attenuation of 500 dB km$^{-1}$ at the transmission wavelength is utilized. The minimum optical power level required at the receiver for satisfactory operation of the system is 5 μW. The coupling losses at the transmitter and receiver are 8 and 2 dB respectively. In addition, a safety margin of 4 dB is necessary. Calculate the minimum LED drive current required to maintain satisfactory system operation.

12.26 An analog optical fiber system employs an LED which emits 3 dBm mean optical power into air. However, a coupling loss of 17.5 dB is encountered when launching into a fiber cable. The fiber cable which extends for 6 km without repeaters exhibits a loss of 5 dB km$^{-1}$. It is spliced every 1.5 km with an average loss of 1.1 dB per splice. In addition, there is a connector loss at the receiver of 0.8 dB. The PIN–FET receiver has a sensitivity of −54 dBm at the operating bandwidth of the system. Assuming there is no dispersion–equalization penalty, perform an optical power budget for the system and establish a safety margin.

12.27 Indicate the techniques which may be used for analog optical fiber transmission where an electrical subcarrier is employed. Illustrate your answer with a system block diagram showing the multiplexing of several signals onto a single analog optical fiber link.

12.28 Subcarrier amplitude modulation (AM–IM) is employed on the RF carriers of an analog optical fiber system. When a large number of the RF subcarriers, each with random phases, are frequency division multiplexed, they add on a power basis so that the optical modulation index $m$ is related to the per-channel modulation index $m_k$ by:
where $N$ equals the number of channels. An FDM signal incorporates 80 AM sub-carriers. When 40 of these signals have a per-channel modulation index of 2%, 20 signals have a 3% and the other 20 signals a 4% per-channel modulation index, calculate the optical modulation index of the transmitter.

12.29 A narrowband FM–IM optical signal has a maximum frequency deviation of 120 kHz when the frequency deviation ratio is 0.2. Compare the post-detection SNR of this signal with that of a DSB–IM optical signal having the same modulating signal power, bandwidth, detector photocurrent and noise. Also estimate the bandwidth of the FM–IM signal. Comment on both results.

12.30 A frequency division multiplexed optical fiber system uses FM–IM. It has 50 equal amplitude voice channels each bandlimited to 3.5 kHz. A 1 kHz guard band is provided between the channels and below the first channel. The peak frequency deviation for the system is 1.35 MHz. Determine the transmission bandwidth for this FDM system.

12.31 An FM–IM system utilizes pre-emphasis and de-emphasis to enhance its performance in noise [Ref. 84]. The de-emphasis filter is a first-order RC low-pass filter placed at the demodulator to reduce the total noise power. This filter may be assumed to have an amplitude response $H_{de}(\omega)$ given by:

$$|H_{de}(\omega)| = \frac{1}{1 + (\omega/\omega_c)^{2}}.$$ 

where $\omega_c = 2\pi f_c = 1/RC$.

The SNR improvement over FM–IM without pre-emphasis and de-emphasis is given by:

$$\frac{(S/N)_{de \text{ Improvement}}}{} = \frac{1}{3} \left( \frac{B_a}{f_c} \right)^2$$

where $B_a$ is the bandwidth of the baseband signal and $f_c \ll B_a$.

(a) Write down an expression for the amplitude response of the pre-emphasis filter so that there is no overall signal distortion.

(b) Deduce an expression for the post-detection SNR improvement in decibels for the FM–IM system with pre-emphasis and de-emphasis over a D–IM system operating under the same conditions of modulating signal power and bandwidth, photocurrent and noise. It may be assumed that $f_c \ll B_a$.

(c) A baseband signal with a bandwidth of 300 kHz is transmitted using the FM–IM system with pre-emphasis and de-emphasis. The maximum frequency deviation for the system is 4 MHz. In addition the de-emphasis filter comprises a 500 $\Omega$ resistor and a 0.1 $\mu$F capacitor. Determine the post-detection SNR improvement for this system over a D–IM system operating...
under the same conditions of modulating signal power and bandwidth, photocurrent and noise.

12.32 A PM–IM optical fiber system operating above threshold has a frequency deviation ratio of 15 and a transmission bandwidth of 640 kHz.
(a) Estimate the bandwidth of the baseband message signal.
(b) Compute the post-detection SNR improvement for the system over a D–IM system operating with the same modulating signal power and bandwidth, detector photocurrent and noise.

12.33 Discuss the advantages and drawbacks of the various pulse analog techniques for optical fiber transmission. Describe the operation of a PFM–IM optical fiber system employing regenerative baseband recovery.

12.34 An optical fiber PFM–IM system uses regenerative baseband recovery. The optical receiver which incorporates a p-i-n photodiode has an optimized bandwidth of 125 MHz. The other system parameters are:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal pulse rate</td>
<td>35 MHz</td>
</tr>
<tr>
<td>Peak-to-peak frequency deviation</td>
<td>8 MHz</td>
</tr>
<tr>
<td>p-i-n photodiode responsivity</td>
<td>0.6 A W⁻¹</td>
</tr>
<tr>
<td>Baseband noise bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Receiver mean square noise current</td>
<td>3 × 10⁻²⁵ A² Hz⁻¹</td>
</tr>
</tbody>
</table>

(a) Calculate the peak level of incident optical power necessary at the receiver to maintain a peak-to-peak signal power to rms noise power ratio of 60 dB.
(b) The source and detector have rise times of 3.5 and 5.0 ns respectively. Estimate the maximum permissible total rise time for the fiber cable utilized in the system such that satisfactory operation is maintained. Comment on the value obtained.

12.35 Considering the bus and star distribution systems of Example 12.18, compare the losses associated with the addition of an extra node when the original number of nodes is 12. How does this alter if the connector losses increase to 1.5 dB and the distance between the nodes on the bus/combined length of two arms from the star hub increases to 400 m? Comment on the results.

12.36 An optical fiber data bus is to be implemented to interconnect nine stations, each separated by 50 m. Multimode fiber cable with an attenuation of 3 dB km⁻¹ is to be used along with LED transmitters which launch 200 μW of optical power into their fiber pigtails. The PIN–FET hybrid receivers have a sensitivity of −50 dBm at the desired BER, while the connector losses are 1.1 dB each. The access couplers to be used have a tap ratio or power tap-off factor of 8% together with an insertion loss of 0.9 dB. Finally, the beam splitter can be assumed to have a loss of 3 dB. Determine the safety margin for the system when considering the highest loss terminal interconnection path.

12.37 Repeat Problem 12.36 when considering a 30-terminal star distribution network where the combined distance in the two fiber cable arms is 200 m and the excess loss of the star coupler hub is 3.4 dB. Comment on the result.
12.38 Compare and contrast the merits and drawbacks associated with the major multiplexing techniques discussed in Section 12.9. Discuss the strategies for combining two of the techniques in order to provide increased information transfer.

12.39 Describe, with the aid of simple sketches, the ways in which optical amplifiers may be configured on long-haul telecommunication links in order to provide both bidirectional and multichannel optical transmission.
   Suggest how optical amplifiers might be incorporated into optical fiber distribution systems to facilitate the interconnection of a larger number of nodes.

12.40 It is desired to obtain the maximum signal-to-noise ratio on a single-mode fiber communication link incorporating cascaded traveling-wave SOAs. If only noise considerations are taken into account, determine the optimum length between the amplifier repeaters when the system is operating at:
   (a) a wavelength of 1.3 μm where the fiber cable and joint losses are 0.41 dB km\(^{-1}\) and 0.04 dB km\(^{-1}\) respectively; and
   (b) a wavelength of 1.55 μm where the fiber cable and joint losses are 0.20 dB km\(^{-1}\) and 0.02 dB km\(^{-1}\) respectively.
   Comment on the values obtained.

12.41 The following specifications are envisaged for a single-mode fiber communication system employing cascaded traveling-wave SOAs:

\[
\begin{align*}
\text{Operating wavelength:} & \quad 1.30 \text{ μm} \\
\text{Power launched at transmitter:} & \quad 2 \text{ dBm} \\
\text{Fiber cable loss:} & \quad 0.40 \text{ dB km}^{-1} \\
\text{Fiber splice losses:} & \quad 0.02 \text{ dB km}^{-1} \\
\text{K (amplifiers):} & \quad 6 \\
\text{Amplifier separation:} & \quad 50 \text{ km} \\
\text{Received SNR:} & \quad 20 \text{ dB}
\end{align*}
\]

Assuming amplifier noise to be the limiting factor, estimate the maximum transmission rate allowed for the system when the total system length is 8000 km.

12.42 The SNR at the transmitter output for a single-mode fiber system employing cascaded traveling-wave SLAs is 48.6 dB. The final SLA is positioned as a preamplifier to the optical receiver on the link and the output SNR from this device is 15 dB. In addition the amplifiers each have a noise figure of 4.5 dB and a fiber-to-fiber gain of 9.7 dB, and the attenuation of the link prior to each amplifier is 5.2 dB. Assuming the SNR position to remain constant, how many amplifiers can be cascaded on the link?

12.43 Discuss the need for dispersion management and explain its significance in long-haul optical fiber transmission.

12.44 Explain what is a dispersion management map. Describe its role in a multiwavelength-channel optical fiber transmission system.

12.45 Find the relative dispersion slopes for the single-mode fibers corresponding to the values of chromatic dispersion and dispersion slope provided in Table 12.3.
Identify and discuss the major property of a soliton pulse which enables low bit-error-rate propagation over longer optical fiber transmission distances.

Explain the term soliton interaction and discuss its role in a multiwavelength-channel soliton fiber system. What effect does it produce in optical fiber soliton systems at transmission rates of 10 Gbit s\(^{-1}\), 40 Gbit s\(^{-1}\) and higher?

An optical soliton is transmitted over a distance of 10 000 km. The second-order dispersion coefficient is equal to \(-0.5\) ps\(^2\) km\(^{-1}\) and the attenuation coefficient is 0.22 dB km\(^{-1}\) while the separation between two soliton pulses is 4.0. Calculate the pulse width of the soliton when the dispersion length is: (a) 200 km; (b) 25 km. Comment on the significance of the results.

In Problem 12.49 determine the transmission bit rate when the second-order dispersion coefficient is \(-0.98\) ps\(^2\) km\(^{-1}\).

Define the terms amplifier spacing and dispersion length. Briefly discuss why these both must be considered in order to achieve high transmission rates in an optical fiber soliton system.
Answers to numerical problems

12.4 53.0 pF, 472 Ω
12.5 64 kbit s⁻¹
12.6 (a) 37 ns; (b) 125 μV
12.8 (a) 300 bits; (b) 1.2 MHz
12.9 (a) 10.2 dB; (b) 3.4 × 10⁻⁷
12.10 Pₑ = Erfc | (S/N)|²/2 | 9.8 dB, 19.6 dB
12.11 7.4
12.12 (a) 1400; (b) −52.8 dBm; (c) −64 kbit s⁻¹
12.13 27.9 dB
12.14 15.76 km, 8.26 km
12.15 3.41 km
12.16 (a) 22.5 Mbit s⁻¹; (b) 200 km, 0.2 km
12.17 (a) 16.6 dB; (b) 0.1 dB.
12.18 3.04 ns
12.19 7.8 km
12.20 2.1 dB
12.22 40 nW, 40 μW
12.23 52.1 dB
12.24 3.1
12.25 35.5 mA
12.26 5.4 dB

12.28 25.7%
12.29 Ratio of output SNRs (rms signal power to rms noise power) for, FM–IM to DSB–IM is −9.21 dB, 1200 kHz
12.30 3.15 M Hz
12.31 (a) 1 + (α/ω_c)²;
(b) −3 + 20 log₁₀(D_B/f_c);
(c) 59.0 dB
12.32 (a) 20 kHz; (b) 20.5 dB
12.33 (a) −24.4 dBm; (b) 4.6 ns
12.34 3.5 dB, 0.35 dB, 6.0 dB, 0.35 dB
12.35 3.7 dB
12.36 19.8 dB
12.37 9.6 km; (b) 19.7 km
12.38 858 Mbit s⁻¹ (RZ)
12.39 87
12.40 (i) 0.0035 nm⁻¹; (ii) 0.0030 nm⁻¹;
(iii) 0.113 nm⁻¹
12.41 11.3 ps nm⁻¹ km⁻¹
12.42 (a) 1.0 ps; (b) 1.5 ps
12.43 9.6 km; (b) 19.7 km
12.44 87
12.45 35.5 mA
12.46 5.4 dB
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13.1 Introduction

The direct detection of an intensity-modulated optical carrier is basically a photon counting process where each detected photon is converted into an electron–hole pair (or, in the case of the APD, a number of pairs due to avalanche gain). It was indicated in Section 7.5 that this process which ignores the phase and polarization of the electromagnetic carrier may be readily implemented with currently available optical components. Thus all the preceding discussion in Chapter 12 involving both digital and analog systems concerned only an intensity-modulated optical carrier being transmitted to a direct detection optical receiver or IM/DD optical fiber systems (see Section 12.1).
Conventional direct detection receivers, however, are generally limited by noise generated in the detector and preamplifier (see Chapter 9) except at very high signal-to-noise ratios (SNRs). The sensitivity of such square-law detection systems is therefore reduced below the fundamental quantum noise limit by at least 10 to 20 dB. This is particularly the case at longer wavelengths (i.e. 1.3 to 1.6 μm) and at higher transmission rates since the electronic preamplifier usually has a rising input optical power with frequency requirement* (see Eq. (12.37)). For a good APD receiver operating in the wavelength range 1.3 to 1.6 μm this corresponds to between 700 and 1000 photons per bit required to maintain a bit-error-rate (BER) of $10^{-9}$ [Ref. 1].

Improvements in receiver sensitivity, together with wavelength selectivity, may be obtained using the well-known coherent detection techniques (i.e. heterodyne and homodyne detection) for the optical signal [Ref. 2]. Unlike direct detection in which the optical signal is converted directly into a demodulated electrical output, such coherent optical receivers first add to the incoming optical signal from a locally generated optical wave prior to detecting the sum.† The resulting photocurrent is a replica of the original signal which is translated down in frequency from the optical domain (around $10^5$ GHz) to the radio domain (up to several GHz) and where conventional electronic techniques can be used for further signal processing and demodulation. Hence an ideal coherent receiver operating in the 1.3 to 1.6 μm wavelength region requires a signal energy of only 10 to 20 photons per bit to achieve a BER of $10^{-9}$. Hence coherent detection potentially provides a substantial benefit for high-speed systems operating at longer wavelengths.

A possible improvement in receiver sensitivity using conventional coherent detection of up to 20 dB can be obtained over direct detection [Ref. 4]. Furthermore, such enhanced receiver sensitivity could translate into increases in repeater spacings of the order of 100 km or more when using low-loss fiber at a wavelength of 1.55 μm. Hence, the improved sensitivity of 5 to 20 dB which results from the photomixing gain in the coherent receiver could provide:

(a) increased repeater spacings for both inland and undersea transmission systems;

(b) higher transmission rates over existing routes without reducing repeater spacings;

(c) increased power budgets to compensate for losses associated with couplers and optical multiplexer/demultiplexer devices (see Section 5.6) in distribution networks;

(d) improved sensitivity to optical test equipment such as optical time domain reflectometers (see Section 14.10.1).

* This requirement corresponds to a rising noise against frequency characteristic.
† Common usage in optical fiber communications is that the term ‘coherent’ refers to any system or technique which employs nonlinear mixing between two optical waves. Typically, one of these is the information-carrying signal and the other a locally generated signal (by a local oscillator or, alternatively, from the incoming signal itself which is termed self-coherent [Ref. 3]) at the receiver. The result of this process is a new signal (for heterodyne detection, the intermediate frequency) which appears at a microwave frequency given by the difference between the frequencies of the incoming signal and the local oscillator.
Although possible increases in the transmission distance between repeaters created the initial impetus for the pursuit of coherent transmission within optical fiber communications, by 1990, before the widespread deployment of optical amplifiers, it was also perceived that coherent techniques would enable a further massive step to be taken in the exploitation of the transmission capacity of optical fiber systems. This improvement would be facilitated by the inherent wavelength selectivity afforded by the coherent receiver allowing efficient access to the vast optical bandwidth available in single-mode fibers. For example, it was suggested for the low-loss window between 1.3 and 1.6 μm being over 50,000 GHz that coherent transmission would permit wavelength division multiplexing of huge channel numbers with channel spacings of only a few hundred megahertz [Ref. 5]. The successful introduction into the optical telecommunication network of erbium-doped fiber amplifiers in the early 1990s, however, caused the pursuit of coherent transmission to be virtually discontinued as both improved direct detection receiver sensitivity through amplification and hence increased transmission distance together with dense wavelength division multiplexing with channel spacings of 50 GHz (0.4 nm) or even 12.5 GHz (0.1 nm) could be facilitated (see Section 12.9.4).

The modulation formats that may be employed within coherent optical fiber communications are essentially the same as those used in coherent electrical line and radio communications. Modulation formats of this type were discussed in Sections 12.7.3 to 12.7.6 in a slightly different context, namely the generation of subcarriers for electrical frequency division multiplexing prior to intensity modulation of the optical source. In these cases direct detection of the optical signal is carried out at the receiver with subsequent electrical demodulation for the subcarriers. Such systems only provide improvements in the SNR over baseband IM/DD systems at the expense of a substantial bandwidth penalty. When a narrow-linewidth injection laser (less than 1 MHz) is used in an optical fiber communication system, however, it is possible to directly modulate the coherent optical carrier in amplitude (direct AM), frequency (direct FM) and phase (direct PM) prior to demodulation using a coherent optical receiver. In the case of digital transmission this implies amplitude, frequency or phase shift keying (i.e. ASK, FSK or PSK) modulation techniques [Ref. 2].

Direct modulation for coherent optical fiber transmission is provided using an external modulator which is fed by a semiconductor laser source operating in continuous wave mode. In electrical digital communications, coherent demodulation requires recovery of the carrier frequency signal through either heterodyne or homodyne detection [Ref. 2]. Coherent optical communications, however, has had a wider usage of the terminology. An optical fiber communication system was referred to as coherent when there was optical signal mixing even though carrier recovery may not occur. Hence an optical coherent system could employ a demodulator that did not perform carrier recovery but used non-coherent or envelope detection. In this context differential phase shift keying (DPSK) is considered a noncoherent electrical modulation technique but it has generally been referred to as a coherent optical communication modulation format. Moreover, a coherent optical receiver is referred to as synchronous or asynchronous (i.e. nonsynchronous) depending upon whether it operates with or without phase tracking, respectively. The latter asynchronous receiver normally employs power or envelope detection.

Although, as indicated above, research in coherent optical fiber communications effectively ceased in the early 1990s as a result of the successful introduction of fiber
amplifiers, DPSK using, in particular, asynchronous detection started to receive renewed interest following specific experimental demonstrations in 2002 [Refs 6, 7]. In the context of the renewed focus these high-performance, long-haul systems with return-to-zero DPSK transmission, where a phase-to-intensity conversion takes place at the receiver prior to a direct detection process, have subsequently been widely demonstrated. As optical mixing with an independent optical signal does not necessarily take place at the receiver to achieve carrier recovery, such systems tend to be referred to as being optically phase-modulated [Ref. 8] or phase shift keyed [Ref. 9], or when appropriate, as self-coherent [Ref. 3]. The term coherent is then often utilized for the case of coherent detection in which the phase reference at the receiver is typically provided by a local oscillator laser that beats with the received optical signal to produce constructive and destructive interference (see Section 13.2). There is an increasing adoption of this stricter approach to the use of the terminology and therefore the chapter title reflects this trend by incorporating both the ‘coherent’ and ‘phase-modulated’ system terms in order to encompass systems using advanced modulation formats with direct detection, and also to emphasize the growth of phase modulation as the currently preferred advanced optical modulation format in competition with intensity modulation [Ref. 10].

While prior to the 1990s a major factor in the pursuit of coherent and phase-modulated optical fiber systems had been the perceived improvement in receiver sensitivities to enable transmission over longer distances, a main focus of the renewed interest since 2002 has been to increase spectral efficiency. Moreover, direct detection phase-modulated optical fiber systems do also provide for a sensitivity gain over IM/DD systems, albeit at more modest levels than when using synchronous detection. In particular, it should be noted that the theoretical sensitivity gains which can be determined for both PSK and DPSK over IM/DD are substantially reduced when optical amplifiers are deployed within the latter systems [Ref. 8].

The discussion is continued in Section 13.2 through a brief historical review of the development of coherent and phase-modulated optical transmission prior to the description of the conventional coherent optical fiber communication system, together with its important features. This leads into the consideration of the fundamental detection principles associated with the coherent optical receiver (i.e. heterodyne and homodyne detection) in Section 13.3. There are, however, a number of practical constraints which have in the past inhibited the development of coherent optical fiber systems, and they create certain limitations on the choice of system components. These issues are therefore dealt with in Section 13.4. This is followed in Section 13.5 by discussion of the various modulation formats that may be employed for coherent optical transmission with an emphasis on PSK prior to the description of the numerous demodulation schemes which have been applied within the detection process in Section 13.6. Recent developments concerned with DPSK as a modulation technique of increasing importance are then outlined in some detail in Section 13.7 with a specific focus on the return-to-zero signal format and direct detection at the receiver. A comparison of the various major modulation and detection techniques in relation to receiver sensitivity is then provided in Section 13.8. Finally, in Section 13.9 advanced multicarrier transmission strategies and systems are described including both polarization multiplexing and polarization interleaving together with discussion of experimental coherent quadrature phase shift keyed and orthogonal frequency division multiplexed systems in order to provide an indication of current research directions in the field.
Basic coherent system

Since the invention of the laser in 1960, research efforts have focused on techniques by which the coherent properties of laser light could be utilized for coherent optical communications. Improved SNRs over direct detection of an intensity modulated signal were demonstrated in free space optical communication systems using gas lasers in the late 1960s [Ref. 11]. In addition, the concept of optical frequency division multiplexing using coherent detection schemes was proposed in 1970 [Ref. 12]. However, it was only in the latter half of the 1970s, when single-mode transmission from a narrow-linewidth AlGaAs semiconductor laser was demonstrated [Ref. 13], that the proposals for coherent optical fiber transmission began taking shape. Nevertheless, it was appreciated that the polarization stability of the transmission medium was crucial for successful coherent detection. Ideally, for coherent transmission the fiber would be required to maintain a single linear polarization state throughout its length. This factor, in part, led to the investigations on polarization-maintaining (PM) fibers in the early 1980s (see Section 3.13.3). Moreover, for a brief period the use of PM fibers was a favored potential approach to the problem [Ref. 14]. For example, the use of optical adaptors (e.g. birefringent plates) at the transmit and receive terminals was suggested in order to allow only a single polarization state of the fundamental mode to be launched into, and received from, the PM fiber [Ref. 15].

It was clear, however, that if conventional circularly symmetric single-mode fiber, which did not maintain a single polarization state over its length (see Section 13.3.1), were to be employed, then some form of polarization matching of the incoming optical signal with the locally generated optical signal would be necessary. Although the first successful demonstration of optical frequency shift keyed heterodyne detection using a semiconductor laser source and local oscillator was reported in 1989 [Ref. 16], a period elapsed before the polarization stability measurements on installed conventional single-mode fiber indicated the real possibility of its use within coherent optical transmission systems [Ref. 17].

It was indicated in Section 13.1 that worldwide research activities in coherent optical communications had largely ceased by the early 1990s as a consequence of the improved performance facilitated by optically amplified IM/DD systems. This loss of interest in coherent optical transmission lasted for a decade until the renewal of research activity following the reporting of two interferometric direct detection DPSK experimental system demonstrations in 2002 [Refs 6, 7]. Although a significant range of coherent optical communications systems research and development has therefore been re-established, the major focus in this more recent period has been associated with phase-modulated systems [Ref. 8].

A block schematic of a generalized coherent optical fiber communication system is illustrated in Figure 13.1. The dashed lines enclose the main elements which distinguish the coherent system from its IM/DD equivalent. At the transmitter a CW narrow-linewidth semiconductor laser is shown which acts as an optical frequency oscillator. An external optical modulator usually provides amplitude, frequency or phase shift keying of the optical carrier by the information signal. At present external modulators are generally waveguide devices fabricated from lithium niobate or the group III–V compound semiconductors (see Section 11.4.2). Internal modulation of the injection laser drive current may, however, also be utilized to produce either ASK or FSK [Refs 18, 19].
Modulated carrier waveforms for the three standard modulation techniques with binary data are illustrated in Figure 13.2. It may be observed from Figure 13.2(a) why binary ASK is often referred to as on–off keying (OOK). Figure 13.2(b) shows FSK in which the binary 1 is transmitted at a higher optical frequency than the binary 0 bit. The 180° phase shift between the binary 1 and 0 bits displayed in Figure 13.2(c) depicts PSK. Furthermore,

Figure 13.2  Modulated carrier waveforms used for binary data transmission: (a) amplitude shift keying (ASK) or on–off keying (OOK); (b) frequency shift keying (FSK); (c) phase shift keying (PSK)
it should be noted that whereas with ASK the amplitude of the carrier waveform is effectively switched on and off, the amplitude of the optical carrier remains constant in the other two modulation schemes shown in Figure 13.2. Variants on these standard modulation techniques exist, such as continuous phase FSK and differential PSK, have also been applied in experimental coherent optical fiber transmission systems. Moreover, an alternative digital scheme based on the modulation of the polarization properties of the optical signal has more recently come under investigation. This strategy, known as polarization shift keying (PolSK), is discussed further along with the other modulation formats in Section 13.5.4.

Referring now to the receiver shown in Figure 13.1, the incoming signal is combined (or mixed) with the optical output from a semiconductor laser local oscillator. This function can be provided by a single-mode fiber fused biconical coupler (see Section 5.6.1), a device which gives excellent wavefront matching of the two optical signals. However, integrated optical waveguide couplers (see Section 11.4.1) may also be utilized. The combined signal is then fed to a photodetector for direct detection in the conventional square-law device. Nevertheless, to permit satisfactory optical coherent detection, the optical coupler device must combine the polarized optical information-bearing signal field with the similarly polarized local oscillator signal field in the most efficient manner.

When the optical frequencies (or wavelengths) of the incoming signal and the local oscillator laser output are identical, then the receiver operates in a homodyne mode and the electrical signal is recovered directly in the baseband. For heterodyne detection, however, the local oscillator frequency is offset from the incoming signal frequency and therefore the electrical spectrum from the output of the detector is centered on an intermediate frequency (IF) which is dependent on the offset and is chosen according to the information transmission rate and the modulation characteristics. This IF, which is a difference signal (or difference frequency), contains the information signal and can be demodulated using standard electrical techniques [Ref. 2].

The electrical demodulator block shown in Figure 13.1 is required in particular for an optical heterodyne detection system which can utilize either synchronous or asynchronous/nonsynchronous electrical detection. Synchronous or coherent* demodulation implies an estimation of phase of the IF signal in transferring it to the baseband. Such an approach requires the use of phase-locking techniques in order to follow phase fluctuations in the incoming and local oscillator signals. Alternatively, asynchronous or noncoherent (envelope) IF demodulation schemes may be employed which are less demanding but generally produce a lower, performance than synchronous detection techniques [Ref. 4]. Optical homodyne detection is by definition, however, a synchronous demodulation scheme and as the detected signal is brought directly into the baseband, then optical phase estimation is required. These issues are discussed further in Section 13.6.

* It is a little confusing but reference is made in the literature to (a) heterodyne, coherent detection and (b) to heterodyne, noncoherent or incoherent detection, both of which are coherent optical detection schemes. The former terminology means an optical heterodyne receiver using a synchronous electrical demodulation technique, whereas the latter corresponds to a heterodyne receiver with an asynchronous demodulation scheme.
13.3 Coherent detection principles

A simple coherent receiver model for ASK is displayed in Figure 13.3. The low-level incoming signal field \( e_S \) is combined with a second much larger signal field \( e_L \) derived from the local oscillator laser. It is assumed that the electromagnetic fields obtained from the two lasers (i.e. the incoming signal and local oscillator devices) can be represented by cosine functions and that the angle \( \phi = \phi_S - \phi_L \) represents the phase relationship between the incoming signal phase \( \phi_S \) and the local oscillator signal phase \( \phi_L \) defined at some arbitrary point in time. Hence, as depicted in Figure 13.3, the two fields may be written as [Ref. 20]:

\[
e_S = E_S \cos(\omega_S t + \phi) \tag{13.1}
\]

and:

\[
e_L = E_L \cos(\omega_L t) \tag{13.2}
\]

where \( E_S \) is the peak incoming signal field and \( \omega_S \) is its angular frequency, and \( E_L \) is the peak local oscillator field and \( \omega_L \) is its angular frequency. The angle \( \phi(t) \) representing the phase relationship between the two fields contains the transmitted information in the case of FSK or PSK. However, with ASK \( \phi(t) \) is constant and hence it is simply written as \( \phi \) in Eq. (13.1), the information being contained in the variation of \( E_S \) for ASK as may be observed in Figure 13.2(a).

For heterodyne detection, the local oscillator frequency \( \omega_L \) is offset from the incoming signal frequency \( \omega_S \) by an intermediate frequency such that:

\[
\omega_S = \omega_L + \omega_{IF} \tag{13.3}
\]

where \( \omega_{IF} \) is the angular frequency of the IF. As mentioned in Section 13.1, the IF is usually in the radio-frequency region and may be a few tens or hundreds of megahertz. By contrast, within homodyne detection there is no offset between \( \omega_S \) and \( \omega_L \) and hence \( \omega_{IF} = 0 \). In this case the combined signal is therefore recovered in the baseband.

The two wavefronts from the incoming signal and the local oscillator laser must be perfectly matched at the surface of the photodetector for ideal coherent detection. This factor

![Figure 13.3 Basic coherent receiver model](image-url)
creates the normal requirement for polarization control of the incoming optical signal which is discussed further in Section 13.4.

In the case of both heterodyne and homodyne detection the optical detector produces a signal photocurrent \( I_p \) which is proportional to the optical intensity (i.e. the square of the total field for the square-law photodetection process) so that:

\[
I_p \propto (e_s + e_l)^2 \quad (13.4)
\]

Substitution in the expression (13.4) from Eqs (13.1) and (13.2) gives:

\[
I_p \propto [E_S (\cos \omega_S t + \phi) + E_L \cos \omega_L t]^2 \quad (13.5)
\]

Assuming perfect optical mixing expansion of the right hand side of the expression shown in Eq. (13.5) gives:

\[
[E_S^2 \cos^2(\omega_S t + \phi) + E_L^2 \cos^2 \omega_L t + 2E_SE_L \cos(\omega_S t + \phi) \cos \omega_L t]
\]

Removing the higher frequency terms oscillating near the frequencies of \( 2\omega_S \) and \( 2\omega_L \) which are beyond the response of the detector and therefore do not appear in its output, we have:

\[
I_p \propto \frac{1}{2} E_S^2 + \frac{1}{2} E_L^2 + 2E_SE_L \cos(\omega_S t - \omega_L t + \phi) \quad (13.6)
\]

Then recalling that the optical power contained within a signal is proportional to the square of its electrical field strength, expression (13.6) may be written as:

\[
I_p \propto P_S + P_L + 2\sqrt{P_S P_L} \cos(\omega_S t - \omega_L t + \phi) \quad (13.7)
\]

where \( P_S \) and \( P_L \) are the optical powers in the incoming signal and local oscillator signal respectively.

Furthermore, a relationship was obtained between the output photocurrent from an optical detector and the incident optical power \( P_o \) in Eq. (8.8) of the form \( I_p = \eta eP_o/hf \). Hence the expression in (13.7) becomes:

\[
I_p = \frac{\eta e}{hf} [P_S + P_L + 2\sqrt{P_S P_L} \cos(\omega_S t - \omega_L t + \phi)] \quad (13.8)
\]

where \( \eta \) is the quantum efficiency of the photodetector, \( e \) is the charge on an electron, \( h \) is Planck's constant and \( f \) is optical frequency. When the local oscillator signal is much larger than the incoming signal, then the third a.c. term in Eq. (13.8) may be distinguished from the first two d.c. terms and \( I_p \) can be replaced by the approximation \( I_S \) where [Ref. 4]:

\[
I_S = \frac{\eta e}{hf} [2\sqrt{P_S P_L} \cos(\omega_S t - \omega_L t + \phi)] \quad (13.9)
\]
Equation (13.9) allows the two coherent detection strategies to be considered. For heterodyne detection $\omega_s \neq \omega_L$ and substituting from Eq. (13.3) gives:

$$I_S = P_S P_L \cos(\omega_{IF} t + \phi) \quad (13.10)$$

indicating that the output from the photodetector is centered on an IF. This IF is stabilized by incorporating the local oscillator laser in a frequency control loop. Temperature stability for the signal and local oscillator lasers is also a factor which must be considered (see Example 13.1). The stabilized IF current is usually separated from the direct current by filtering prior to electrical amplification and demodulation.

For the special case of homodyne detection, however, $\omega_s = \omega_L$ and therefore Eq. (13.9) reduces to:

$$I_S = \frac{2\eta e}{h f} \sqrt{P_s P_L} \cos \phi \quad (13.11)$$

or:

$$I_S = 2R \sqrt{P_s P_L} \cos \phi \quad (13.12)$$

where $R$ is the responsivity of the optical detector. In this case the output from the photodiode is in the baseband and the local oscillator laser needs to be phase locked to the incoming optical signal.

**Example 13.1**

A semiconductor laser used to provide the local oscillator signal in an ASK optical heterodyne receiver exhibits an output frequency change of $19 \text{ GHz °C}^{-1}$. If the receiver has a nominal IF of 1.5 GHz and assuming that there is no other form of laser frequency control, estimate the maximum temperature change that could be allowed for the local oscillator laser in order that satisfactory detection could take place.

**Solution:** Initially it is necessary to estimate the maximum frequency excursion allowed for the IF signal such that detection can still be facilitated. This must be no greater than 10% of the frequency of the IF. Hence the maximum allowed frequency change to the local oscillator laser output is around 150 MHz.

The maximum temperature change allowed for the local oscillator laser is therefore:

$$\text{Max. temp. change} = \frac{150 \times 10^6}{19 \times 10^9} = 8 \times 10^{-3} \text{ °C (0.008 °C)}$$

Very small temperature changes can therefore adversely affect the detection process if the IF is not otherwise stabilized.
It may be observed from the expressions given in Eqs (13.10) and (13.11) that the signal photocurrent is proportional to \( \sqrt{P_S} \), rather than \( P_S \), as in the case of direct detection (Eq. (8.8)). Moreover, the signal photocurrent is effectively amplified by a factor \( \sqrt{P_L} \) proportional to the local oscillator field. This local oscillator gain factor has the effect of increasing the optical signal level without affecting the receiver preamplifier thermal noise or the photodetector dark current noise (see Sections 9.2 and 9.3); hence the reason why coherent detection provides improved receiver sensitivities over direct detection.

The requirement for coherence between the incoming and local oscillator signals in order to obtain coherent detection was mentioned in Section 13.2 and is discussed further in Section 13.4.2. Hence for successful mixing to occur, some correlation must exist between the two signals shown in Figure 13.3. Care must therefore be taken to ensure that this is the case when two separate laser sources are employed to provide the signal and local oscillator beams. It may be noted that this problem is reduced when a single laser source is used with an appropriate path length difference as, for example, when taking measurements by interferometric techniques (see Section 14.4.1).

When the local oscillator signal power is much greater than the incoming signal power then the dominant noise source in coherent detection schemes becomes the local oscillator quantum noise. In this limit the quantum noise may be expressed as shot noise following Eq. (9.8) where the mean square shot noise current from the local oscillator is given by:

\[
\overline{i_{SL}^2} = 2eB \overline{I}_{pl}
\]  

Substituting for \( \overline{I}_{pl} \) from Eq. (8.8), where the photocurrent generated by the local oscillator signal is assumed to be by far the major contribution to the photocurrent, gives:

\[
\overline{i_{SL}^2} = \frac{2e^2\eta P_L B}{hf}
\]  

The detected signal power \( S \), being the square of the average signal photocurrent,* is given by Eq. (13.9) as:

\[
S = (\frac{ne}{hf})^2 P_S P_L
\]  

Hence the SNR for the ideal heterodyne detection receiver when the local oscillator power is large (ignoring the electronic preamplifier thermal noise and photodetector dark current noise terms) may be obtained from Eqs (13.14) and (13.15) as:

\[
\left( \frac{S}{N} \right)_{\text{het-lim}} = \left( \frac{ne}{hf} \right)^2 P_S P_L \frac{2e^2\eta P_L B}{hf} = \frac{\eta P_S B}{hf 2B} = \frac{\eta P_S}{B_{if} hf}.
\]  

Equation (13.16) provides the so-called shot noise limit for optical heterodyne detection in which the IF amplifier bandwidth \( B_{if} \) is assumed to be equal to \( 2B^\dagger \) (i.e. \( B_{if} = 2B \))

* It is implicit from Eq. (13.9) that the photodetector is a unity gain device (e.g. p-i-n photodiode) and not an APD. In the latter case the effect of the multiplication factor \( M \) on both the signal and noise powers must be taken into account (see Sections 9.3.3 and 9.3.4).

† This constitutes the minimum bandwidth requirement for optical heterodyne detection.
It is also interesting to note that this heterodyne shot noise limit corresponds to the quantum noise limit for analog direct detection derived in Eq. (9.11). However, it is clear that optical heterodyne detection allows a much closer approach to this limit than does direct detection.

The shot noise SNR limit for optical homodyne detection can be deduced from Eq. (13.16) by reducing the receiver bandwidth requirement from $B_{\text{IF}}$ to $B$ as the output signal from the photodetector appears in the baseband when using the homodyne scheme. Hence the SNR limit for optical homodyne detection is:

$$\left( \frac{S}{N} \right)_{\text{hom-lim}} = \frac{n P_S}{h f B}$$

(13.17)

It should be remembered that the expressions given in Eqs (13.16) and (13.17) are based on simple on-off keying (i.e. OOK) and have effectively been derived in terms of carrier-to-noise ratio. Nevertheless, they display the potential 3 dB improvement in SNR when using optical homodyne detection over heterodyne detection. The improvement occurs as a direct result of the reduction in the receiver bandwidth provided by the former technique. Therefore, homodyne detection displays the twin advantages over heterodyne detection of increased sensitivity coupled with a reduced receiver bandwidth requirement. The latter factor implies that a higher maximum transmission rate should be facilitated by coherent optical fiber systems employing homodyne detection as they will be less restricted by the speed of response of the photodetector.

Example 13.2

The incoming signal power to an optical homodyne receiver operating at a wavelength of 1.54 μm, and at its shot noise limit, is −55.45 dBm. When the photodetector in the receiver has a quantum efficiency of 86% at this wavelength and the received SNR is 12 dB, determine the operating bandwidth of the receiver.

Solution: The incoming signal power $P_S$ is given by:

$$-85.45 = 10 \log_{10} P_S$$

Hence:

$$P_S = 10^{-8.455} \times 10^{-9} = 2.851 \text{ nW}$$

The operating bandwidth $B$ of the homodyne receiver may be obtained from Eq. (12.17) as:

$$B = \frac{n P_S}{h f} \left( \frac{S}{N} \right)_{\text{hom-lim}}^{-1} = \frac{n P_S}{h f} \left( \frac{S}{N} \right)_{\text{hom-lim}}^{-1} = \frac{0.86 \times 2.851 \times 10^{-9} \times 1.54 \times 10^6 \times 10^{-1.2}}{6.626 \times 10^{-34} \times 2.998 \times 10^8} = 1.2 \text{ GHz}$$
The above analysis of SNR for optical heterodyne and homodyne detection applies only to ASK and is not appropriate for FSK and PSK. The final SNR at the signal decision point is therefore dependent on the modulation scheme utilized, and in the case of heterodyne detection on the type of IF demodulator and baseband filter employed. More detailed considerations of the SNR for different modulation schemes are dealt with in Section 13.8.

13.4 Practical constraints of coherent transmission

It was indicated in Section 13.1 that various practical constraints had inhibited the development of coherent optical fiber communications. These constraints are largely derived from factors associated with the elements of the coherent optical fiber communication system shown in Figure 13.1, and they are exacerbated by the stringent demands of coherent transmission. Substantial developments, however, in the component technology associated with optical fiber communications have allowed the initial difficulties experienced with coherent optical fiber transmission to be largely overcome. Nevertheless, practical constraints still exist and they still dictate the performance characteristics required from components and devices which are to be utilized in coherent optical fiber systems. It is therefore important to consider the major constraints and their effect on the choice of system elements. We start by discussing the aspects which determine specific requirements for the achievement of coherent optical transmission at both the transmit and receive terminals prior to outlining certain limitations of the fiber transmission medium which may affect the performance of future coherent optical communication systems.

13.4.1 Injection laser linewidth

Coherent optical transmission is severely degraded by the phase noise associated with both the transmitter and local oscillator lasers. A crucial parameter that determines both the level of phase noise and the long-term phase stability is determined by the laser linewidth with reduced phase noise being obtained using narrow-linewidth devices. Laser linewidth reduction therefore improves the spectral purity of the device output and thus reduces its noise content. Hence single-mode laser linewidths less than 1 MHz are preferred to avoid unnecessary receiver sensitivity degradation in coherent optical communications. In addition, another major reason for the use of narrow-linewidth lasers within the coherent detection process is the phase-locking requirement (for synchronous detection) as well as the minimum frequency-locking requirement for asynchronous detection.

Moreover, injection laser phase or frequency noise (see Section 6.7.4) can affect the coherent system performance as it is the principal cause of linewidth broadening in such devices. Randomly occurring spontaneous emission events, which are an inevitable aspect of injection laser operation, lead to sudden shifts (of random magnitude and sign) in the phase of the electromagnetic field generated by the laser causing the broadening effect. Hence, phase noise together with other linewidth-broadening factors [Ref. 22] must be minimized in devices which are to be employed for coherent optical transmission. Nevertheless, phase-locking techniques may be employed within the coherent receiver (see
Section 13.6.1). It was not until the latter half of the 1970s that semiconductor device technology evolved to a point where injection lasers, with good reproducibility which could operate in a single longitudinal mode, could be fabricated. However, the spectral linewidths associated with the most sophisticated of these devices in the 1980s such as the distributed feedback laser (see Section 6.6.2) were of the order of 5 to 50 MHz which was too broad for most of the coherent techniques [Ref. 19].

Several approaches to the solution of this laser linewidth problem subsequently evolved. They included the narrowing of injection laser linewidths through the use of an external resonator cavity in the long external cavity (LEC) laser (see Section 6.10.1), together with the deployment of integrated external cavity lasers in the form of advanced DFB and DBR structures (see Section 6.10.2). Narrow-linewidth devices have also been obtained employing the multiquantum-well design (see Section 6.5.3) within a single section of a DFB laser providing values around 100 kHz (see Section 6.10.2). LEC lasers are also capable of providing linewidths in the range of 10 to 100 kHz depending on their cavity lengths [Refs 18, 23]. Furthermore, a coherent transmitter has been recently demonstrated which utilizes a frequency-stabilized fiber ring laser (Section 6.10.3) exhibiting a linewidth of just 4 kHz [Ref. 24].

Overall, the laser linewidth requirements are critically dependent on the modulation format employed (i.e. ASK, FSK or PSK), the coherent detection mechanism (i.e. heterodyne or homodyne) and the electrical demodulation technique (i.e. synchronous or asynchronous or other). Although these issues are discussed in greater detail in Section 13.6, the linewidth tolerance is considerably wider for heterodyne receivers, particularly when employing asynchronous ASK or FSK demodulation as these schemes use envelope detection and are not reliant on the phase information. Indeed, using the same modulation format, improved sensitivity is obtained at the cost of more stringent linewidth requirements while it is indicated that the laser linewidth is no longer a bottleneck problem for most coherent techniques as optical communication bit rates increase within the multigigabit per second region [Ref. 25]. Nevertheless it should be noted that the more sensitive coherent transmission techniques (e.g. PSK homodyne detection, see Section 13.8.4) are most affected by phase noise and hence are subject to the narrowest laser linewidth requirements. Finally, an alternative approach which overcomes the phase noise problem is to use a specially configured reception technique called phase diversity reception (see Section 13.6.15). Such receivers use two or more optical detectors whose outputs are combined to produce a signal that is independent of the phase difference and hence the phase noise.

A rather important factor concerning the favored narrow-linewidth injection lasers for coherent optical transmission is their inherent tunability. This aspect, which is discussed in more detail in Sections 6.10.1 and 6.10.2, provides the ability to tune the frequency of the local oscillator laser to that of the incoming optical signal for homodyne detection, or alternatively to tune the appropriate frequency difference to maintain the correct IF signal for heterodyne detection.

13.4.2 State of polarization

To enable either heterodyne or homodyne detection the polarization states of the incoming optical signal and the local oscillator laser output must be well matched in order to provide
efficient mixing of the two signals within the coupling element shown in Figure 13.3. Conventional circularly symmetric single-mode fiber allows two orthogonally polarized fundamental modes to propagate. Within a perfectly formed fiber both modes would travel together, but in practice the fiber contains random manufacturing irregularities which produce geometric and strain-related anisotropic effects. This results in a progressive spatial separation between the two polarization modes as they propagate along the fiber, an effect which is usually referred to as fiber birefringence (see Section 3.13.1). Hence at any particular point along the fiber the state of polarization (SOP) can be linear, elliptical or circular. Several countermeasures have been investigated to overcome this fluctuation in the SOP with coherent transmission. They are:

(a) the use of polarization-maintaining (PM) single-mode fiber;
(b) the use of an SOP control device at the coherent optical receiver;
(c) the use of a polarization diversity receiver, or a polarization scrambling transmitter.

As mentioned in Section 13.2, early studies focused on the polarization stability of the transmission medium which was considered sufficiently important to necessitate the use of specially fabricated PM fiber (see Section 3.13.3). Such fibers, however, generally exhibit higher losses and are more expensive to fabricate than conventional single-mode fiber. Furthermore, much circularly symmetric standard single-mode fiber has already been installed and therefore coherent transmission techniques which utilize this medium are desirable.

Measurements of polarization stability for light propagating in circularly symmetric single-mode fiber over a 96-hour period are shown in Figure 13.4 [Ref. 17]. A single-frequency linearly polarized helium–neon gas laser emitting at 1523 nm together with a receiver which contained a polarization-dependent beam splitter to isolate the components were used in these measurements. It may be observed from Figure 13.4 that, as expected, the polarization state of the optical signal was not temporarily constant. Nevertheless, although polarization changes did occur, it was over periods of minutes or hours. These observations of the relatively slow changes in the polarization state of the transmitted signal, which were also verified on long cable links [Ref. 26], provided the potential for polarization matching at the coherent optical receiver. Polarization control devices with achievable response times could therefore be located at the receiver to provide polarization correction and hence matching of the SOP of the incoming signal and the local oscillator signal.

Active polarization-state control can be accomplished using mechanical, electro-optic or magneto-optic techniques. A polarization error signal may be generated and fed back to the polarization control device in all cases. In general, the SOP is described by the amplitude ratio of the $x$ and $y$ components of the electric field vector and their relative phase difference (see Section 3.13.1). As the two parameters which vary randomly at the coherent receiver are the ellipticity of the SOP and its orientation, the error signal must correct for both of these factors such that the incoming signal and the local oscillator output have identical SOPs.

A number of mechanisms have been developed for polarization-state control within coherent optical fiber communications. Initial implementations of such devices which
were based on birefringent elements (i.e. elements which induce fiber birefringence in order to correct the SOP) included fiber squeezers [Ref. 27], electro-optic crystals [Ref. 28], rotatable fiber coils [Ref. 29], rotatable phase plates [Ref. 30] and rotatable fiber cranks [Ref. 31]. In addition, the possibility of using the Faraday effect to rotate the SOP of the incoming optical signal has also been demonstrated [Ref. 32]. Developments have also encompassed integrated optical electro-optic polarization control devices. Such controllers have been incorporated into integrated optical coherent receiver devices (see Section 11.4.4). At least two compensator devices are required to provide full polarization-state control. They can be placed in either the incoming signal path or the local oscillator output path; however, the latter position is preferable if the device introduces significant signal attenuation.

A major concern was the insufficient range exhibited by these polarization control schemes in tracking the continuously varying SOP which can change unpredictably over virtually unlimited range. Polarization-state control schemes with infinite ranges of adjustments were, however, demonstrated [Refs 33–35] in the late 1980s. In particular, a control technique using four fiber squeezers, which is illustrated in Figure 13.5(a), was found to provide an infinite range of adjustment or so-called endless polarization control [Ref. 33]. Stress was applied to the fiber in the local oscillator path using the squeezers which were angled at 45° to each other. The SOP could therefore be manipulated to the appropriate matching point. Moreover, the polarization control system was automated using a control algorithm whereby a dither signal was applied to the bias on each squeezer in a defined order, and the variation of the received demodulated signal was used to identify the optimum operating point. This strategy removed the need to optically sense the SOP.

Although the squeezers are simple to configure, a drawback with the technique is that they tend to damage the fiber. Moreover, it is questionable as to whether they could be engineered into reliable transducers for practical systems. A more rugged and reliable controller is shown in Figure 13.5(b) [Ref. 34]. It comprised four piezoelectric cylinders each wound around with 85 turns of PM fiber. The PM fibers on each cylinder were spliced together with the principal axis of the fibers mutually aligned at 45°, as illustrated in Figure 13.5(b). As the PM fiber used was highly birefringent with a beat length of only a few millimeters, the SOP changed many times along each element. The application of a voltage caused the piezoelectric cylinders to expand slightly and stretch the fiber, thus modifying the fiber birefringence. Hence, the overall effect was a variable retardation which gave polarization control. Again a control algorithm was devised to provide automatic operation.

An analogous control technique has also been demonstrated with an integrated optical, electro-optic polarization control device [Refs 34, 35]. This lithium niobate waveguide structure which comprised two elements is shown in Figure 13.6. Each element consisted

Figure 13.5  Techniques for endless polarization control: (a) four fiber squeezers; (b) polarization-maintaining (PM) fiber controller
of three longitudinal electrodes placed symmetrically over the Z-propagating waveguide diffused into an X-cut substrate. Voltages applied to the electrodes produced an electric field that could be orientated in any direction transverse to the waveguide to provide a virtually infinite range of polarization-state control. This technique appears to offer a robust mechanically stable method of polarization control which has been demonstrated in both a laboratory-based and a field-installed coherent optical fiber system, with no measurable sensitivity penalties [Refs 34, 35].

More recently, the need for polarization-state control has focused, in particular, on the exploitation of polarization multiplexing (see Section 13.9.1) in order to effectively double the spectral efficiency and hence the transmission capacity of the coherent optical fiber system [Ref. 36]. For example, a novel control scheme to provide endless polarization stabilization was proposed and described in Ref. 37. This new double-stage polarization stabilization strategy was successfully demonstrated by employing magneto-optic variable polarization rotators applied to an experimental polarization division multiplexed system [Ref. 36]. The magneto-optic polarization stabilizer operated by monitoring the SOP of a polarization channel identified by a pilot tone at 1 MHz and the system produced a measured bit-error-rate of less than 10^{-9} for the polarization demultiplexed channel at a transmission rate of 10 Gbit s^{-1}.

Alternative approaches which avoid the requirement for polarization-state control devices, but which also allow the use of circularly symmetric standard single-mode fiber, are polarization diversity reception [Refs 38–42] and polarization scrambling or spreading transmission [Refs 43, 44]. Both of these techniques are described in Section 13.6.6.

13.4.3 Local oscillator power

In a practical coherent receiver the theoretical performance may not be attained for the reason already outlined in Sections 13.4.1 and 13.4.2. In addition, there may be insufficient local oscillator power to achieve the shot noise detection limits discussed in Section 13.3. This factor, which highlights the need to ensure a low-loss signal path, can
be facilitated by an appropriate choice of an incoming signal/local oscillator combiner which has high coupling efficiency. In particular, it is clear that when the basic coherent receiver shown in Figure 13.3 is considered, the optical combiner or coupler has only one output port utilized, whereas in reality such devices have two output ports (see Section 5.6.1). There is, therefore, an optical loss associated with the power which is coupled to the other output port. Although the combiner or coupler can be designed so that the majority of the incoming signal power is coupled into the optical detector, a consequence of this process is that there will be a reduction in the power from the local oscillator laser coupled into the detector. It therefore becomes more difficult to maintain a high local oscillator signal power and thus to obtain shot noise-limited receiver performance.

The dramatic effect of the local oscillator power on an optical homodyne receiver sensitivity is illustrated by the theoretical characteristic shown in Figure 13.7 which corresponds to a PIN–FET receiver operating at 140 Mbit s\(^{-1}\) \[Ref. 44\]. One method to overcome limited local oscillator power is by the use of a low-noise photodiode/preamplifier combination such as the PIN–FET hybrid configuration (see Section 9.5.2) at the front end of the coherent receiver. Near shot-noise-limited detection has been obtained with just 1 \(\mu\)W of local oscillator power at a transmission rate of 140 Mbit s\(^{-1}\) when employing this strategy \[Ref. 45\]. In addition a heterodyne PIN–FET receiver with 8 GHz bandwidth and 10 pA Hz\(^{-1}\) equivalent circuit noise current at an IF of 4.6 GHz has been demonstrated \[Ref. 46\].

An alternative approach which compensates for the losses due to coupling optics and also suppresses excess noise in the local oscillator signal is the use of a balanced receiver.* This scheme, which has often been employed for heterodyne detection in microwave

* It is also referred to as the balanced-mixer receiver \[Ref. 47\].
communications to suppress local oscillator fluctuations [Refs 48, 49], is shown in Figure 13.8. In this technique the local oscillator output and the incoming optical signal are usually combined using a four-port (i.e. 3 dB) single-mode fiber coupler. The signal in one fiber in this device suffers a $\pi/2$ phase shift upon transfer to the other fiber. In effect complete coupling is only possible because this phase shift in the coupled signal is $\pi/2$ out of phase with the throughput signal. Hence the throughput and coupled signals can be represented as a sine wave and cosine wave respectively. Considering Figure 13.8 the inputs to the optical detectors A and B can therefore be written as $E_S \sin \omega_S t + E_L \cos \omega_L t$ and $E_S \cos \omega_S t + E_L \sin \omega_L t$ respectively.

The two detector output voltages are thus given by:

$$V_A = E_S E_L \sin(\omega_S - \omega_L)t$$  \hspace{1cm} (13.18)

$$V_B = E_S E_L \sin(\omega_S - \omega_L)t$$  \hspace{1cm} (13.19)

It may be observed that these output voltages are similar but of opposite sign in that $V_A = -V_B$.

The two output voltages are operated upon by the combiner function ($\Sigma$) depicted in Figure 13.8 and as one is a positive input and the other is a negative input, then the output from the combiner function $V_o$ will form the difference between the two inputs such that:

$$V_o = V_A - V_B = 2V_A$$  \hspace{1cm} (13.20)

Equation (13.20) indicates that twice the voltage, or four times the power, is provided in comparison with the single optical detector scheme (Figure 13.3). This technique therefore gives a 6 dB improvement over the single optical detector. Furthermore, as the two photocurrents are effectively subtracted, the process results in both a cancelling out of the large d.c. term produced by the local oscillator signal, together with any local oscillator excess noise. It is particularly useful in reducing the excess AM noise generated by the

* Other devices which may be utilized are bulk optic or waveguide beam splitters.

† This signal becomes out of phase if it is coupled back to the throughput fiber where it would interfere destructively with the throughput signal.
local oscillator [Ref. 19]. Moreover, as a result of the efficient use of the local oscillator and incoming signal powers, the constraints imposed by the earlier requirement for a widespread ultra-low-noise preamplifier are relaxed. Close matching of the two arms of the balanced receiver is essential, however, if good excess noise cancellation is to be obtained. A dual detector balanced receiver for phase-modulated optical communications is shown in Figure 13.9. It may be noted that the necessary polarization alignment is achieved using automatic polarization control (APC) while phase or frequency locking is also required. Moreover the polarization control algorithm should be able to provide endless polarization without the need to reset (see Section 13.4.2).

13.4.4 Transmission medium limitations

Although, in common with IM/DD systems, the fiber loss is the major limitation on the performance of single-carrier coherent optical systems that can be ascribed to the transmission medium, there are nevertheless other factors that may well affect the operation of future coherent systems. These include intramodal or chromatic dispersion, polarization dispersion and the nonlinear scattering effects [Ref. 43].

The chromatic dispersion in standard single-mode fiber which has a dispersion zero at a wavelength of 1.31 μm is around 17 ps km⁻¹ nm⁻¹ when the fiber is operated at a wavelength of 1.55 μm. This factor can lead to significant dispersion penalties (i.e. receiver sensitivity degradations) for IM/DD systems even at modest transmission rates and distances. It results from the transmitted spectrum usually being far wider than the information spectrum due to laser frequency chirp (see Section 6.7.3) caused by the direct amplitude modulation of the semiconductor laser. By contrast, coherent optical transmission systems have the advantage of a compact spectrum even if the injection laser is directly modulated but particularly when an external modulator is employed. Receiver sensitivity degradation due to chromatic dispersion has, however, been observed in FSK transmission experiments at transmission rates greater than 4 Gbit s⁻¹ [Ref. 43]. Furthermore, as both the transmission rates and distances for coherent transmission are increased, then greater chromatic dispersion penalties will be incurred. For example, calculations have
indicated the maximum transmission rates to incur a 2 dB penalty after a 100 km distance on a standard single-mode fiber when operating at a wavelength of 1.55 μm to be in the range 5 to 9 Gbit s\(^{-1}\) depending on the modulation format used [Ref. 50].

As in the case of IM/DD the chromatic dispersion problem can be reduced through the use of dispersion-shifted fiber which exhibits a dispersion zero in the 1.55 μm wavelength window (see Section 3.12.1). However, this solution is only partially satisfactory as there is a massive base of installed standard single-mode fiber. An alternative strategy is to compensate for the chromatic dispersion in either the optical domain [Ref. 43] or the electrical domain [Ref. 51]. The latter method in particular has shown some limited success using stripline delay equalizers which have demonstrated the potential to compensate for dispersion-induced distortion up to transmission rates of 10 Gbit s\(^{-1}\).

Polarization mode dispersion results from birefringence in the single-mode fiber and it corresponds to the difference in the propagation time associated with the two principal orthogonal polarization states (see Section 3.13.2). Whereas in IM/DD systems polarization mode dispersion simply results in pulse broadening due to the different spectral components arriving at different times, in coherent systems these components can also arrive with different polarizations. Moreover, both of these effects may be detrimental to coherent system performance. However, the differential propagation time is dependent upon the amount of mode mixing which takes place in the fiber, an effect which results from internal and external fiber perturbations. Assuming some mode mixing, the effects of polarization mode dispersion are therefore not expected to become important in a single-carrier system with a fiber distance of 100 km until transmission rates exceed 10 Gbit s\(^{-1}\) [Ref. 43]. In multicarrier systems (see Section 13.9) the problem associated with receiving optical carriers at different wavelengths in different polarization states, however, may be avoided by using PM fiber, polarization diversity reception or polarization scrambling transmission (see Section 13.6.6).

The nonlinear phenomena which may be of importance within coherent optical transmission include stimulated Raman scattering (SRS), stimulated Brillouin scattering (SBS), cross-phase modulation and four-wave mixing [Ref. 43]. ASK systems prove particularly susceptible to such nonlinear effects which result from optical power-level changes. Moreover, a potential advantage of the FSK and PSK modulation formats over ASK is that they produce a constant amplitude signal which provides some immunity to certain nonlinear effects. Although SRS should not be a consideration in single-carrier coherent optical systems operating at power levels below 1 W, Raman induced crosstalk may be a concern in multicarrier systems [Ref. 52].

Stimulated Brillouin scattering may be a problem at lower light levels than SRS as its threshold power level is significantly smaller (see Section 3.5). However, unlike SRS, SBS is a narrowband process with a bandwidth of only around 20 MHz at a wavelength of 1.55 μm (see Section 3.14.1). The maximum SBS gain which also is maximized in the reverse direction will therefore occur for lasers with linewidths less than 20 MHz. Moreover, as a result of information broadening of the linewidth, SBS will be greatly reduced when using modulation formats which do not contain a residual carrier component (i.e. PSK and narrow-deviation FSK, see Section 13.5).

Self-phase modulation is a phenomenon which occurs in single-carrier systems due to small refractive index changes induced by optical power fluctuations which affect the
phase of the transmitted signal (see Section 3.14.2). For digitally modulated coherent optical systems this effect is perceived to be negligibly small at launched power levels up to a few hundred milliwatts [Ref. 43]. With multicarrier systems, however, a cross-phase modulation phenomenon occurs which can cause high levels of phase noise in long fiber lengths. In this case it has been shown that the power of each carrier should be restricted in order to limit the degradation caused by this phase crosstalk [Ref. 52]. Nevertheless, this limitation on transmitter power in a multicarrier system may not be as severe as the one imposed by the four-wave-mixing nonlinear phenomenon. It is suggested that this latter process will be present in all frequency division multiplexed systems with channel separations less than 10 GHz and that the crosstalk will restrict the maximum power per carrier to around 0.1 mW when the fiber lengths exceed 10 km [Refs 43, 52].

13.5 Modulation formats

13.5.1 Amplitude shift keying

Several techniques may be employed to amplitude-modulate an optical signal. Digital intensity modulation used in direct detection systems is essentially a crude form of ASK* in which the received signal is simply detected using the photodetector as a square-law device (see Figure 13.2(a)). It is apparent, therefore, that the simplest approach to ASK is by direct modulation of the laser drive current. A problem exists, however, with this approach because of the inability of semiconductor lasers to maintain a stable output frequency with changing drive current. The resulting frequency deviation, which can be of the order of 200 MHz mA$^{-1}$, broadens the linewidth of the modulated laser which creates difficulties for coherent optical detection (see Section 13.4.1).

Although direct modulation of the semiconductor laser in ASK coherent optical fiber systems has been demonstrated [Ref. 4], external modulation using active integrated optical devices, such as the directional coupler or the Mach–Zehnder interferometer (see Section 11.4.2), present attractive alternatives [Ref. 44]. It should be noted, however, that all external ASK modulators suffer the drawback that around half of the transmitter power is wasted. Nonsynchronous detection can also be employed with the ASK format which puts the least demands on the injection laser phase stability. In principle this modulation scheme can be used with laser sources exhibiting linewidths comparable with the bit transmission rate. In practice the linewidth in the range 10 to 50% of bit rate is normally specified for ASK heterodyne detection [Refs 44, 53], although some authors indicate 10 to 20% [Refs 4, 43]. Nevertheless, asynchronous heterodyne and phase diversity (see Section 13.6.5) detection receivers which use ASK can tolerate the linewidths of typical DFB lasers.

* It should be noted that ASK is also referred to as on–off keying (OOK).
13.5.2 Frequency shift keying

The frequency deviation property of a directly modulated semiconductor laser can be usefully employed with wideband FSK coherent optical fiber systems. Hence optical FSK (see Figure 13.2(b)) in common with ASK has the advantage that it does not necessarily require an external modulator, thus allowing higher launch powers and a more compact transmitter configuration, as illustrated in Figure 13.10(a). The direct frequency modulation characteristics of the laser are determined by changes in the device carrier density in the high-modulation-frequency region, and by the temperature modulation effect in the low-frequency region. Thus at frequencies above 1 MHz where the carrier modulation effect occurs, the frequency deviation is typically 100 to 500 MHz mA\(^{-1}\), whereas below 1 MHz it is around 1 GHz mA\(^{-1}\) due to the predominant temperature effect [Ref. 44]. Although the response under frequency modulation of the semiconductor laser is therefore not uniform, a frequency shift of between 100 MHz to 1 GHz is readily obtained from the device without serious intensity modulation effects [Ref. 19].

The laser linewidth requirements for wide frequency deviation FSK heterodyne nonsynchronous detection are similar to those of ASK with nonsynchronous heterodyne detection and are in the range 10 to 50% of the transmission bit rate [Refs 44, 52]. Therefore, the use of FSK with broad-linewidth injection lasers has been relatively successful, particularly at low bit rates. For example, the direct modulation of the laser drive
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**Figure 13.10** Transmitter configurations for FSK and PSK modulation: (a) FSK by direct modulation of an FM semiconductor laser injection current; (b) FSK using an external modulator; (c) PSK using an external electro-optic modulator
current causing variations in the lasing wavelength has provided FSK transmission over 300 km at a rate of 34 Mbit s\(^{-1}\) with a receiver sensitivity of 165 photons per bit [Ref. 54]. However, due to the presence of large thermal effects at linewidths less than 10 MHz, the FM response of semiconductor lasers is typically nonuniform and hence electronic equalization may be required [Ref. 19]. Although it has been observed that the use of a split electrode on the injection laser largely eliminates this effect [Ref. 55], alternative strategies have also been utilized. These include the use of bipolar optical FSK transmission [Ref. 56] and alternate mark inversion encoding [Ref. 57]. The former technique provided a transmission rate of 1 Gbit s\(^{-1}\) over 121 km whereas the latter operated at a rate of 565 Mbit s\(^{-1}\) using commercial DFB lasers.

When a single oscillator is switched between two frequencies, as is often the case with a semiconductor laser source, the phase of the signal is a continuous function of time and the modulation is known as continuous phase FSK (CPFSK) [Ref. 43]. This modulation scheme has been successfully demonstrated [Ref. 58] using integrated external cavity lasers (see Section 6.10.2). In this experiment transmission at 2 Gbit s\(^{-1}\) over 197 km of single-mode fiber was achieved. Continuous phase FSK is attractive because it allows d.c. modulation of the injection laser while also providing high receiver sensitivity. Furthermore, it is suitable for high-speed transmission since it creates no laser chirping degradation (see Section 6.7.3), as experienced in IM/DD systems. The multichannel properties of CPFSK with a small frequency deviation have also indicated that it is a potential technique for wavelength division multiplexing [Ref. 59].

External modulation techniques for FSK, shown schematically in Figure 13.10(b), include both acousto-optic and electro-optic approaches. Using bulk optic devices, FSK may be accomplished using a Bragg cell which employs traveling acoustic waves in a crystal to simultaneously diffract and frequency-shift the optical signal. Alternatively, an equivalent effect can be obtained by using surface acoustic waves on an integrated optical waveguide device (see Section 11.4.2). Frequency shift keying modulation can also be provided by a Mach–Zehnder interferometer with sinusoidal modulation applied to one of its branches. Such devices have been operated at modulation frequencies in excess of 1 GHz.

Finally, multilevel FSK (MFSK) offers the potential for improving the coherent optical receiver sensitivity by increasing the choice of signaling frequencies [Ref. 60]. In principle this M-ary scheme provides the best receiver performance in the limit of large channel spacing. Thus eight-level FSK yields an equivalent sensitivity to binary PSK but at the expense of a greater receiver bandwidth requirement.

### 13.5.3 Phase shift keying

Optical phase modulation can be achieved by d.c. modulation of a semiconductor laser into which external coherent laser light is injected [Ref. 61]. When the injected laser frequency is exactly tuned to the modulating signal frequency, the output signal phase relative to the modulating signal phase is zero. A relative phase change of \(\pi/2\) is obtained when the injected laser frequency is detuned away from the modulated light frequency to the injection-locking limit. Hence the cutoff modulation frequency is determined by the injection-locking bandwidth. Furthermore, this technique has the effect of reducing the linewidth of the injection-locked laser to that of the injected signal device [Ref. 19].
External modulation for PSK is relatively straightforward and therefore normally utilized to provide the modulation format (see Figure 13.10(c)) which allows the most sensitive coherent detection mechanism within the binary modulation schemes (see Section 13.8). Simple integrated optical phase modulators fabricated from electro-optic materials such as lithium niobate or III–V compound semiconductors may be employed to give the appropriate shift with the application of an electric field (see Section 11.4.2). Such devices, which exhibit a fiber-to-fiber insertion loss of 2 to 5 dB, require around 5 V drive to produce a phase shift of $\pi$ radians. Moreover, modulation bandwidths in excess of 10 GHz have been obtained from traveling-wave structures.

The phase detection process for PSK, however, necessitates synchronous detection with the requirement for corresponding narrow laser linewidths. These very narrow-linewidth requirements for both PSK heterodyne and homodyne detection may be observed in Table 13.1 which presents the laser linewidths as a percentage of the transmission bit rate for the major modulation formats considered in Section 13.5. Moreover, it may be noted that the most stringent laser linewidth requirement is for homodyne detection with binary PSK where for efficient detection linewidths on the order of 0.01% of the transmission rate are required [Ref. 62].

By contrast, two level differential PSK (DPSK), which is also referred to as differential binary PSK (DBPSK) and is also indicated in Table 13.1 by the accepted term DPSK, is a less demanding form of PSK since information is encoded as a change (or the absence of a change) in the optical phase on a bit-by-bit basis. The relationship between DPSK and PSK is illustrated in Figure 13.11 where it may be observed that with DPSK the incoming bit is delayed in order that its phase can be compared with the next received bit. Hence the technique does not require phase comparisons over more than two bit intervals. Moreover, the SNR performance of DPSK is only a fraction of a decibel less than that of heterodyne (synchronous) PSK [Ref. 1]. As laser linewidths of the order of 0.3 to 0.5% of the transmission rate can be tolerated with DPSK, experimental systems operating at 1.2 Gbit s$^{-1}$ were demonstrated using both an integrated external cavity DFB laser [Ref. 63] and an external fiber cavity DFB laser [Ref. 64] in the late 1980s. In addition DPSK is technically straightforward to implement at high transmission rates because the phase fluctuation between the two signal bits is reduced [Ref. 21].

### Table 13.1 Laser linewidth requirements for various modulation formats as a percentage of the bit rate

<table>
<thead>
<tr>
<th>Modulation format</th>
<th>Homodyne</th>
<th>Synchronous</th>
<th>Asynchronous</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASK</td>
<td>0.005–0.1%</td>
<td>0.05–0.1%</td>
<td>10–50%</td>
</tr>
<tr>
<td>FSK (wide deviation)</td>
<td>No</td>
<td>0.05–0.1%</td>
<td>10–50%</td>
</tr>
<tr>
<td>FSK (narrow deviation)</td>
<td>No</td>
<td>0.3–2.0%</td>
<td>No</td>
</tr>
<tr>
<td>PSK</td>
<td>0.005–0.01%</td>
<td>0.1–0.5%</td>
<td>No</td>
</tr>
<tr>
<td>DPSK</td>
<td>No</td>
<td>0.3–0.5%</td>
<td>No</td>
</tr>
</tbody>
</table>
Unlike multilevel FSK which can provide improved receiver sensitivity by spectral expansion, M-ary PSK (and also, for that matter, M-ary ASK) can potentially provide spectral conservation through the use of multilevel signaling. This approach can be generalized for M-ary schemes where the spectral efficiency is increased by a factor of \( \log_2 M \) (i.e. for M-level signaling) with respect to binary signaling. Moreover M-ary PSK, M-ary ASK and their combinations such as quadrature amplitude modulation (QAM) [Refs 2, 65] can avoid noise degradation in the electronic preamplifier by increasing the utilization of the IF band frequency within optical heterodyne detection [Ref. 66].

Following the widespread deployment of optical amplifiers, a major benefit associated with coherent transmission has become the improvement of the system spectral efficiency which can be further enhanced using multilevel modulation [Ref. 8]. The signal space or signal constellation diagrams for binary and quaternary, or four-level, ASK, or on–off keying (OOK) are shown in Figure 13.12(a). It may be observed that, although the optical carrier has both in- and quadrature phase represented in the two-dimensional constellation diagram, OOK uses only the positive axis in a single dimension to carry information. Therefore M-ary ASK as typified by 4-OOK employs four different amplitude levels each containing two information bits (i.e. dibits). By contrast, in the quadrature PSK (QPSK) or 4-QAM scheme depicted in Figure 13.12(b) all aspects of the signal space are employed (i.e. positive and negative sides of both dimensions) to carry information [Ref. 2].

For QPSK or other M-ary PSK modulation schemes, however, the signals are distinguished from each other in phase but are all of the same amplitude. In order to obtain greater spectral efficiency it is useful to combine M-ary PSK with M-ary ASK to produce QAM as illustrated in Figure 13.12(c). The 16-QAM constellation diagram demonstrates how four information bits can be contained in each transmitted symbol. It should also be noted that the error probability is primarily determined by the minimum Euclidean distance, \( d \) (in Figure 13.12), and therefore 16-QAM exhibits a lower error rate when subjected to noise than, for example, 16-level M-ary PSK [Ref. 67]. The receiver sensitivities associated with the above multilevel transmission techniques are discussed further in Section 13.8.7.

### Binary message sequence:

```
1 0 1 1 0 1 0 0 1 1
```

### PSK transmitted phase:

```
0° 180° 0° 180° 0° 180° 0° 180° 0° 180°
```

### Differential binary sequence:

```
1 1 0 0 0 1 1 0 1 1
```

### Reference bit

```
0° 0° 180° 180° 0° 180° 0° 0° 0° 0°
```

**Figure 13.11** Comparison of a one-bit-at-a-time DPSK scheme with binary PSK. The differential binary sequence is obtained by repeating the preceding bit in the sequence if the message bit is a 1 or by changing to the opposite bit if the message bit is a 0.
13.5.4 Polarization shift keying

An additional modulation format which has been investigated within coherent optical fiber communications involves use of the polarization characteristics of the transmitted optical signal. The digital transmission implementation of such polarization modulation is known as polarization shift keying (PolSK). As a single-mode optical fiber can support two polarizations, they can be used alternately to carry either a zero or a one bit. Unlike PSK or FSK, however, the PolSK data modulation format has received comparatively little attention, primarily as a consequence of the need for active polarization management at the receiver due to the random polarization changes in standard single-mode fiber [Ref. 10]. Hence PolSK requires the additional receiver complexity associated with the polarization control requirement without providing a significant sensitivity improvement over intensity modulation. Nevertheless, polarization is finding utilization to increase spectral efficiency by either transmitting two different signals at the same wavelength in two orthogonal polarizations to produce polarization multiplexing (see Section 13.9.1) or for the transmission of adjacent wavelength division multiplexed channels using alternating polarizations to reduce nonlinear interactions and coherent crosstalk between the channels giving polarization interleaving (see Section 13.9.2).
A n early realization of coherent optical transmission using heterodyne detection with PolSK was obtained through external modulation by a lithium niobate phase modulator [Ref. 68]. This device produced a phase shift of $\pi$ radians between the TE and TM modes, which rotated the signal polarization by 90°. These orthogonal polarization states were then maintained during transmission within a single-mode fiber. In this context a pre-requisite for the fiber was that no coupling occurred between the two orthogonal polarization modes. The system was, however, successfully operated at a transmission rate of 560 Mbit s$^{-1}$ and proved between 2 and 3 dB more sensitive than ASK modulation with heterodyne detection.

The differential variant of PolSK (DPolSK) has also been demonstrated [Ref. 69]. This modulation format eliminates the ambiguity involved in deciding whether a particular polarization represents a binary 0 or a 1. Furthermore, the DPolSK scheme can lead to the removal of the phase noise associated with both the laser source and the fluctuations from the transmission medium [Ref. 69]. This factor provides an improvement over PolSK where only the phase jitter of the laser may be cancelled.

The above binary schemes have been concerned with the two polarization modes of a single-mode fiber. Multilevel PolSK is also possible in which the transmitted symbols are each associated with different polarization states within the fiber [Refs 70, 71]. Moreover, such a modulation format can provide a performance improvement over the more traditional multilevel systems outlined in Sections 13.5.2 and 13.5.3 [Ref. 71].

### 13.6 Demodulation schemes

Basic receiver configurations for optical heterodyne and homodyne detection are shown in Figure 13.13. In both cases it has been assumed that some form of polarization control is required to match the incoming signal SOP to that of the local oscillator signal (see Section 13.4.2). This factor therefore implies the use of circularly symmetric standard single-mode fiber. For heterodyne detection (Figure 13.13(a)), a beat-note signal between the incoming optical signal and the local oscillator signal produces the IF signal which is obtained using the square-law optical detector (see Section 13.3). The IF signal, which generally has a frequency of between three and four times the transmission rate, is then demodulated into the baseband using either a synchronous or asynchronous detection technique.* An optical receiver bandwidth several times greater than that of a direct detection receiver is therefore required for a specific transmission rate. Moreover, as IF frequency fluctuation degrades the heterodyne receiver performance, then frequency stabilization may be achieved by feeding back from the demodulator through an automatic frequency control (AFC) circuit to the local oscillator drive circuit.

* A brief explanation of the terminology was provided in Section 13.2. It should be noted that asynchronous heterodyne detection does not strictly require phase matching between the incoming signal and the local oscillator. Spatial coherence between the two signals is, however, required when they are combined so that asynchronous detection schemes do fall within the broad heading of coherent optical fiber systems.
In the case of homodyne detection in which the phase of the local oscillator signal is locked to the incoming signal, then, by definition, a synchronous detection scheme must be employed. Moreover, the result of the mixing process in the optical detector produces an information signal which is in the baseband (see Section 13.3) and thus requires no further demodulation. An AFC loop is also shown within the homodyne receiver configuration of Figure 13.13(b) to provide the necessary frequency stabilization between the two signals. Hence any variant detection schemes based on homodyne detection, but in which the local oscillator laser is not phase locked to the incoming signal such as phase diversity or multiport detection, could be considered as a form of heterodyne rather than homodyne detection [Ref. 4]. However, this technique is dealt with separately in Section 13.6.4.

In both optical heterodyne and homodyne detection, where the incoming signal is demodulated using a local oscillator laser, FM noise in this device together with that resulting from the source laser causes SNR degradation in the receivers through FM to AM, or PM to AM, conversion which generally determines the lower limit of bit-error-rate performance [Ref. 72]. Frequency modulation noise which basically results from the spontaneous emission coupled to the lasing mode is, in the semiconductor laser, enhanced by AM noise caused by photon number fluctuation which is generated through the same mechanism [Ref. 73]. Moreover, excess AM noise within the local oscillator laser due to its resonance characteristics also deteriorates the SNR performance and hence degrades the receiver sensitivity. To reduce the effect of local oscillator FM noise a semiconductor laser with a narrowed or suppressed spectral linewidth must be used [see Section 13.4.1].

Figure 13.13 Basic coherent receiver configurations: (a) optical heterodyne receiver; (b) optical homodyne receiver illustrating the phase locking between the local oscillator and incoming signals
The excess AM noise in the semiconductor laser decreases with an increase in the bias level so that high-bias operation is effective in suppressing this mechanism [Ref. 73]. Furthermore, excess AM noise associated with the local oscillator can be suppressed by employing the balanced receiver configuration described in Section 13.4.3.

13.6.1 Heterodyne synchronous detection

Optical heterodyne synchronous detection necessitates an estimation of the phase of the IF signal in translating it to the baseband. Such an approach generally requires the use of phase-locking techniques at the receiver in order to track phase fluctuations in the incoming and local oscillator signals. Since the information signal is to be processed on an IF carrier, then electrical phase estimation may be employed. Hence the phase-locked loop (PLL) techniques and configurations appropriate to radio-frequency and microwave communications can be utilized [Ref. 1]. Such techniques have been investigated primarily for PSK demodulation where an estimation of the phase of the signal is required [Ref. 4]. Furthermore, synchronous PSK demodulation is the most sensitive of the heterodyne detection techniques (see Section 13.8.7). In order to achieve a measurement of the phase of a fully modulated PSK signal, it is necessary to obtain a phase reference from the phase of the average incoming optical signal within a particular time interval. Therefore the purpose of the PLL is to provide that reference where, in general, the time average is defined by the bandwidth of the loop.

An examination of the spectrum of a PSK signal reveals that no signal energy is present at the carrier frequency when the phase shift from the binary 1 to 0 states is a full 180°.* The introduction of a nonlinear element within the PLL is therefore necessary to enable efficient carrier recovery. A squaring loop technique illustrated in Figure 13.14(a) is particularly applicable to binary PSK, phase-noise-sensitive coherent optical fiber systems. By squaring the PSK signal frequency this method produces a carrier at twice the original frequency which can be filtered out and then used for phase estimation. A similar result may be obtained with the statistically equivalent Costas loop shown in Figure 13.14(b) [Ref. 74].

An alternative approach to carrier recovery is to reduce slightly the depth of the phase modulation so that a small component of the transmitted energy lies at the carrier frequency. This pilot carrier signal can then be amplified and recovered as a phase reference at the receiver. In this case of what is essentially a weak carrier, a much reduced loop bandwidth (i.e. reduced integration time) is required in order adequately to recover the carrier. Furthermore, while providing a stable reference, long integration times increase the sensitivity of the receiver to carrier phase noise.

A variant on the pilot carrier technique for PSK synchronous demodulation is shown in Figure 13.15 in which carrier recovery takes place at the IF stage [Ref. 75]. In this case the detected IF signal is divided into two routes, one being the signal route and the other being the carrier recovery route. Following the carrier recovery route the signal is doubled by a frequency doubler (FD) to remove the (0, π) phase modulation component. Twice the IF frequency of the resultant signal is then divided by a frequency halver (FH) to recover the

* This situation typifies a suppressed carrier modulation type [Ref. 2].
Figure 13.14 Techniques for carrier recovery used in coherent optical PSK receivers: (a) squaring loop; (b) Costas loop

Figure 13.15 A carrier recovery synchronous demodulator. Reprinted with permission from Ref. 78 © IEEE 1983
reference carrier signal. Finally, the recovered carrier and signal are mixed to give the demodulator output. This technique, which provides for suppression of phase noise, has, for example, been demonstrated in a coherent optical PSK system. [Refs 75, 76].

The above synchronous demodulation schemes can also be used within ASK and FSK heterodyne optical fiber systems but they do not provide the same potential receiver sensitivity performance as that of PSK. Moreover, alternative asynchronous techniques for ASK and FSK are often more reliable in the presence of phase noise and provide receiver sensitivities only slightly less than the corresponding synchronous methods. These asynchronous demodulation schemes are therefore discussed in Section 13.6.2.

13.6.2 Heterodyne asynchronous detection

It was indicated in Section 13.5 that both ASK and FSK may be demodulated using asynchronous detection techniques, which puts the least demands on laser linewidth and phase stability. Such demodulation schemes, which include ASK envelope detection as well as FSK single- and dual-filter detection, do not therefore require the extremely narrow laser linewidths associated with synchronous binary PSK demodulation. Heterodyne envelope detection of an ASK signal may be achieved using an IF bandpass filter followed by a peak detector to recover the baseband signal as shown in Figure 13.16(a). Such a scheme, however, incurs a receiver sensitivity penalty as a result of nonlinear filtering of the Gaussian-distributed noise in the peak detection process combined with the phase noise broadening of the signal spectrum such that a significant proportion of the signal energy can be translated outside the IF signal band. An optimum receiver bandwidth balances these factors and, for combined source and local oscillator linewidths of 10% of the transmitted data rate, the receiver penalty is around 3 dB [Ref. 43].

By employing parallel filters with channels centered on the two transmitted frequencies it is possible to use envelope detection on each channel of a binary FSK signal. The configuration for this dual-filter demodulation technique is provided in Figure 13.16(b) [Ref. 46]. At the output it produces a differential ASK signal with a receiver sensitivity which is slightly better than asynchronous ASK demodulation in the presence of phase noise (i.e. a 2 dB penalty when source and local oscillator laser linewidths are 10% of the transmitted data rate [Ref. 41]). This improvement results from the complementary behavior of the dual-filter approach where, for large spacing between the two FSK signal channels, it is possible to have a significant spectral broadening of the signal but with insufficient energy in the complementary channel to register an error.

As mentioned earlier, asynchronous detection cannot be employed in the case of the PSK modulation format primarily because the phases of the received optical signal and the local oscillator laser are not locked and they can therefore drift over time. The use of the DPSK (see Sections 13.5.3 and 13.7) format, however, does allow asynchronous demodulation as there is no similar requirement for phase locking. An asynchronous DPSK receiver is depicted in Figure 13.16(c) which utilizes a 1 bit delay scheme. Hence the received bit stream is multiplied by its replica that has been delayed by 1 bit period duration. This phase comparison demodulation reduces the synchronization problems associated with PSK as phase stability is only required over a few bit periods and it can therefore be implemented using distributed feedback lasers.
13.6.3 Homodyne detection

The attraction of optical homodyne detection is not just the potential 3 dB improvement in receiver sensitivity (see Section 13.3) but also that it can ease the receiver bandwidth requirement considerably. This factor is illustrated in Figure 13.17 which compares the spectra at the output of the detector for PSK homodyne and PSK heterodyne detection. It may be observed that homodyne detection requires only the normal direct detection receiver bandwidth whereas heterodyne detection requires at least twice this bandwidth and often a factor of 3 or 4 times it. Unfortunately, optical homodyne detection using independent source and local oscillator lasers (i.e. not self-homodyne, see Section 13.7) has proved quite difficult to achieve because of the problems associated with remotely optical locking a local oscillator laser to a low-level modulated signal [Ref. 44]. Such phase locking is essential because the phase difference $\phi$ in Eq. (13.12) must be held near zero for high-sensitivity reception. Furthermore, if $\phi$ drifts to $\pi/2$, then the output signal current $I_S$ will become zero and the detection process will cease.

---

Figure 13.16 Asynchronous heterodyne detection: (a) ASK single envelope detector receiver; (b) FSK dual-filter receiver; (c) asynchronous DPSK receiver
Two homodyne demodulation strategies have, however, proved successful in demonstration for coherent optical fiber reception. They are the use of either a pilot carrier or a decision-driven optical phase locked loop [Refs 1, 19, 44]. Unlike the electrical PLL techniques described in Section 13.6.1 which comprised an electrical phase detector, loop filter and voltage-controlled oscillator (VCO), in the optical PLL, the photodetector and laser local oscillator act as the phase detector and VCO respectively. Hence the optical phase difference between the incoming signal and the local oscillator signal, or the phase error signal, is detected by the photodetector prior to being fed back to correct the local oscillator frequency and phase. Although homodyne detection using an optical PLL has been demonstrated [Ref. 77], it is somewhat difficult to realize and puts stringent demands on the laser linewidths [Ref. 62].

The optical PLL configuration shown in Figure 13.18 [Ref. 77] employs a pilot carrier strategy for PSK homodyne detection. In common with other pilot carrier techniques (see Section 13.6.1) this carrier is generated by using incomplete (<180°) phase modulation. The pilot carrier signal, together with the incoming signal, are combined in a 3 dB fiber directional coupler and then detected using a balanced receiver (see Section 13.4.3). The output signal from the difference amplifier (Figure 13.18) is therefore a function of the phase error which may be used for phase locking through the loop filter to the optical local oscillator which performs as the VCO. It should be noted, however, that any carrier power used in this phase-locking process directly reduces the receiver sensitivity by an

![Diagram of Pilot carrier optical phase locked loop receiver]
equivalent amount. Furthermore, the signal power required to track the phase of the incoming carrier to a specified accuracy (i.e. the tracking error relates directly to a degradation in the bit-error-rate performance) is dependent upon the combined phase noise of the source and local oscillator lasers as well as the PLL bandwidth. Hence, extending the optical PLL bandwidth improves the tracking performance until a point is reached where the increased shot noise significantly degrades the loop SNR. There is, therefore, an optimum loop bandwidth to provide a minimum phase error and it is possible to improve the performance of the optical homodyne receiver when the local oscillator laser has substantial phase noise by simply increasing the PLL bandwidth.

The pilot carrier optical PLL approach using external cavity semiconductor lasers and a balanced transimpedance receiver has demonstrated a sensitivity of 72 photons per bit at 4 Gbit s\(^{-1}\) [Ref. 25]. Furthermore, there is a similar balanced optical PLL receiver configuration where part of the transmitted power must be used for unmodulated carrier transmission so that the local oscillator laser can lock in quadrature to the residual carrier which is therefore in phase with the data signal. This homodyne receiver has the benefit of suppressing the excess intensity noise of the lasers employed but it does impose very stringent requirements on the laser linewidths (see Section 13.4.1). Nevertheless, experimental demonstration of this approach has achieved receiver sensitivities of 25 and 332 photons per bit at transmission rates of 140 Mbit s\(^{-1}\) and 2 Gbit s\(^{-1}\) respectively.

The basic principle of the decision-driven optical PLL homodyne receiver mixes the received data with the local oscillator using a 90° optical hybrid as illustrated in Figure 13.19. This device, which typically incorporates a 3 dB fiber coupler and two polarization beam-splitting elements, ensures a 90° phase difference between the output signals from the two balanced receivers (see Section 13.6.6).

The 90° hybrid device can be realized using the phase shift properties of polarized light [Refs 79, 80]. A 90° phase shift can be obtained by combining a circularly polarized local oscillator signal with a linearly polarized incoming signal and then by resolving the combined signal into two orthogonal components with a polarization beam splitter. The linearly polarized incoming signal must, however, be aligned at 45° to the beam splitter plane.

**Figure 13.19** Decision-driven optical phase locked loop receiver
The combined local oscillator and data signals are in phase on the upper output of the 90\% hybrid in Figure 13.19 which is input to the data collection branch, while the two signals are in quadrature on the lower output which is sent to the optical PLL. Clearly, using this approach there is no transmitted power wastage from a pilot carrier or residual component. Furthermore, a decision-driven optical PLL receiver with the configuration shown in Figure 13.19 has demonstrated a sensitivity of 297 photons per bit at a transmission rate of 10 Gbit s\(^{-1}\) [Ref. 81].

### 13.6.4 Intradyne detection

An alternative coherent optical detection concept to the common heterodyne or homodyne detection processes is that of intradyning. In the intradyne receiver the incoming signal is not precisely shifted to the baseband as in homodyne detection but shifted to a frequency much lower than the data transmission rate. Hence the electronic filtering can be undertaken using a baseband filter which is only slightly wider than that utilized for a homodyne receiver. The requirements on the automatic frequency control, however, for the local oscillator laser are similar to those of a heterodyne receiver. Use of an PLL can therefore be avoided with intradyne detection as there is a low IF generated and the IF is not zero as in homodyne receivers. A spectral diagram of the intradyne process for PSK comparing it with both heterodyne and homodyne PSK detection is provided in Figure 13.20(a). It may
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**Figure 13.20** Optical intradyne detection: (a) spectral comparison with heterodyne and homodyne detection; (b) two-phase QPSK intradyne receiver
be observed that the intradyne spectrum is downconverted to produce an IF near the baseband as a consequence of the local oscillator laser only exhibiting approximately the same optical frequency as the incoming signal. Moreover, the spectra for heterodyne and homodyne detection can be related to those shown in Figure 13.17.

The intradyne detection process was initially implemented in an experimental quadrature PSK receiver which employed purely electronic digital carrier recovery [Ref. 82]. Figure 13.20(b) depicts a two-phase intradyne receiver structure. There is no optical PLL shown as the receiver exhibits nonzero, albeit very low, IF. A minimum of two phases, those being in-phase and quadrature (I and Q), is needed to avoid loss of information. This synchronous intradyne receiver incorporates a 90° hybrid (see Section 13.6.3) and two balanced receivers (see Section 13.4.3) using four identical photodiodes. The carrier recovery delivers the electronic carrier required to provide an input to the electronic PLL which facilitates the IF downconversion to convert the detected I and Q signals from the small IF signal into two data streams. This following synchronous demodulation is performed by an orthogonal demodulator [Ref. 82].

Although the intradyne approach removes the need for an optical PLL while exhibiting the nearly similar baseband, direct detection receiver bandwidth of homodyne detection, it can necessitate laser linewidth restrictions similar to those when an optical PLL is utilized. A feedforward carrier recovery QPSK/BPSK intradyne receiver strategy has, however, been explored which is predicted to be extremely tolerant to laser linewidths, thus enabling the use of distributed feedback lasers [Ref. 83].

13.6.5 Phase diversity reception

An additional demodulation scheme employed in microwave systems which has been applied to coherent optical systems is phase diversity reception, or multiport detection [Refs 84, 85]. In these techniques the local oscillator laser is operated at a frequency comparable with the frequency of the incoming signal but the two signals are not phase locked. The phase diversity receiver does, however, convert the incoming signal directly to the baseband and therefore has the bandwidth advantage of homodyne detection. As the optical mixing is not phase synchronized, the demodulation strategy avoids this major problem associated with homodyne detection, but at best the receiver sensitivity is equivalent to that of heterodyne detection. Hence, from the viewpoint of receiver bandwidth requirements, phase diversity reception behaves like an optical homodyne receiver but it is essentially asynchronous with the sensitivity performance of, or worse than, a heterodyne receiver. It cannot therefore be regarded strictly as a homodyne technique* and certain authors have suggested it is more appropriate to classify such multiport detection schemes with heterodyne receivers [Ref. 4].

A number of optical phase diversity reception schemes have been investigated operating with two or more ports and two or more matched receivers. The technique utilizes a fixed phase relationship between the ports of a multiport coupler to provide the direct demodulation to the baseband without the requirement for an optical PLL. One variant of the optical phase diversity receiver known as the in-phase and quadrature (I and Q) receiver

* Many authors have, however, referred to it as a homodyne strategy [Refs 86–88].
is shown in Figure 13.21. In this two-phase [Refs 85–89] scheme the incoming and local oscillator signals are combined in a 90° optical hybrid similar to the one described in Section 13.6.3. The 90° hybrid is connected to two detectors, the outputs of which are amplified and then passed through square-law devices prior to electrical recombination. The output signals from each receiver path prior to recombination can be written in terms of their voltages $V_1$ and $V_2$ as:

$$V_1 = k_1^2 m^2(t) \sin^2 \delta \phi$$

$$V_2 = k_2^2 m^2(t) \cos^2 \delta \phi$$

where $k_1$ and $k_2$ are constants, $m(t)$ is the modulation and $\delta \phi$ is the phase error. Hence the output signal from the receiver is:

$$V_1^2 + V_2^2 = k^2 [m(t)]^2$$

where we assume $k = k_1 = k_2$. It may be observed from Eq. (13.23) that for ASK the demodulated signal is constant irrespective of the relative phase between the incoming and local oscillator signals. Therefore, with ASK modulation the laser linewidth requirements are comparable with heterodyne detection with asynchronous IF demodulation (see Section 13.5.1). For example, the experimental demonstration of such two-phase ASK demodulation was achieved using a commercial 1.5 μm DFB laser with a linewidth of 38 MHz at 150 Mbit s$^{-1}$ providing a sensitivity of $-55$ dBm [Ref. 88].

For PSK modulation, however, the signal may be differentially demodulated by the inclusion of a 1 bit delay in one of the inputs to the square-law mixer. Hence the change in phase during a single bit period only is of concern and any longer term phase drift is removed. This DPSK I and Q demodulation is expected to have similar laser linewidth...
requirements to DPSK heterodyne detection (see Section 13.5.3) [Ref. 44]. The I and Q phase diversity receiver is more sensitive to fluctuations of the incoming SOP than a conventional optical heterodyne receiver [Ref. 89]. Polarization control should, however, be more straightforward in the I and Q case because it is possible to obtain electrical signals directly from the two receiver arms which provide exact information on the received polarization state. Nevertheless, problems do exist with two-port phase diversity reception, as in practice the electrical square-law demodulation is imperfect and produces additional terms which tend to appear in the baseband along with the demodulated signal. Moreover, the two detected currents must be 90° out of phase, which may only be achieved at the expense of additional signal processing [Ref. 79], and also the two arms of the receiver must be well matched.

Other phase diversity techniques can be used as alternatives to I & Q detection. In particular, the phase diversity receiver using three-phase reception has proved successful [Refs 85, 86, 91, 92]. A schematic diagram of the generalized three-phase receiver is shown in Figure 13.22. It may be observed that in this phase diversity scheme a 120° optical hybrid is required which can be conveniently realized from the intrinsic symmetry associated with the construction of a three-fiber fused biconical coupler [Ref. 93]. Furthermore, this strategy avoids the polarization sensitivity of the two-phase arrangement. However, the receiver sensitivity of this approach is poorer than the conventional optical heterodyne strategy as the additional port for the third detector introduces an extra 1.8 dB degradation [Ref. 84].

Demonstrations of three-phase schemes have taken place using helium–neon lasers operating at 650 Mbit s\(^{-1}\) [Ref. 91] and DFB lasers at 140 Mbit s\(^{-1}\) [Ref. 92]. Furthermore, demodulation of direct FSK signals generated from a DFB laser operating at 5 Gbit s\(^{-1}\) was demonstrated using a three-port single-filter phase diversity receiver [Ref. 87]. The single-filter detection was achieved by setting the local oscillator frequency equal to the center frequency of the stronger FSK sideband [Ref. 93]. Receiver sensitivities for a

![Figure 13.22 Phase diversity receiver using three-phase detection](image-url)
bit-error-rate of $10^{-9}$ of $-30.5$ dBm and $-27.0$ dBm were obtained at transmission rates of 4 and 5 Gbit s$^{-1}$ respectively [Ref. 87].

It has also been suggested [Ref. 44] that multiport detection could be extended to provide both phase and polarization diversity reception (see Section 13.6.6). Furthermore, greater numbers of ports than three for phase diversity receivers were envisaged (i.e. four, six or eight) combined with a balanced receiver approach (see Section 13.4.3) in order to reduce excess noise from the local oscillator laser [Refs 44, 84, 90, 94].

13.6.6 Polarization diversity reception and polarization scrambling

The polarization matching requirement of coherent optical receivers can be removed by using either polarization diversity reception or polarization scrambling [Refs 38–42] transmission. A block schematic of a generic polarization diversity receiver is shown in Figure 13.23. This scheme, which is essentially polarization insensitive, employs separate heterodyne or homodyne detection for the two orthogonal polarization states of the optical signal.

The polarization diversity receiver illustrated in Figure 13.23 exhibits an optical front end incorporating an optical 3 dB coupler and two polarization beam splitters which constitute a 90° optical hybrid (see Section 13.6.3). However, unlike coherent receivers requiring SOP control, the received optical signal is not linearly polarized but is generally elliptically polarized and uncontrolled. The local oscillator laser is linearly polarized at 45° with respect to the received signal and mixing takes place in the coupler prior to the two separate polarization beam splitters. Detection of the outputs from the polarization beam splitters takes place in the two balanced receivers (see Section 13.4.3) providing the in-phase and quadrature outputs. Finally, although being applicable to most modulation formats [Ref. 8] as indicated in Figure 13.23, the polarization diversity receiver has found utilization primarily for PM and FM systems.

Polarization-insensitive heterodyne detection has also been demonstrated using polarization scrambling or spreading transmission. In this technique the polarization state of
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the optical signal is deliberately changed at the coherent system transmitter so that all possible polarization states are propagated during a single bit period. Although this method significantly reduces the receiver complexity in comparison with polarization diversity reception, it incurs a reduction in sensitivity at the coherent optical receiver. While polarization diversity reception can be used with polarization multiplexed coherent optical systems (see Section 13.9.1), this is not the case for polarization scrambling transmission, which therefore is a significant limitation for the technique.

### 13.7 Differential phase shift keying

The initial measurements of bit-error-rate on experimental coherent optical fiber systems were reported in the early 1980s, followed by the first field demonstration of a DPSK system in 1988 [Ref. 95]. This system, which employed heterodyne detection, was installed using an 18-fiber cable in an underground duct over 176 km between Cambridge and Bedford in the U.K., and successfully transmitted at a wavelength of 1.534 μm and a rate of 565 Mbit s⁻¹ with a long-term measured bit-error-rate (BER) of 5 × 10⁻⁹ exhibiting a receiver sensitivity of −47.6 dBm (276 photons per bit). Error-free operation with no error floor at BER levels above 10⁻¹³ was also observed using the same system arrangement but operating over the 150 km of installed fiber cable. Moreover, subsequent improvements to the system included a hybrid balanced receiver using a GaAs–FET IC preamplifier to enhance the sensitivity to −52 dBm as well as the incorporation of an injection-laser-pumped, erbium-doped fiber amplifier repeater [Ref. 96].

As indicated in Section 13.1, the resurgence of interest in coherent and phase-modulated optical communications which has taken place since 2002 has been centered on phase-modulated systems and, in particular, differential binary PSK (DBPSK, which is often simply indicated as DPSK) and differential quadrature PSK (DQPSK) systems. These research activities resulted in excess of 20 long-haul experimental demonstrations of DPSK transmission at rates of between 10 and 170.6 Gbit s⁻¹ before 2005 [Ref. 8]. In addition, more than 10 long-distance DQPSK experimental demonstrations have also been reported over the same period [Refs 8, 25]. Therefore in this section we focus on these more recent developments associated with DPSK and DQPSK transmission systems with specific reference to the return-to-zero (RZ) signal format. It is helpful, however, to adopt a now commonly used classification for optical PSK detection schemes that divides them into two broad categories which are referred to as coherent (where a local oscillator laser is employed) and interferometric (where a Mach–Zehnder delay interferometer in conjunction with differential direct detection is utilized). The latter category, which is also referred to as self-homodyning, is often used for DBPSK and is generalized to any differentially coherent signals including M-ary PSK by the term self-coherent [Refs 3, 25].

Optical DPSK signals carry the data in the phase difference between two consecutive symbols on the optical carrier as explained in Section 13.5.3 and shown in Figure 13.11. A DPSK transmitter, which is very similar to the PSK transmitter of Figure 13.10(c), is illustrated in Figure 13.24(a). The DPSK transmitter, however, also requires a precoder to enable the generation of the DPSK signal prior to its application to the phase modulator. Although a straight line phase modulator is displayed in Figure 13.24(a), a Mach–Zehnder
modulator can be used in its place to produce the phase modulation [Ref. 10]. Since the renewal of activity concerned with phase-modulated optical systems stimulated by the initial experimental demonstrations in 2002 [Refs 6, 7], the RZ pulse format has proved of most interest for the provision of both spectral efficiency and improved tolerance to fiber nonlinearities, enabling it to be utilized for long-haul transmission with optical amplifiers boosting the optical power levels [Ref. 8].

An optical RZ-DPSK transmitter is shown in Figure 13.24(b). In common with the DPSK transmitter in Figure 13.24(a), the nonreturn-to-zero (NRZ) data signal is differentially encoded using a precoder before it is applied to the phase modulator or the Mach–Zehnder modulator (MZM). The phase modulator only modulates the phase of the optical field resulting in a constant amplitude optical field, but it also introduces chirp across the bit transitions as a consequence of its noninstantaneous operation. By contrast an MZM always produces precise $\pi$ phase transitions at the expense, however, of residual optical intensity dips at the phase transition locations. Since exact phase modulation is more important for both DPSK and RZ-DPSK than constant optical intensity, such transmitters are more frequently implemented using an MZM to perform the phase modulation. Finally, a pulse carver, usually comprising an MZM controlled by a synchronized sinusoidal drive with the same amplitudes and of opposite phase, provides the RZ-DPSK output [Ref. 9].

Two types of DPSK receiver are shown in Figure 13.25. In both cases a balanced optical receiver is employed (see Figure 13.9) incorporating a fiber coupler and two matched photodetectors. The heterodyne receiver depicted in Figure 13.25(a) then utilizes an electrical delay of bit period $T$ in the phase comparison system together with the undelayed signal which then combine in a multiplier circuit to provide the differential phase. The output from the multiplexer is then integrated to eliminate residual noise, a positive voltage being obtained if the phases of the combined signals are the same. Alternatively, when the two
phases differ by 180°, a negative voltage is obtained at the data output. It should be noted that while frequency locking may be required, phase locking is not necessary for optical heterodyne DPSK demodulation.

Although the direct detection DPSK receiver shown in Figure 3.25(b) operates in the same manner as the heterodyne demodulator, there is no local oscillator laser signal and hence an asymmetric Mach–Zehnder interferometer, often termed a delay interferometer (DI), splits the incoming signal into two paths before recombining them in the fiber coupler after they have propagated with a path difference equivalent to the bit period T. Therefore in this interferometric detection scheme the balanced receiver follows the delay interferometer and acts as a mixer replacing the electrical multiplier circuit in the heterodyne demodulation process. Moreover, when using optical amplification before the receiver, then the direct detection DPSK receiver performance has been shown to be approximately the same as that of the heterodyne receiver [Ref. 97]. Furthermore, a matched filter (i.e. integrate and dump) is often utilized at the direct detection DPSK receiver output to reduce noise [Ref. 8]. Although using a DI to detect the DPSK signal creates more complexity in comparison with an IM/DD receiver, it is far more straightforward than deploying a heterodyne DPSK receiver with its requirement for a local oscillator laser. Hence interferometric direct detection for RZ-DPSK modulation has become an important area of renewed activity to facilitate long-haul optical transmission [Refs 98, 99]. It should be noted, however, that the theoretical sensitivity gain of DPSK over IM/DD indicated in Section 13.8.6 of up to 20 dB does not take into consideration the use of optical amplifiers within an IM/DD system. Both heterodyne and DI receivers systems exhibit much more limited sensitivity gain over optically amplified IM/DD systems such that the DPSK signal has around a 3 dB sensitivity gain, while the PSK signal exhibits only around a 3.5 dB sensitivity benefit [Ref. 8].

Direct detection (interferometric) DPSK transmission, using RZ pulses for the superior receiver sensitivity in comparison with on-off keying and the higher tolerance to fiber...
nonlinearities [Ref. 100], its SOP-independent operation and its capability to provide high spectral efficiency, has attracted considerable attention since 2002 [Ref. 9]. For example, a sensitivity of just 8.7 photons per bit at a BER of $10^{-9}$ which is significantly below the 22 photons per bit quantum noise limit for direct detection RZ-DPSK has been demonstrated over a standard single-mode fiber transmission distance of 77 km at a speed of 40 Gbit s$^{-1}$ when employing forward error correction [Ref. 101].

As indicated in Section 13.5.3, the spectral efficiency of PSK can be increased through the use of multilevel signaling. In particular, DQPSK has recently received much attention [Ref. 10]. The most commonly employed implementation of a DQPSK system is depicted in Figure 13.26 [Ref. 9]. It comprises a transmitter employing two parallel DPSK modulators (MZMs) that are integrated together in order to provide stability (it is possible to use a serial configuration which has also been experimentally demonstrated). The output from the CW laser source is divided by the splitter into two equal intensity paths to the two MZMs while an optical $\pi/2$ phase shifter in one of the paths and a combiner produce a single output signal with four phase shifts (i.e. 0, $\pi/2$, $-\pi/2$, $\pi$). Finally, a pulse carver (see Figure 13.24(b)) can be added to the transmitter structure to produce RZ-DQPSK.

The receiver effectively consists of two DPSK balanced receivers in which the phase difference in the arms of the two delay interferometers is set to $+\pi/4$ and $-\pi/4$. Hence the incoming DQPSK signal is first split into two equal parts and the differently biased DI receivers are employed in parallel to simultaneously demodulate the two binary data streams contained in the DQPSK signal. It should be noted that the DI delay must equal the symbol duration for the DQPSK demodulation which is twice the bit duration. Hence the benefit of DQPSK, being that for the same data rate the symbol rate is reduced by a factor of 2, is apparent. As a consequence the spectral occupancy is therefore reduced, the transmitter and receiver bandwidth requirements are lowered and the chromatic dispersion and polarization mode dispersion limitations are extended. In comparison with DPSK, however, the optical SNR needed to obtain a specific BER is increased in the range 1 to 2 dB [Ref. 9]. Furthermore, the frequency offset tolerance between the laser and the DI is around six times less than for DPSK, which causes more complexity in the DI design and stabilization.

Figure 13.26 Typical DQPSK system implementation [Ref. 9]
Although the DQPSK receiver of Figure 13.26 is interferometric rather than coherent following the categorization provided earlier, coherent detection can be employed for both DPSK and DQPSK. In particular, homodyne optical PLL receiver structures (e.g. balanced and decision driven) [Refs 25, 102] together with phase diversity reception [Ref. 103] have been a focus of interest. Moreover, several techniques which are referred to as self-coherent have been utilized, including the decision-feedback-directed receiver [Ref. 104] and the sampled self-coherent optical receiver in which a digital representation of the received signal phase waveform is obtained [Ref. 105]. Both these approaches seek to implement a coherent receiver without the physical presence of a local oscillator laser source.

### 13.8 Receiver sensitivities

The basic detection principles for the ASK coherent optical receiver were discussed in Section 13.3. In addition, the 3 dB SNR improvement for the ASK homodyne receiver in comparison with the corresponding heterodyne receiver in the shot noise limit was demonstrated (Eqs (13.16) and (13.17)). Although a synchronous detection process was assumed in Section 13.3 for ASK with heterodyne detection, ASK with asynchronous detection can achieve approximately the same SNR limit [Ref. 106]. It is now important to consider the receiver sensitivities for the other major modulation schemes and detection processes so that the choices regarding the implementation of coherent optical fiber systems can be understood.

In Section 13.3 comparison between ASK heterodyne and homodyne reception was undertaken from determination of their respective shot- or quantum-noise-limited SNRs. As in this section we propose to extend this comparison to receiver sensitivities of other digital modulation schemes, it is useful to transfer from considerations of SNR to those of BER. In addition we will continue to consider minimum receiver sensitivities in the presence of quantum noise only, neglecting thermal and other noise sources in the electronic preamplifier discussed in Section 9.3, as well as excess noise sources in the local oscillator laser. Although these other noise sources are normally present, comparison of the modulation formats under quantum-noise-limited detection assists in the deliberations regarding the desirability of specific schemes. Furthermore, near-quantum-noise-limited reception is more readily achieved using heterodyne or homodyne detection than by employing direct detection. We concentrate on synchronous demodulation for the major modulation formats (i.e. ASK, FSK, PSK) prior to consideration of homodyne detection for the ASK and PSK modulation schemes.

#### 13.8.1 ASK heterodyne detection

The ASK or OOK modulation format has similarities to digital transmission in an IM/DD optical fiber system, a BER analysis for the latter system being provided in Section 12.6.3. In a heterodyne receiver, however, the analyses of signal and noise phenomena are more complicated than in the IM-DD case because the optical detector output appears as an IF
signal and not as a baseband signal. Hence the IF output current from the photodetector \( I_s(t) \) which corresponds to the input current to the preamplifier from Eq. (13.9) can be written as:

\[
I_s(t) = \begin{cases} 
I_{SH} \cos(\omega_{IF}t + \phi) & \text{for a 1 bit} \\
0 & \text{for a 0 bit}
\end{cases}
\]  

(13.24)

where:

\[
I_{SH} = 2\eta P_s P_L / h f
\]  

(13.25)

To obtain the IF noise current, two assumptions can be made. Firstly, it is assumed that the local oscillator signal power is much larger than the incoming signal power so that the total noise current is approximately equal to \( I_{SL}^2 \), given by Eq. (13.14), and this applies for both the 1 and the 0 bit. Secondly, it is assumed that this IF noise current \( N(t) \) can be considered as narrowband noise which can be expressed as [Ref. 2]:

\[
N(t) = x(t) \cos \omega_{IF}t + y(t) \sin \omega_{IF}t
\]  

(13.26)

where \( x(t) \) and \( y(t) \) are functions of time which vary at a much slower rate than the IF signal. It should be noted that the first and second terms in Eq. (13.26) represent the I and Q components respectively. Hence the mean square values of \( x(t) \) and \( y(t) \) may be written as:

\[
\overline{x^2}(t) = \overline{y^2}(t) = I_{SL}^2
\]  

(13.27)

For heterodyne synchronous detection, the IF amplifier is followed by a demodulation circuit which has a phase synchronized reference signal proportional to \( \cos \omega_{IF}t \). Therefore, the detector output \( V_d(t) \) is given by:

\[
V_d(t) = k[I_s(t) + x(t)]
\]  

(13.28)

The probability density functions of \( V_d(t) \) for the ASK signal \( I_s(t) \) represented by Eq. (13.24) are illustrated in Figure 13.27. Moreover, it may be observed that these probability density functions are similar to those for digital IM–DD reception shown in Figure 12.37. Assuming this to be the case, the optimum decision threshold level \( D \) is set midway between the zero current (0 state) and the peak signal current (1 state) such that:

\[
I_D = I_{SH} / 2 = \frac{\eta P_s P_L}{h f}
\]  

(13.29)

The optical detector output given by Eq. (13.28) can now be considered as a baseband signal and noise contribution. Hence the analysis for BER can follow the method utilized for IM/DD in Section 12.6.3. We are therefore in a position to move straight to Eq. (12.21) and to substitute in the appropriate values from this derivation. Thus the probability of error \( P(e) \) for ASK heterodyne synchronous detection can be written as:
Substituting for $I_D$ from Eq. (13.29) gives:

$$P(e) = \frac{1}{2} \left[ \frac{1}{2} \text{erfc} \left( \frac{|I_{SH} - I_0|}{(I_{SL})^{\frac{1}{2}}} \sqrt{2} \right) + \frac{1}{2} \text{erfc} \left( \frac{|-I_0|}{(I_{SL})^{\frac{1}{2}}} \sqrt{2} \right) \right]$$

(13.30)

Substituting for $I_0$ from Eq. (13.29) gives:

$$P(e) = \frac{1}{2} \left[ \frac{1}{2} \text{erfc} \left( \frac{|I_{SH}/2|}{(I_{SL})^{\frac{1}{2}}} \sqrt{2} \right) + \frac{1}{2} \text{erfc} \left( \frac{|-I_{SH}/2|}{(I_{SL})^{\frac{1}{2}}} \sqrt{2} \right) \right]$$

$$= \frac{1}{2} \text{erfc} \left( \frac{I_{SH}}{2(I_{SL})^{\frac{1}{2}}} \right)$$

(13.31)

Finally, substituting for $I_{SH}$ using Eq. (13.25) and for $I_{SL}$ from Eq. (13.14), where we replace $B$ with the IF signal bandwidth $B_{IF}$ because $I_s(t)$ was originally an IF signal exhibiting this bandwidth, then Eq. (13.31) can be written as:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{2^{\eta_p} \sqrt{P_S \cdot P_L}}{4 \pi B_{IF}} \right)$$

(13.32)

It is more appropriate to specify the probability of error in terms of the transmission bit rate $B_T$ rather than the receiver bandwidth and, therefore, assuming transmission at a rate equivalent to twice the baseband bandwidth (see Eq. (3.12)), then $B_T = 2B = B_{IF}$. Hence Eq. (13.32) becomes:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{\eta P_S}{4 \pi f B_T} \right)$$

(13.33)
This expression allows the shot-noise-limited performance of ASK heterodyne synchronous detection to be compared with alternative detection schemes.

For ASK heterodyne asynchronous or envelope detection it can be shown that the probability of error in the shot noise limit, under similar assumptions to those used above for synchronous detection, is given by the approximate expression [Refs 106, 107]:

\[
P(e) = \frac{1}{2} \exp \left( -\left( \frac{I_{SH}}{8(I_{SL})} \right) \right)
\]  

(13.34)

Again substituting for \( I_{SH} \) and \( I_{SL} \) from Eqs (13.25) and (13.14), respectively, gives:

\[
P(e) = \frac{1}{2} \exp \left( -\left( \frac{\eta P_s}{4h f B_T} \right) \right)
\]  

(13.35)

Moreover, as indicated in Section 13.8.7, these formulas give approximately equivalent BER results to those provided by Eqs (13.31) and (13.33) for ASK heterodyne synchronous detection. The reason for this situation is that the approximation \( \text{erfc}(u) = \exp[-(u)^2] \) holds for large \( u \) and hence for a low BER [Ref. 107].

### 13.8.2 FSK heterodyne detection

We commence by considering FSK heterodyne synchronous detection in the shot or quantum noise limit. The two angular frequencies for the transmitted 1 and 0 bits are assumed to be \( \omega_1 \) and \( \omega_2 \) so that:

\[
I_s(t) = \begin{cases} 
I_{SH} \cos(\omega_1 + \phi) & \text{for a 1 bit} \\
I_{SH} \cos(\omega_2 + \phi) & \text{for a 0 bit}
\end{cases}
\]  

(13.36)

where \( I_{SH} \) is defined in Eq. (13.25) and \( \phi \), which is a function of time, represents the phase noise associated with the semiconductor laser. This is neglected, as before in Section 13.8.1, because we are concerned with shot-noise-limited detection.

It is assumed that the signal \( I_s(t) \) is received using two receivers tuned to \( \omega_1 \) and \( \omega_2 \) and that the output voltages from receivers 1 and 2 are \( V_1 \) and \( V_2 \) respectively. Furthermore it is assumed that the two receivers exhibit ideal frequency selectivity such that there is no crosstalk between \( \omega_1 \) and \( \omega_2 \) and therefore any additional voltages are generated by shot noise effects only. It is possible to just consider the time slot when a 1 bit (\( \omega_1 \)) is transmitted without losing generality. Hence the PDF of the output from receiver 1 is given by [Ref. 106]:

\[
p_1(V) = \frac{1}{(I_{SL})^3/2\pi} \exp \left\{ -\left( \frac{(I_{SH} - V_1)^2}{2(I_{SL})} \right) \right\}
\]  

(13.37)

Again we assume the local oscillator output power to be much higher than that of the incoming signal so that the total noise current is approximately equal to \( I_{SL} \) provided by Eq. (13.14). The noise output from receiver 2 can therefore be written as:
As an error occurs when \( V_2 > V_1 \), then the probability of error \( P(e) \) is equivalent to the probability that \( V_1 - V_2 < 0 \). Hence:

\[
P(e) = \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{(w - \frac{1}{2}I_{SH})^2}{4I_{SL}} \right\} \, dw
\]  

Changing the limits of the integration gives:

\[
P(e) = \int_{\infty}^{\infty} \frac{1}{\sqrt{\pi}} \exp(-z^2) \, dz
\]

Comparison with the definition for the complementary error function given in Eq. (12.17) allows Eq. (13.40) to be written as:

\[
P(e) = \frac{1}{2} \text{erfc} \left( \frac{1}{2} \frac{I_{SH}}{I_{SL}} \right)
\]

Finally, substituting from Eq. (13.25) for \( I_{SH} \) and from Eq. (13.14) for \( I_{SL} \), where the bandwidth, which in this heterodyne detection case is \( B_{IF} \), is again (see Section 13.8.1) written in terms of the transmission bit rate \( B_T \), then the probability of error becomes:

\[
P(e) = \frac{1}{2} \text{erfc} \left( \frac{\eta P_S}{2hf B_T} \right)
\]

The comparison of Eq. (13.42) with Eq. (13.33) indicates that FSK heterodyne synchronous detection has a receiver sensitivity which in the shot noise limit is 3 dB higher than that of ASK heterodyne synchronous detection. This improvement in sensitivity for FSK modulation may be attributed to the use of two frequencies (and hence dimensions) rather than only the one in the case of ASK. It should be noted, however, that a similar BER is obtained with the two modulation schemes when the same average power is transmitted. Whereas with ASK, zero signal power is transmitted for a binary 0 bit, in FSK a similar signal power is continuously transmitted [Ref. 108]. Nevertheless, there are advantages associated with the use of FSK over ASK, even when two systems with the same average signal power are considered. In particular, the optimization of the decision level proves easier and the spectrum broadening as a result of switching between a one and a zero state in practice is much reduced on that obtained with ASK.

Considering FSK heterodyne asynchronous or envelope detection, it can be shown that the probability of error in the shot noise limit under similar assumptions to those above for synchronous detection is given by the expression [Refs 106, 107]:

\[
P(e) = \frac{1}{2} \exp \left[ -\frac{\eta P_S}{4hf B_T} \right]
\]
Substituting for \( I_{SH} \) and \( I_{SL}^2 \) from Eqs (13.25) and (13.14), respectively, gives:

\[
P(e) = \frac{1}{2} \exp \left[ - \left( \frac{\eta P_s}{2 h f B_T} \right) \right] \tag{13.44}
\]

This result for FSK asynchronous detection is approximately equivalent to the one obtained for synchronous detection (Eq. (13.42)) and shows a 3 dB improvement over ASK asynchronous detection (Eq. (13.35)).

### 13.8.3 PSK heterodyne detection

In this modulation format the information is transmitted by a carrier of one phase for a binary 1 and a different phase for a binary 0. The phase shift employed is normally \( \pi \) radians so that:

\[
I_S(t) = \begin{cases} 
I_{SH} \cos(\omega_{IF}t + \phi) & \text{for a 1 bit} \\
I_{SH} \cos(\omega_{IF}t + \pi + \phi) \\
- I_{SH} \cos(\omega_{IF}t + \phi) & \text{for a 0 bit}
\end{cases} \tag{13.45}
\]

Therefore the synchronously detected signal \( I_S(t) \) is positive for the 1 bits and negative for the 0 bits. In this case the optimum decision-level current is given as \( I_D = 0 \) instead of that obtained in Eq. (13.29) for ASK synchronous detection. Nevertheless, a similar method to obtain the probability of error \( P(e) \) for the PSK heterodyne synchronous detection to that used in Section 13.8.1 for ASK detection may be employed. Hence, assuming that the output voltage from the receiver for a binary 1 is \( V_1 \) and for a binary 0 it is \( V_2 \), then:

\[
P(e) = \frac{1}{2} \int_{-\infty}^{0} \frac{1}{(I_{SL}^2)^{1/2}2\pi} \exp \left[ - \frac{(I_{SH} - V_1)^2}{2(I_{SL}^2)} \right] dV_1 \\
+ \frac{1}{2} \int_{0}^{\infty} \frac{1}{(I_{SL}^2)^{1/2}2\pi} \exp \left[ - \frac{(I_{SH} - V_2)^2}{2(I_{SL}^2)} \right] dV_2 \\
= \frac{1}{2} \operatorname{erfc} \left( \frac{I_{SH} - V_1}{(I_{SL}^2)^{1/2}} \right) \tag{13.46}
\]

Substituting from Eq. (13.25) for \( I_{SH} \) and from Eq. (13.14) for \( I_{SL}^2 \), where the bandwidth, which in this heterodyne detection case is \( B_{IF} \), and following Section 13.8.1, it is written in terms of the transmission bit rate \( B_T \), then the probability of error becomes:

\[
P(e) = \frac{1}{2} \operatorname{erfc} \left( \frac{\eta P_s}{h f B_T} \right) \tag{13.47}
\]

It may be noted that in the shot noise limit PSK heterodyne synchronous detection exhibits 3 dB and 6 dB more sensitivity than the FSK and ASK heterodyne synchronous
detection schemes respectively (Eqs (13.42) and (13.33)). In practice, however, very small levels of phase fluctuation at the transmitter can significantly deteriorate the potential low BER of the PSK system.

Although asynchronous PSK detection is not strictly realizable, a more relaxed synchronous detection process is afforded by differential PSK in which the transmitted information is contained by the phase difference between two consecutive bit periods (see Sections 13.5.3 and 13.7). The probability of error in the detection of this modulation format at the shot noise limit and under the previous assumption is given by [Refs 106, 107]:

\[
P(e) = \frac{1}{2} \exp \left[-\frac{I_{SH}^2}{2I_{SL}^2}\right]
\] (13.48)

Furthermore, substituting for \( I_{SH} \) and \( I_{SL} \) from Eqs (13.25) and (13.14) gives:

\[
P(e) = \frac{1}{2} \exp \left[-\frac{\eta P_s}{hfB_T}\right]
\] (13.49)

The above expression for DPSK indicates a roughly equivalent probability of error for this scheme to that obtained with PSK synchronous detection (Eq. (13.47)). Moreover, it demonstrates a potential 3 dB and 6 dB improvement over the FSK and ASK asynchronous detection schemes respectively.

13.8.4 ASK and PSK homodyne detection

From the three basic modulation formats, ASK and PSK signals can be demodulated using a homodyne detection scheme, provided that both the frequency and the phase of the local oscillator output signal can be synchronized to the incoming carrier signal (see Section 13.6.3). It should be noted that FSK modulation can only be detected using a homodyne-type receiver when the device has two phase-controlled local oscillators. The only exception to this occurs when phase diversity reception (see Section 13.6.5) is employed, but these techniques cannot be regarded as true homodyne detection schemes.

It was shown in Section 13.3 that the reduction in the bandwidth requirement for homodyne detection produced a sensitivity improvement of 3 dB over the corresponding ASK heterodyne detection scheme. The probability of error for ASK homodyne detection can be derived from a slight modification to the result obtained in Eq. (13.31) for ASK heterodyne synchronous detection. This modification involves the noise power term \( I_{SL}^2 \) which in the homodyne case is reduced by a half because of the factor of two bandwidth reduction. Hence the probability of error for ASK homodyne detection is given by [Ref. 107].

\[
P(e) = \frac{1}{2} \text{erfc} \left(\frac{I_{SH}}{2(I_{SL}/2)^{1/2}}\right)
\]

\[
= \frac{1}{2} \text{erfc} \left(\frac{I_{SH}}{2I_{SL}^{1/2}}\right)
\] (13.50)
It should be noted, however, that the signal power in Eq. (13.50) remains the same as in the heterodyne case which may be observed to be correct by comparing Eqs (13.10) and (13.11). Substitution from Eq. (13.25) for $I_{SH}$ and from Eq. (13.14) for $I_{SL}$ where in this case the bit rate $B_T$ is set equal to the baseband bandwidth $B$ gives:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{\eta P_s}{2 h f B} \right)^{\frac{1}{2}}$$  \hspace{1cm} (13.51)$$

Considering now the PSK homodyne detection scheme, Eq. (13.46) for PSK synchronous detection can be modified in a similar manner to the above so that the probability of error is given by:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{I_{SH}}{(2 I_{SL})^{\frac{1}{2}}} \right)$$  \hspace{1cm} (13.52)$$

Again substituting from Eqs (13.25) and (13.14) gives the probability of error for PSK homodyne detection in the shot noise limit as:

$$P(e) = \frac{1}{2} \text{erfc} \left( \frac{2 \eta P_s}{h f B_T} \right)^{\frac{1}{2}}$$  \hspace{1cm} (13.53)$$

The result obtained in Eq. (13.53) represents the lowest error probability and hence the highest receiver sensitivity of all the coherent detection schemes. As anticipated, it displays a 3 dB improvement over PSK heterodyne synchronous detection.

### 13.8.5 Dual-filter direct detection FSK

The dual-filter direct detection FSK receiver is illustrated in Figure 13.28(a). An example of dual optical filters is provided in Figure 13.28(b) which depicts two optical multilayer dielectric filters. It can be observed in Figure 13.28(a) that a balanced receiver configuration (see Figure 13.8) is utilized with one photodiode connected to the output of each optical filter. Bragg gratings in place of multilayer dielectric filters can also be employed to implement the optical filters.

![Figure 13.28 Dual-filter direct detection FSK receiver: (a) receiver structure; (b) dual filters using multilayered dielectric filters](image)
When the two optical filters in Figure 13.28 are matched filters and the two received FSK signals are orthogonal to each other, the probability of error \( P(e) \) for the receiver can be derived as [Ref. 8]:

\[
P(e) = \frac{1}{2} \exp \left( -\left( \frac{\eta P_S}{2 h f B_T} \right) \left( 1 + \frac{\eta P_S}{8 h f B_T} \right) \right)
\]

(13.54)

Comparison of this expression with that for asynchronous FSK of Eq. (13.44) shows that the error probability is increased by a factor of \( 1 + \eta P_S/8 h f B_T \) for direct detection as a consequence of the amplified noise from the orthogonal polarization. For an error probability of \( 10^{-9} \), FSK synchronous detection is around 0.45 dB more sensitive than asynchronous heterodyne detection which has about 0.40 dB more sensitivity than a dual-filter direct detection FSK receiver.

### 13.8.6 Interferometric direct detection DPSK

A direct detection receiver for DPSK employing a delay interferometer was shown in Figure 13.25(b). The receiver incorporating some additional elements is provided again in Figure 13.29. At the receiver input there is an optical filter which is assumed to be an optical matched filter for the transmitted signal. Following this element the signal is split into two paths within the interferometer and then combined again after a path difference equivalent to a one bit period delay of \( T \). In practice the path difference of \( T \) must be chosen such that \( \exp(\jmath \omega T) \) is equal to unity where \( \omega \) is the angular frequency of the signal. A balanced receiver (see Figure 13.8) is then used to obtain the photocurrent while an electrical lowpass filter is deployed to reduce the receiver noise. It should be noted it is important that the lower pass filter has a wide bandwidth and hence does not distort the received signal.

With the assumption of the use of an optical matched filter the probability of error \( P(e) \) for the receiver depicted in Figure 13.29 can be shown to be [Ref. 8]:

\[
P(e) = \frac{1}{2} \exp \left( -\left( \frac{\eta P_S}{h f B_T} \right) \left( 1 + \frac{\eta P_S}{4 h f B_T} \right) \right)
\]

(13.55)

Comparison of this expression with that for the asynchronous DPSK receiver of Eq. (13.49) indicates that the error probability is increased by a factor of \( 1 + \eta P_S/4 h f B_T \) for direct detection. Moreover, this increase in the probability of error is attributed to the amplified noise from the orthogonal polarization at the receiver. Hence for an error probability of \( 10^{-9} \), asynchronous DPSK heterodyne detection is marginally worse by 0.45 dB than synchronous direct detection.

![Figure 13.29 Interferometric direct detection DPSK receiver](image-url)
PSK detection while direct detection DPSK is around 0.40 dB less sensitive than asynchronous DPSK. This direct detection DPSK receiver has, however, 3 dB more sensitivity than the direct detection FSK receiver of Section 13.8.5, and also outperforms ASK with asynchronous detection (see Section 13.8.1) by around 2.7 dB at a BER of 10^{-9} [Ref. 3].

13.8.7 Comparison of sensitivities

A comparison of the analytical results for the major modulation formats and detection schemes obtained in Sections 13.8.1 to 13.8.6 is provided in Table 13.2. Moreover, to allow a comparison to be made with IM-DD, an additional column records the details determined from Eq. (9.7) and Example 9.1 for ASK and the results from Sections 13.8.5 and 13.8.6 for FSK and PSK, respectively. It should be noted, however, that the average number of photons per bit required to maintain a BER of 10^{-9} assumes in the case of ASK that photons arrive over two bit periods because no light is transmitted for a binary 0. Hence the values shown must be doubled if the actual number of photons required to register a binary 1 with a BER of 10^{-9} is to be recorded (i.e. not the average over the two bit periods). This factor can lead to some confusion in the approaches adopted by different authors (e.g. Refs 8, 67, 107, 109). However, no such difficulties occur with the FSK and PSK modulation formats as a constant amplitude carrier signal is transmitted for both the binary 1 and 0 bits.

The average number of received photons per bit at a particular BER as given in Table 13.2 may be determined from the expressions which are provided for the respective error probabilities in the table. An analytical definition for the number of received photons per bit, however, is needed. This may be written down by considering Eq. (8.5) which simply provides the incident photon rate at an optical detector. To convert this into the photon number per bit \( N_p \), the expression must be simply multiplied by the signaling interval \( \tau \) so that:

\[
N_p = \frac{P_s \tau}{hf} = \frac{P_s}{hf B_T}
\]  \hspace{1cm} (13.56)

where we have written the peak signal power \( P_s \) in place of \( P_o \) in Eq. (8.5) for consistency with the notation in this chapter, and \( B_T \) is the transmission bit rate. Furthermore, it is useful to note that Eqs (13.16) and (13.17) which provide the SNRs for heterodyne and homodyne detection, respectively, in their shot noise limits can also be expressed in terms of the number of received photons per bit by taking \( B_T = 2B \) as [Ref. 107]:

\[
\left( \frac{S}{N} \right)_{\text{het-lim}} = \frac{\eta P_s}{hf B_T} = \eta N_p
\]  \hspace{1cm} (13.57)

and:

\[
\left( \frac{S}{N} \right)_{\text{het-lim}} = \frac{\eta P_s}{hf B_T/2} = 2\eta N_p
\]  \hspace{1cm} (13.58)

At this stage, however, we are concerned with the determination of the average numbers of photons per bit for the various digital modulation schemes listed in Table 13.2. An explanation of how these values are obtained is provided in the following example.
Table 13.2  Comparison of optical receiver sensitivities in the quantum or shot noise limit. The upper entry in each detection technique provides the possibility of error determined for the different schemes, while the lower entry represents the average number of photons per bit required by an ideal binary receiver (\( \eta = 1 \)) to achieve a BER of \( 10^{-9} \).

<table>
<thead>
<tr>
<th>Receiver Modulation</th>
<th>Heterodyne Detection</th>
<th>Homodyne Detection</th>
<th>Asynchronous Detection</th>
<th>Direct Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASK or OOK</td>
<td>( \frac{1}{2} \text{erfc} \left( \frac{\eta N_p}{2} \right) )</td>
<td>( \frac{1}{2} )</td>
<td>( \text{erfc} \left( \frac{\eta N_p}{4} \right) )</td>
<td>( \frac{1}{2} \exp \left[ -\frac{(\eta N_p)}{4} \right] )</td>
</tr>
<tr>
<td>Av. no. photons per bit*</td>
<td>18</td>
<td>36</td>
<td>40</td>
<td>10.4</td>
</tr>
<tr>
<td>FSK</td>
<td>No (only very special receiver)</td>
<td>( \frac{1}{2} \text{erfc} \left( \frac{\eta N_p}{2} \right) )</td>
<td>( \text{erfc} \left( \frac{\eta N_p}{2} \right) )</td>
<td>( \frac{1}{2} \exp \left[ -\frac{(\eta N_p)}{2} \right] \left( 1 + \frac{\eta N_p}{8} \right) )</td>
</tr>
<tr>
<td>Av. no. photons per bit</td>
<td>-</td>
<td>36</td>
<td>40</td>
<td>43.8</td>
</tr>
<tr>
<td>PSK</td>
<td>( \frac{1}{2} \text{erfc} \left( 2\eta N_p \right) )</td>
<td>( \frac{1}{2} \text{erfc} \left( \eta N_p \right) )</td>
<td>DPSK(^\dagger)</td>
<td>DPSK</td>
</tr>
<tr>
<td></td>
<td>( \frac{1}{2} \exp \left[ -(\eta N_p) \right] )</td>
<td>( \frac{1}{2} \exp \left[ -(\eta N_p) \right] \left( 1 + \frac{\eta N_p}{4} \right) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Av. no. photons per bit</td>
<td>9</td>
<td>18</td>
<td>20</td>
<td>21.9</td>
</tr>
</tbody>
</table>

* Values provided assume that the photons arrive over two bit periods.
\(^\dagger\) Strictly speaking, there is not a heterodyne asynchronous demodulation scheme for PSK. Differential PSK (DPSK), however, exhibits a less stringent synchronous detection technique than conventional PSK when using a receiver local oscillator and is therefore included in the asynchronous column for convenience.

Example 13.3

Calculate the number of received photons per bit in order to maintain a BER of \( 10^{-9} \) for:

(a) ASK heterodyne synchronous detection;
(b) ASK heterodyne asynchronous detection;
(c) PSK homodyne detection.
An ideal binary receiver may be assumed in all cases.

Solution: (a) Substituting \( N_p \) from Eq. (13.56) in Eq. (13.33) gives the probability of error for ASK heterodyne detection as:

\[
P(e) = \frac{1}{2} \text{erfc} \left( \frac{\eta N_p}{4} \right)^{\frac{1}{2}}\]

To maintain a BER of \( 10^{-9} \) and with an ideal binary receiver (\( \eta = 1 \)):

\[
10^{-9} = \frac{1}{2} \text{erfc} \left( \frac{N_p}{4} \right)^{\frac{1}{2}}
\]

and:

\[
\left( \frac{N_p}{4} \right)^{\frac{1}{2}} = 4.24
\]

Hence:

\[
\frac{N_p}{4} = 18 \quad \text{and} \quad N_p = 72
\]

However, for ASK the 72 photons can arrive over two bit periods, assuming an equal number of ones and zeros. Hence the average number of photons per bit required is 36.

(b) Substituting \( N_p \) from Eq. (13.56) into Eq. (13.35) gives:

\[
P(e) = \frac{1}{2} \exp \left( -\frac{\eta N_p}{4} \right)
\]

In this case:

\[
\exp \left( -\frac{N_p}{4} \right) = 2 \times 10^{-9}
\]

and therefore:

\[
\frac{N_p}{4} = 20 \quad \text{and} \quad N_p = 80
\]

Again we are considering ASK modulation so that the average number of received photons per bit is 40. It may be noted that this result is very approximately equal to the number obtained in (a).
As mentioned in Section 13.8.1, the approximation \( \text{erfc}(u) = \exp[-(u)^2] \) is used by some authors [Refs 106, 107] to indicate the rough equivalence between the error probabilities for the synchronous and asynchronous detection cases. However, it may be observed from Table 13.2 and Example 13.3 that the asynchronous detection in reality requires slightly more photons per bit (slightly higher incoming optical power) than does synchronous detection in the shot noise limit. It should be noted that a more accurate approximation relating the complementary error function to the negative exponential of \( \text{erfc}(u) = \exp[-(u)^2/x\sqrt{\pi}] \) for \( x > 3 \) is used by some authors [Ref. 109].

Nevertheless, aside from these approximations it is possible to write down a generalized expression for the error probabilities of the various modulation formats with synchronous detection schemes recorded in Table 13.2. For fully synchronous heterodyne and homodyne detection the generalized expression therefore takes the form:

\[
P(e) = \frac{1}{2} \text{erfc}(2N_p)^\frac{3}{2}
\]

Hence:

\[
(2N_p)^\frac{3}{2} = 4.24
\]

and:

\[
N_p = \frac{18}{2} = 9
\]

In this case \( N_p \) is equal to the average number of photons per bit as 9 photons must be received for the zero bit as well as the one bit in order to achieve a BER of \( 10^{-9} \).

(c) For PSK homodyne detection, \( N_p \) from Eq. (13.56) may be substituted in Eq. (13.47) to give:

\[
P(e) = \frac{1}{2} \text{erfc}(2N_p)^\frac{3}{2}
\]

Hence:

\[
(2N_p)^\frac{3}{2} = 4.24
\]

and:

\[
N_p = \frac{18}{2} = 9
\]

As mentioned in Section 13.8.1, the approximation \( \text{erfc}(u) = \exp[-(u)^2] \) is used by some authors [Refs 106, 107] to indicate the rough equivalence between the error probabilities for the synchronous and asynchronous detection cases. However, it may be observed from Table 13.2 and Example 13.3 that the asynchronous detection in reality requires slightly more photons per bit (slightly higher incoming optical power) than does synchronous detection in the shot noise limit. It should be noted that a more accurate approximation relating the complementary error function to the negative exponential of \( \text{erfc}(u) = \exp[-(u)^2/x\sqrt{\pi}] \) for \( x > 3 \) is used by some authors [Ref. 109].

Nevertheless, aside from these approximations it is possible to write down a generalized expression for the error probabilities of the various modulation formats with synchronous detection schemes recorded in Table 13.2. For fully synchronous heterodyne and homodyne detection the generalized expression therefore takes the form:

\[
P(e) = \frac{1}{2} \text{erfc}(K\frac{Z\eta N_p}{4})^\frac{3}{2}
\]

where \( K \) is a constant which is equal to 1 for heterodyne detection and 2 for homodyne detection. The constant \( Z \) is determined by the modulation scheme as follows: for ASK and FSK, \( Z = 1 \); and for PSK, \( Z = 4 \). As with the expressions recorded in Table 13.2, the generalized relationship of Eq. (13.59) can also be used to determine the minimum detectable power level to maintain a particular BER with a specific modulation scheme and synchronous receiver.

* The exception to this is DPSK which, although in reality is synchronous when using a receiver local oscillator does not fulfill the necessary continuous phase-matching condition.
The relative sensitivities of the different modulation formats and detection schemes can be readily deduced from consideration of the average numbers of photons per bit indicated for each detection technique in Table 13.2. However, a more immediate comparison of the relative receiver performances may be obtained from Figure 13.30. It may be observed that the sensitivity improvement of ASK heterodyne coherent detection over IM/DD is 10 to 20 dB in Figure 13.30, whereas in Table 13.2 IM-DD would appear to be around 6 dB more sensitive than ASK heterodyne detection. This second statement is true in theory but in practice practical direct detection receivers require in the order of 400 to 4000 photons per bit to maintain a BER of $10^{-9}$. Although this level may appear at first sight rather high, it must be remembered that the bit rate of 400 Mbit s$^{-1}$ is also a factor which directly contributes to the sensitivity of the receiver (i.e. higher bit rates give lower receiver sensitivity).

The probability of error as a function of the SNR for phase-modulated transmission is displayed in Figure 13.31. The three error probabilities obtained from Table 13.2 for heterodyne synchronous detection, heterodyne differential detection and interferometric direct detection are compared. Clearly synchronous detection exhibits the highest sensitivity.

**Example 13.4**

Determine the minimum incoming optical power level required to detect a 400 Mbit s$^{-1}$ FSK signal at a BER of $10^{-9}$ using an ideal heterodyne synchronous receiver operating at a wavelength of 1.55 μm.

**Solution:**

For FSK heterodyne synchronous detection, $K = 1$ and $Z = 1$ and substituting Eq. (13.56) into Eq. (13.59) gives:

$$10^{-9} = \frac{1}{2} \text{erfc} \left( \frac{\eta P_s}{2h f B_T} \right)$$

Hence for the ideal receiver:

$$\frac{P_s}{2h f B_T} = 18$$

and:

$$P_s = \frac{36hc B_T}{\lambda} = \frac{36 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 400 \times 10^6}{1.55 \times 10^{-6}}$$

$$= 1.8 \text{ nW} \quad \text{or} \quad -57.4 \text{ dBm}$$

Therefore, the minimum incoming peak power level to maintain a BER of $10^{-9}$ is $-57.4 \text{ dBm}$. Although this level may appear at first sight rather high, it must be remembered that the bit rate of 400 Mbit s$^{-1}$ is also a factor which directly contributes to the sensitivity of the receiver (i.e. higher bit rates give lower receiver sensitivity).
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which translates into long potential repeater/amplifier spacing requirements for coherent optical fiber transmission. Moreover, a reduction in receiver sensitivity is caused by increases in the transmission bit rate as mentioned in Example 13.3. Hence both the choice of coherent transmission scheme and the bit rate will impact on the ultimate repeater/amplifier spacing for the link [Ref. 21].

**Figure 13.30** Receiver sensitivity improvements using various coherent modulation and demodulation schemes

**Figure 13.31** Phase-modulated transmission probability of error against the signal-to-noise ratio at the receiver
Example 13.5

Calculate the absolute maximum repeater spacing that could be provided to maintain a BER of $10^{-9}$ within a coherent optical fiber system operating at a wavelength of 1.55 $\mu$m when the fiber and splice/connector losses average out at 0.2 dB km$^{-1}$, the optical power launched into the fiber link is 2.5 mW and the transmission rates are 50 Mbit s$^{-1}$ and 1 Gbit s$^{-1}$. For both bit rates consider the following ideal receiver types:

(a) ASK heterodyne synchronous detection;
(b) PSK homodyne detection.

Solution: (a) Considering the 50 Mbit s$^{-1}$ transmission rate and using the result obtained for ideal ASK heterodyne synchronous detection in Example 13.3 (average photons per bit required 36) from Eq. (13.56):

$$N_p = \frac{P_s}{h \nu B_T} = \frac{P_s}{h \nu B_T} = 36$$

Hence:

$$P_s = 36hc B_T = \frac{36 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 50 \times 10^6}{1.55 \times 10^{-6}}$$

$$= 0.23 \text{ nW} \quad \text{or} \quad -66.4 \text{ dBm}$$

The maximum system margin with no overheads is therefore:

Max. system margin = 4 dB m – (–66.4) dB m = 70.4 dB

Moreover, the absolute maximum repeater spacing is:

Max. repeater spacing $= \frac{70.4}{0.2} = 352$ km

For 1 Gbit s$^{-1}$ we have:

$$P_s = \frac{36 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 10^9}{1.55 \times 10^{-6}}$$

$$= 4.6 \text{ nW} \quad \text{or} \quad -53.4 \text{ dBm}$$

Therefore the maximum system margin is 57.4 dB and:

Max. repeater spacing $= \frac{57.4}{0.2} = 287$ km

A gain using the result for PSK homodyne detection obtained in Example 13.3 and considering first the 50 Mbit s$^{-1}$ rate, then from Eq. (13.56):
The relative receiver sensitivities of two, multilevel FSK modulation schemes are indicated in Figure 13.32. Hence, as anticipated, these four- and eight-level FSK heterodyne detection schemes display a reduction in sensitivity of 3 dB and 5 dB, respectively, over binary FSK heterodyne detection. Receiver sensitivity characteristics for other \( M \)-ary modulation schemes are shown in Figure 13.32(a) [Ref. 66]. The receiver sensitivities for binary PSK (BPSK), quaternary or 4-level PSK (QPSK) and 16-level quadrature amplitude modulation (QAM) against their information transmission capacities are displayed. Furthermore, these characteristics are a function of the receiver thermal noise parameters which are also shown in Figure 13.32(a). It may be observed that at higher transmission rates the receiver sensitivities are degraded by increases in thermal noise, as demonstrated by the corresponding characteristics given in Figure 13.32(b) [Ref. 66].

However, QPSK provides an \( M \)-ary modulation format which will enable the achievement of high-capacity coherent optical transmission with no sensitivity penalty in comparison with binary PSK. It may be noted that in Figure 13.32(a) the sensitivity of QPSK is at least equivalent to (or marginally better than) that of BPSK. Moreover, a feasibility study concerned with coherent optical QPSK transmission also supported this observation.

\[
N_p = \frac{P_s}{h \Delta f B_T} = \frac{P_s}{h \Delta f B_T} \approx 9
\]

and:

\[
P_s = 9hc B_T = \frac{9 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 50 \times 10^6}{1.55 \times 10^{-6}} = 58 \text{ pW} \quad \text{or} \quad 72.4 \text{ dBm}
\]

The maximum system margin is now 76.4 dB so that:

\[
\text{Max. repeater spacing} = \frac{76.4}{0.2} = 382 \text{ km}
\]

For 1 Gbit s\(^{-1}\):

\[
P_s = \frac{9 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 10^9}{1.55 \times 10^{-6}} = 1.15 \text{ nW} \quad \text{or} \quad -59.4 \text{ dBm}
\]

Hence the maximum system margin is 63.4 dB and:

\[
\text{Max. repeater spacing} = \frac{63.4}{0.2} = 317 \text{ km}
\]

Thus the range of repeater spacings indicated by this example is between 287 and 382 km.
Figure 13.32 (a) Receiver sensitivities for $M$-ary modulation schemes. (b) Equivalent input noise current density of preamplifier used to determine characteristics provided in (a) where $C$ is the total input capacitance, the transconductance is 50 mS and the numerical factor is 1.1. Reproduced with permission from K. Nosu and K. Iwashita, ‘A consideration of factors affecting future coherent lightwave communication systems’, *J. Lightwave Technol.*, 6, p. 686, 1988
13.9 Multicarrier systems

It was mentioned in Section 13.1 that a major attribute of coherent optical transmission was its ability to provide wavelength/frequency selectivity with narrow channel spacings for future multicarrier systems and networks. Wavelength division multiplexing technology and techniques have been discussed in relation to IM/DD optical fiber systems (see Sections 5.6.3 and 12.9.4) but it is apparent that far more optical carriers could be employed using coherent optical receivers which may be tuned to specific incoming carrier signals. For such coherent systems, because the channel widths are very narrow (often on the order of the data transmission rate) in comparison with conventional WDM, then the channel spacings are often measured in frequency rather than wavelength units. Consequently, multicarrier coherent optical systems and networks in which the different channels are separated by appropriately tuning the local oscillator of the receiver were previously referred to as frequency division multiplexed (FDM) [Refs 5, 113–116]. Alternatively, when the different optical channels are selected at the receiver by the optical front-end using, for example, a Fabry–Pérot interferometer, or another optical filter, the coherent system is said to be wavelength division multiplexed. In addition, more recently the WDM terminology has started to be utilized for both of the above cases.

It is clear that coherent optical WDM/FDM systems provide a powerful strategy for the utilization of the enormous optical bandwidth potential of fibers (over 50 000 GHz between 1.3 and 1.6 μm) while avoiding the potential bottleneck created by the speed of the electronics within single-carrier systems. For example, even at spacings of 10 GHz several thousand frequency/wavelength channels could be accommodated over the 1.3 to 1.6 μm wavelength band. It is therefore suggested that future applications for coherent systems could be to provide a large number of channels that are dynamically allocated and reused employing the high selectivity and tunability of coherent receivers in metropolitan area or access networks (see Sections 15.6.2 and 15.6.3) [Ref. 25].

Previously, a favored technique within coherent multicarrier systems was to use a passive star coupler to distribute or broadcast the optical signals over the network [Refs 113–115]. A block schematic for such an WDM/FDM coherent star network is illustrated in Figure 13.33. All the optical carriers (shown as λi, λj, λk, etc.) are generated and modulated individually for transmission over the network. At the network output, tunable, highly selective, optical heterodyne receiver local oscillators provide multiple-channel access. Alternatively, fixed wavelengths/frequencies can be assigned to the receivers and tunable lasers can be employed at the transmitters. The former strategy has been demonstrated for a small number of channels [Ref. 115]. In the latter demonstration four FSK modulated channels operating each at 200 Mbit s\(^{-1}\) and spaced 2.45 GHz apart were combined in a 16 × 16 passive star coupler. Demultiplexing was achieved using a heterodyne FM receiver with an IF of 850 MHz. Moreover, the minimum received optical power required to maintain a BER of 10\(^{-9}\) was −55.5 dBm (109 photons per bit) and the degradation due to adjacent channel interference was found to be negligible.
Considering an $N \times N$ coherent passive star network of the form shown in Figure 13.33, the minimum power required at each receiver $P_s$ can be obtained from Eq. (13.57) or Eq. (13.58) as:

$$P_s \geq N p_h f B_T \quad (13.60)$$

Then taking account of the star coupler distribution loss and assuming no excess loss through the device, the power required to be launched from each transmitter $P_{tx}$ is:

$$P_{tx} \geq N p_h f B_T N \quad (13.61)$$

where $N$ is the number of ports on the coupler.

The relationship given in expression (13.61) may be seen to be correct because the division of power on the network is inversely related to $N$ (see Section 5.6.2), as is the portion of the total fiber optical bandwidth available to each terminal. However, since for an optical WDM network the total information throughput capacity $N \times B_T$ is limited by the fiber bandwidth $B_{fib}$, then the transmission capacity (bit rate) available to each terminal is:

$$B_T \leq \frac{B_{fib}}{N} \quad (13.62)$$

Substituting expression (13.62) into (13.61) gives:

$$P_{tx} \geq N p_h B_{fib} \quad (13.63)$$

This is an interesting result which indicates that the transmitter power requirement is independent of the number of terminals on the network [Ref. 43].
The result obtained in Example 13.6 indicates that relatively modest transmitter power will, in principle, facilitate the operation of optical coherent WDM passive star networks with arbitrarily large numbers of terminals. It must be emphasized, however, that significant losses on the network (coupler excess loss, fiber losses, etc.) have not been taken into account and that the restriction on the number of channels will generally be substantially greater than that dictated by expression (13.62) in which the channel bandwidth requirement was taken to be approximately equal to the transmission bit rate. In many cases the modulated spectrum can be much wider than this amount (e.g. for wide-deviation FSK) and, in addition, guard bands are necessary between channels.

More recently, as indicated in Section 13.7, interest in applying DPSK to long-haul, and particularly WDM, transmission has been revitalized following the observation that the RZ signal format may reduce nonlinear phase noise [Ref. 117]. Resulting from the conversion of amplified spontaneous emission to phase noise through self-phase modulation and cross-phase modulation, nonlinear phase noise can cause severe performance degradation* in such long-haul systems which employ a PSK signaling format [Ref. 118]. Schemes to mitigate the penalty induced by the nonlinear phase noise have been proposed which include overlapped pulse transmission [Ref. 119] and electronic compensation [Ref. 120]. Moreover, even taking into consideration the potential susceptibility of RZ-DPSK transmission to nonlinear phase jitter, it is indicated that the expectations for high-capacity RZ-DPSK transoceanic WDM transmission are great [Ref. 117].

Following on from the above, the first field trial using installed nondispersion slope matched submarine fibers successfully demonstrated RZ-DPSK WDM transmission [Ref. 121] over a distance of 13 100 km. The measurement configuration for the field trial is shown in Figure 13.34 which displays block diagrams of the RZ-DPSK transmitter.

---

**Example 13.6**

Estimate the minimum transmitter power requirement for an optical coherent WDM passive star network using heterodyne synchronous receivers which need an average of 150 photons per bit for reception at the desired BER. It may be assumed that the network is operating from a shortest wavelength of 1.3 \( \mu \text{m} \) with an optical bandwidth of 20 THz.

Solution: The minimum required transmitter power \( P_{tx} \) may be obtained directly from expression (13.63) as the worst case occurs at the shortest wavelength. Hence:

\[
P_{tx} = N_p h f B_n = \frac{N_p h c B_n}{\lambda} \]

\[
= \frac{150 \times 6.63 \times 10^{-34} \times 3 \times 10^8 \times 20 \times 10^{12}}{1.3 \times 10^{-6}}
\]

\[
= 0.5 \text{ mW} \quad \text{or} \quad -3 \text{ dBm}
\]

---

* The performance degradation due to nonlinear phase noise is also referred to as the Gordon-Mollenauer effect [Ref. 25].
and receiver together with the fiber submarine cable link comprising $2 \times 6550$ km. Single-stage erbium-doped fiber amplifier (EDFA) technology with 13 dBm output power provided the undersea repeaters, the average repeater spacing and span loss being 345 km and 10 dB respectively. In addition, the submarine fibers were conventional nondispersion slope matched dispersion-shifted fibers giving a system dispersion slope of around $0.08 \text{ ps nm}^{-1} \text{ km}^{-1}$ [Ref. 121].

Ninety-six 33 GHz spaced WDM channels were RZ-DPSK modulated employing two modulation paths (see Figure 13.34). A $2^{23} - 1$ pseudorandom bit sequence pattern at a transmitted bit rate of 12.3 Gbit s$^{-1}$ (10 Gbit s$^{-1}$ data plus the forward error correction (FEC) overhead (see Section 12.6.7)) with data for the even channels, and delayed and inverted data for the odd channels. Finally, no DPSK precoding was required due to the nature of the pseudorandom bit sequence patterns.

In the receiver channel demodulation took place using a 12.3 Gbit s$^{-1}$ DPSK interferometric demodulator following dispersion postcompensation and optical filtering. Then the two optical outputs were detected utilizing a balanced receiver configuration prior to being sent to a bit-error-rate test set (BERTS). Although the accumulated dispersion varied over a range of $\pm 13 000$ ps nm$^{-1}$ across the signal bandwidth, all channels exhibited a $Q$-factor (see Section 12.6.2) performance better than 11 dB, therefore giving more than 3 dB forward error correction margin [Ref. 121].

13.9.1 Polarization multiplexing

Polarization division multiplexing (PDM or PolDM), often referred to simply as polarization multiplexing (POLMUX), provides a different approach to multilevel modulation. It facilitates the doubling of the feasible spectral efficiency through the transmission of independent information in each of the two orthogonal polarizations. POLMUX does, however, require polarization control at the receiver to separate the two polarization modes.
as a consequence of the random birefringence in optical fibers. A main benefit of POLMUX is that with an optical link that is not dominated by polarization mode dispersion or polarization-dependent loss, it proves to be a transparent multiplexing technique. Hence it displays many of the advantages of a multilevel modulation format in comparison with non-POLMUX signals for the same data rate. For example, it exhibits a higher chromatic dispersion tolerance, a narrower spectral width together with a better optical SNR sensitivity and tolerance to self-phase modulation than RZ-DQPSK.

The main drawback with POLMUX is the polarization-sensitive detection necessary at the receiver. Although this adds to the receiver complexity, reduces polarization mode dispersion tolerance and also increases the effects of cross-polarization nonlinearities, particularly in the case of WDM transmission, it can essentially be implemented without difficulty when employing a coherent receiver with, for instance, polarization diversity reception (see Section 13.6.5). Furthermore, when used in combination with RZ-DQPSK it results in 4 bits per symbol modulation which provides for a very narrow optical spectrum with a long symbol period in comparison with binary modulation formats. The spectral efficiency relates to the multiplexed modulation format and is measured in units of bit s$^{-1}$ Hz$^{-1}$. For example, experimental demonstrations of POLMUX RZ-DQPSK transmission have exhibited spectral efficiency of 1.49 bit s$^{-1}$ Hz$^{-1}$ over 324 km in 2005 [Ref. 122] while, more recently, 1.6 bit s$^{-1}$ Hz$^{-1}$ over 1700 km has been obtained [Ref. 123].

Although interferometric direct detection can be utilized with POLMUX, it is significantly more sensitive to linear impairments in comparison with a system without POLMUX, whereas coherent detection is much more tolerant to such impairments [Ref. 124]. An experimental 2.8 Gbit s$^{-1}$ polarization multiplexed QPSK system employing a digital coherent polarization diversity receiver is shown in Figure 13.35 [Ref. 125]. The system which is designed to improve spectral efficiency of existing fiber links employs synchronous QPSK transmission providing polarization-dependent loss tolerance. Moreover, it may be noted that the system uses distributed feedback lasers at both the transmitter and receiver local oscillator.

The signal from the DFB laser in Figure 13.35 was modulated with 2.8 Gbit s$^{-1}$ precoded data utilizing two QPSK modulators to provide the two orthogonal polarization signals which were then combined in a polarization beam splitter generating the POLMUX QPSK signal. After transmission over 120 km of standard single-mode fiber the signals were received in the polarization diversity optical receiver using two integrated optical 90° hybrids prior to balanced detection. Following an analog-to-digital conversion, electronic manipulation within the digital signal processing (DSP) was undertaken to separate the two polarizations. Finally, a feedforward scheme [Ref. 126] recovered the optical carrier and the four data streams were synchronously demodulated.

### 13.9.2 High-capacity transmission

Although polarization interleaving transmission where adjacent WDM channels are transmitted in alternating polarizations to reduce crosstalk or nonlinear interactions between the channels can be implemented using interferometric reception [Ref. 127], coherent detection potentially enables ultra-dense WDM channels to be achieved. For instance, polarization-interleaved WDM transmission of 20 Gbit s$^{-1}$ QPSK signals with a 12.5 GHz channel spacing using a digital coherent receiver has recently been demonstrated [Ref. 128].
In this experimental system even and odd WDM channels were orthogonally polarized employing polarization controllers and then interleaved on a 12.5 GHz spaced grid with a 2×2 fiber coupler. The transmission link comprised a total distance of 1074 km in 26 spans incorporating erbium doped fiber amplifiers. A phase diversity optical homodyne receiver based on carrier phase estimation [Ref. 103] was positioned after a polarizer, the latter to eliminate the adjacent orthogonally polarized channels. Finally, the restored in-phase and quadrature data were sampled and digitized using analog-to-digital converters.

Another multiwavelength strategy for which significant benefits have been indicated is referred to as coherent WDM. This approach seeks to increase the spectral density of NRZ binary format signals in a single polarization from 0.4 to 1 bit s⁻¹ Hz⁻¹ without the use of prefilters in the transmitter [Ref. 129]. Recently, successful coherent WDM signal transmission at 280 Gbit s⁻¹ over 1200 km of standard single-mode fiber has been demonstrated [Ref. 130]. Hence it is suggested that the technique which exhibits high spectral density together with low implementation cost is an attractive option for use in long-haul transmission systems.

A more conventional WDM approach incorporating polarization multiplexing (see Section 13.9.1) together with coherent detection has also recently been demonstrated. The experimental test bed which is depicted in Figure 13.36 included 160 distributed feedback lasers with 50 GHz spacing which were separated into two spectrally interleaved sets.

**Figure 13.35** Experimental configuration for 2.8 Gbit s⁻¹ polarization multiplexed synchronous QPSK transmission [Ref. 125]
In each set the output from lasers spanning across the C-band was combined with the output from lasers spanning across the L-band through a polarization-maintaining multiplexer. Then the two wavelength signal combs produced were passed on to the two pairs of QPSK modulators. Polarization multiplexing was achieved by the polarization beam combiner (PBC) multiplexing the output from the first modulator of each pair with the output from the second one. Odd and even WDM channels were then spectrally interleaved using a 50 GHz interleaver. The resulting multiplexed signal was amplified and injected into the recirculating loop of the test bed comprising seven 65 km long fiber spans plus a 55 km span separated by Raman amplifiers incorporating gain-flattened filters (GFFs). At the end of the loop light was split into a separate C-band channel and an L-band channel path. Following the C-band path the multiplexed signal was passed through an erbium-doped fiber amplifier (EDFA) and a reconfigurable optical add/drop multiplexer (ROADM) was emulated using a wavelength-selective switch (WSS). Along the L-band path the multiplexed signal was also amplified by an EDFA and spectrally equalized employing a dynamic gain equalizer (DGE). Both paths were then recombined in a C/L multiplexer. The 160 WDM channels each at a QPSK data rate of 40 Gbit s\(^{-1}\) giving a PDM-QPSK rate of 80 Gbit s\(^{-1}\) were transmitted over an overall distance of 2550 km of dispersion-compensated fiber prior to the receiver where a coherent mixer combined the signal with a narrow-linewidth local oscillator laser output for each of the two polarization axes. Finally, the corresponding waveforms were digitized and stored. In summary, a high data flow of 12.8 Tbit s\(^{-1}\) over this long distance was successfully obtained.

A multicarrier modulation format in which there has been growing interest to compensate for impairments in optical fiber transmission systems is orthogonal frequency division multiplexing (OFDM) (see Section 12.9.3). Recently, a coherent system approach, termed
coherent optical OFDM (CO-OFDM), has been proposed and demonstrated [Refs 132–135]. In particular, CO-OFDM has been shown to combat both fiber chromatic dispersion and polarization mode dispersion.

A generic CO-OFDM system with a direct conversion architecture is provided in Figure 13.37 [Ref. 132]. In the transmit block an RF OFDM transmitter generates a baseband OFDM signal which is then upconverted to the optical domain using an optical in-phase and quadrature (I and Q) modulator based on two Mach–Zehnder modulators (MZMs). For reception an optical-to-RF downconverter comprising a 90° optical hybrid and two balanced receivers is employed to downconvert the optical OFDM signal back to the baseband (i.e. homodyne detection). Finally, the RF OFDM receiver undertakes OFDM baseband processing and demodulation to recover the transmitted data.

The initial proof-of-concept experimental demonstration of CO-OFDM successfully transmitted 128 OFDM subcarriers with a nominal data rate of 8 Gbit s\(^{-1}\) over 1000 km of standard single-mode fiber without using dispersion compensation [Ref. 133]. Furthermore, the experimental CO-OFDM transmission of modulation formats with higher spectral efficiency has also been achieved. Both 16-QAM and 64-QAM transmission (see Section 13.5.3) at bit rates of 10.59 and 15.89 Gbit s\(^{-1}\) exhibiting spectral efficiencies of 2.8 and 4.2 bit s\(^{-1}\) Hz\(^{-1}\) respectively were successfully demonstrated [Ref. 135]. Finally, the concept of combining WDM with CO-OFDM has also been recently explored [Ref. 136].

In summary, coherent and, in particular, phase-modulated multicarrier transmission have become the focus of significant research activities worldwide for the provision of future ultra-high-capacity long-haul systems. Hence, although IM/DD WDM systems operating at channel rates of 10 Gbit s\(^{-1}\) and more recently 40 Gbit s\(^{-1}\) are commercially available with the implementation of 100 Gbit s\(^{-1}\) systems planned in the relatively near term, the overall benefits that can be provided in terms of both spectral efficiency tolerance in relation to signal degradations [Ref. 137] and improved receiver sensitivity are a
strong indication that research and development of coherent and more specifically phase-modulated systems is set to continue, and potentially increase in pace [Refs 3, 25, 138, 139].

### Problems

13.1  (a) Outline the initial rationale behind the pursuit of coherent optical systems. Indicate the major problems encountered in the realization of coherent optical transmission and briefly describe the developments that have taken place since 2002 which have stimulated a new momentum in the pursuit of coherent and particularly phase-modulated systems.

(b) Discuss, with the aid of a suitable block diagram, a coherent optical fiber communication system. Comment on the differing system requirements to facilitate heterodyne detection in comparison with homodyne detection.

13.2  The frequency stability requirement for a local oscillator laser in an ASK optical heterodyne detection system is 10 MHz. When the laser is emitting at a center frequency of 1.55 μm and exhibits an output frequency change with temperature of 14 GHz °C−1, estimate:

(a) the fractional stability necessary for the device;

(b) the maximum temperature change that could be permitted for the device when there is no other form of laser frequency control;

(c) the maximum transmission bandwidth that would be allowed by the laser frequency stability.

13.3  (a) Obtain from first principles the theoretical SNR improvement in the shot noise limit for optical homodyne detection over heterodyne detection. Indicate the primary reason for this improvement.

(b) Briefly discuss the strategies which have been adopted to provide optical homodyne detection with specific reference to PSK modulation.

13.4  A homodyne OOK receiver has a bandwidth of 250 MHz and utilizes a photodiode with a responsivity of 0.6 A W−1 at the operating wavelength. The device is shot noise limited and a received SNR of 11 dB is required to provide an acceptable BER. Compute the receiver sensitivity and the photocurrent obtained when the local oscillator laser output power is −3 dBm and the phase difference between this signal and the incoming one is 12°.

13.5  The incoming signal power to an ASK optical heterodyne receiver operating at its shot noise limit is 1.28 nW for a received SNR of 9 dB. Determine the transmission wavelength of the ASK system if the quantum efficiency of the photodetector is 75% at this wavelength and the transmission bandwidth is 400 MHz.

13.6  Outline the major practical constraints associated with coherent optical transmission and discuss the techniques which have been adopted to overcome them.

13.7  Explain the concept of intradyne detection in coherent optical communications, and, with the aid of a block schematic, outline the structure and operation of a QPSK intradyne receiver.
13.8 To allow asynchronous ASK heterodyne detection the linewidths of the signal and local oscillator lasers should be less than 50% of the transmitted bit rate. Estimate the maximum permitted linewidths in nanometers for such ASK system sources:
(a) emitting at a wavelength around 1.30 μm when the transmission rate is 140 Mbit s\(^{-1}\);
(b) emitting at a wavelength around 1.55 μm when the transmission rate is 2.4 Gbit s\(^{-1}\).

13.9 Compare and contrast the attributes and drawbacks associated with direct modulation of the laser signal source and indirect modulation of the source in both ASK and FSK coherent optical fiber communication systems.

13.10 (a) Describe what is understood by continuous phase frequency shift keying (CPFSK) modulation within coherent optical transmission. Indicate the benefits of this modulation technique in comparison with FSK.
(b) Discuss the advantages and suggest a drawback associated with coherent optical differential phase shift keying (DPSK) in comparison with synchronous PSK heterodyne detection.

13.11 A coherent PSK optical fiber communication system employing synchronous heterodyne detection requires a minimum input optical power level of \(-58.2\) dBm in order to receive with a BER of \(10^{-9}\). The system is operated at a transmission rate of 600 Mbit s\(^{-1}\) and the quantum efficiency of the receiver photodetector is 80%. Assuming shot-noise-limited operation at the receiver, obtain the transmission wavelength for the system.

13.12 Outline the major techniques employed to achieve asynchronous optical ASK and FSK heterodyne detection. Indicate the benefits of these schemes over the corresponding synchronous demodulation schemes.

13.13 Describe what is meant by phase diversity reception for coherent optical fiber communication systems. Discuss with the aid of a suitable block diagram the salient features of the in-phase and quadrature receiver when used for optical ASK demodulation.

13.14 Verify that in order to obtain a BER of \(10^{-9}\):
(a) an average of 18 photons per bit is required within an ideal ASK homodyne detection system;
(b) an average of 40 photons per bit is necessary for ideal asynchronous FSK heterodyne detection.

13.15 Determine the minimum detectable peak optical power levels for both of the detection schemes in Problem 13.14 when the transmission wavelength and bit rate are 1.31 μm and 100 Mbit s\(^{-1}\) respectively.

13.16 A coherent DPSK system operating at a wavelength of 1.54 μm uses a photodetector with a quantum efficiency of 83% at this wavelength. In shot-noise-limited performance a BER of \(0.94 \times 10^{-12}\) is obtained at the coherent optical receiver for a minimum detectable optical power level of 2.1 nW. Calculate both
the average number of photons per bit required to maintain the BER and the transmission bit rate of the system under these circumstances.

13.17 A n OOK coherent optical fiber system using asynchronous heterodyne detection has a transmission wavelength of 1.55 μm. Estimate the number of photons required for a one bit to provide a BER of $10^{-10}$ when there is shot-noise-limited detection and the responsitivity of the system photodetector at the operating wavelength is 0.7.

13.18 A n FSK coherent optical fiber system employing synchronous heterodyne detection has a transmission wavelength of 1.3 μm where the fiber and splice/connector losses average out at 0.4 dB km$^{-1}$. If 2 mW of optical power is launched into the system link and an ideal photodetector is assumed, determine the absolute maximum repeater spacing to maintain a BER of $10^{-9}$ at transmission rates of: (a) 140 Mbit s$^{-1}$; (b) 2.4 Gbit s$^{-1}$.

13.19 Briefly describe a common method to facilitate direct detection for both optical FSK and PSK. In each case indicate the sensitivity performance in comparison with both asynchronous and synchronous heterodyne detection at a BER of $10^{-9}$.

13.20 Suggest the reasons why DPSK transmission with return-to-zero pulses (i.e. RZ-DPSK) employing an interferometric direct detection receiver has recently emerged as a favored technique in order to demonstrate the future viability of commercial long-haul optical fiber communication systems.

13.21 A DPSK coherent optical fiber system operating at a transmission wavelength and bit rate of 1.55 μm and 250 Mbit s$^{-1}$, respectively, has a repeater spacing of 300 km. Assuming a launch power of 0 dBm with shot-noise-limited detection and average overall transmission losses of 0.2 dB km$^{-1}$ at the operation wavelength, compute the minimum quantum efficiency required for the photodetector to enable the system to function with a BER of $10^{-10}$.

13.22 Describe, with the aid of a diagram, a typical DQPSK system implementation with the particular focus on the use of two balanced receivers to provide interferometric reception.

13.23 Contrast the earlier understanding of FDM with WDM in relation to coherent optical transmission. Describe, with the aid of a suitable diagram, the possible implementation of a coherent multicarrier distribution system based on a passive star coupler.

Estimate the number of photons per bit obtained with an optical coherent WDM passive star network, which is operating from the shortest wavelength of 1.50 μm with an optical bandwidth of 100 nm, when the transmitter powers are 0 dBm. Comment on the result.

13.24 The two spectral transmission regions for coherent multicarrier systems may be considered to be the O-band and the combined S, C and L bands. Determine the number of WDM channels that could be accommodated in each region when coherent optical PSK transmission at 10 Gbit s$^{-1}$ is to be utilized on each channel. A 20% guard band frequency for filter roll-off should be assumed.
13.25 Outline the concept of polarization multiplexing while explaining its benefits in relation to increasing the capacity of coherent optical transmission systems.

13.26 Describe, giving experimental system examples, the use of multiwavelength strategies for the provision of potential future high-capacity optical fiber phase-modulated systems.

13.27 Briefly explain what is meant by coherent optical orthogonal frequency division multiplexing (CO-OFDM). Using a block schematic of a CO-OFDM system describe the operation of the direct conversion architecture approach.

Answers to numerical problems

13.2 (a) 1.93 in $10^7$ 
(b) $7 \times 10^{-4}$ °C 
(c) 50 MHz

13.4 $-60.8$ dBm; 0.76 μA

13.5 1.32 μm

13.7 (a) $4 \times 10^{-4}$ nm 
(b) $1 \times 10^{-2}$ nm

13.11 1.57 μm

13.15 (a) 273 pW 
(b) 607 pW

13.16 27 photons per bit, 500 MHz

13.17 159 photons

13.18 (a) 160.3 km 
(b) 129.5 km

13.21 71.4%

13.23 603 photons per bit

13.24 5590; 6068
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14.1 Introduction

In this chapter we are primarily concerned with measurements on optical fibers which characterize the fiber. These may be split into three main areas:

(a) transmission characteristics;
(b) geometrical and optical characteristics;
(c) mechanical characteristics.
Data in these three areas is usually provided by the optical fiber manufacturer with regard to specific fibers. Hence fiber measurements are generally performed in the laboratory and techniques have been developed accordingly. This information is essential for the optical communication system designer in order that suitable choices of fibers, materials and devices may be made with regard to the system application. However, although the system designer and system user do not usually need to take fundamental measurements of the fiber characteristics, there is a requirement for field measurements in order to evaluate overall system performance, and for functions such as fault location. Therefore, we also include some discussion of field measurements which take into account the effects of cabled fiber, splice and connector losses, etc.

Several organizations have become involved in standardization issues relating to optical fiber measurements. The International Telecommunication Union (ITU) [Ref. 1], formerly known as the International Telephone and Telegraph Consultative Committee (CCITT), has recommended several standards for fiber transmission systems and fiber measurements. These are known as Fiber Optic Test Procedures (FOTPs) and Optical Fiber System Test Procedures (OFSTPs) [Ref. 2]. These standards are published by the Electronic Industries Alliance (EIA) [Ref. 3] and Telecommunication Industries Association (TIA) [Ref. 4] in the United States. Both the TIA and EIA jointly publish several standards where each standard is identified with a specific series. For example, the TIA/EIA-455 series represents FOTPs and similarly the TIA/EIA-526 series corresponds to OFSTPs. The particular recommendation related to a specific FOTP or OFSTP is labeled at the end of the series. Thus TIA/EIA-455-220 represents FOTP-220 while TIA/EIA 526-19 relates to OFSTP-19. A full list of these notations and their details can be obtained from the Telecommunications Industry Association website [Ref. 5]. The test methods are further divided into reference test methods (RTMs) and alternative test methods (ATMs). An RTM provides a measurement of a particular characteristic, strictly according to the definition which usually gives the highest degree of accuracy and reproducibility, whereas an ATM may be more suitable for practical use but can deviate from the strict definition; however, there must be a way to relate such results to those obtained from the RTM.

The fiber transmission characteristics of greatest interest are those of attenuation and dispersion. For multimode fibers the latter parameter enables the bandwidth to be determined, whereas with single-mode fibers it is the intramodal or chromatic dispersion which is generally provided by manufacturers. Furthermore, the important geometrical and optical characteristics for multimode fibers are size (core and cladding diameters), numerical aperture (see Section 2.2.3) and refractive index profile, but for single-mode fibers they are the effective cutoff wavelength of the second-order mode (see Section 2.5.1) and the mode-field diameter (see Section 2.5.2). Measurements of the mechanical characteristics such as tensile strength and durability were outlined in Section 4.6.1 and are therefore pursued no further in this chapter.

When attention is focused on the measurement of the transmission properties of multimode fibers, problems emerge regarding the large number of modes propagating in the fiber. The various modes show individual differences with regard to attenuation and dispersion within the fiber. Moreover, mode coupling occurs giving transfer of energy from one mode to another (see Section 2.4.2). The mode coupling which is associated with perturbations in the fiber composition or geometry, and external factors such as microbends
or splices, is for instance responsible for the increased attenuation (due to radiation) of the higher order modes. These multimode propagation effects mean that both the fiber loss and bandwidth are not uniquely defined parameters but depend upon the fiber excitation conditions and environmental factors such as cabling, bending, etc. Also, these transmission parameters may vary along the fiber length (i.e. they are not necessarily linear functions) due to the multimode propagation effects, making extrapolation of measured data to different fiber lengths less than meaningful.

It is therefore important that transmission measurements on multimode fibers are performed in order to minimize these uncertainties. In the laboratory, measurements are usually taken on continuous lengths of uncabled fiber in order to reduce the influence of external factors on the readings (this applies to both multimode and single-mode fibers). However, this does mean that the system designer must be aware of the possible deterioration in the fiber transmission characteristics within the installed system. The multimode propagation effects associated with fiber perturbations may be accounted for by allowing or encouraging the mode distribution to reach a steady-state (equilibrium) distribution. This distribution occurs automatically after propagation has taken place over a certain fiber length (coupling length) depending upon the strength of the mode coupling within the particular fiber. At equilibrium the mode distribution propagates unchanged and hence the fiber attenuation and dispersion assume well-defined values. These values of the transmission characteristics are considered especially appropriate for the interpretation of measurements to long-haul links and do not depend on particular launch conditions.

The equilibrium mode distribution may be achieved by launching the optical signal through a long (dummy) fiber to the fiber under test. This technique has been used to good effect [Ref. 6] but may require a kilometer of dummy fiber and is therefore not suitable for dispersion measurements. Alternatively there are a number of methods of simulating the equilibrium mode distribution with a much shorter length of fiber. Mode equilibrium may be achieved using an optical source with a mode output which corresponds to the steady-state mode distribution of the fiber under test. This technique may be realized experimentally using an optical arrangement which allows the numerical aperture of the launched beam to be varied (using diaphragms) as well as the spot size of the source (using pinholes). In this case the input light beam is given an angular width which is equal to the equilibrium distribution numerical aperture of the fiber and the source spot size on the fiber input face is matched to the optical power distribution in a cross-section of the fiber at equilibrium.

Other techniques involve the application of strong mechanical perturbations on a short section of the fiber in order quickly to induce mode coupling and hence equilibrium mode distribution within 1 m. These devices which simulate mode equilibrium over a short length of fiber are known as mode scramblers or mode filters.

A mode scrambler increases the power in the higher order modes relative to the lower order ones, whereas a mode filter typically reduces the power in the higher order modes without seriously affecting the power in the lower order modes. Mode filters are usually required with LED sources because more higher order mode excitation than the equilibrium mode distribution is obtained in most multimode fibers. By contrast, a mode scrambler may be necessary for lens-less excitation with laser sources, as this technique produces more lower order modes than are contained in the equilibrium mode distribution in most multimode fibers. Hence both strategies are employed to achieve equilibrium mode power distributions in multimode fibers.
A simple mode scrambling method [Ref. 7] is to sandwich the fiber between two sheets of abrasive paper (i.e. sandpaper) placed on wooden blocks in order to provide a suitable pressure. Two slightly more sophisticated techniques are illustrated in Figure 14.1 [Refs 8, 9]. Figure 14.1(a) shows mechanical perturbations induced by enclosing the fiber with metal wires and applying pressure by use of a surrounding heat shrinkable tube. A method which allows adjustment and therefore an improved probability of repeatable results is shown in Figure 14.1(b). This technique involves inserting the fiber between a row of equally spaced pins, subjecting it to sinusoidal bends. Hence the variables are the number of pins giving the number of periods, the pin diameter \( d \) and the pin spacing \( s \).

A common mode filtering technique uses a mandrel wrap applied before the test fiber as illustrated in Figure 14.2(a). In this method four or five turns of fiber are wrapped around a

![Figure 14.1](image1.png)  
**Figure 14.1** Mode scramblers: (a) heat shrinking technique [Ref. 8]; (b) bending technique [Ref. 9]

![Figure 14.2](image2.png)  
**Figure 14.2** Equilibrium mode simulation by mode filtering: (a) mandrel wrap; (b) dummy fiber
20 to 30 mm diameter mandrel in order to simulate the equilibrium mode power distribution [Ref. 10]. The other popular mode filtering technique which was mentioned earlier is shown in Figure 14.2(b). This method employs a dummy fiber of length 0.5 to 1 km which is of a similar type to the test fiber. The dummy fiber is spliced before the test fiber such that an equilibrium mode distribution is established after the optical launch.

In order to test that a particular mode scrambler or filter gives an equilibrium mode distribution within the test fiber, it is necessary to check the insensitivity of the far-field radiation pattern (this is related to the mode distribution, see Section 2.4.1) from the fiber with regard to changes in the launch conditions. It is also useful to compare the far-field patterns from the device and a separate long length at the test fiber for coincidence [Ref. 6]. However, it must be noted that, at present, mode scramblers or filters tend to give only an approximate equilibrium mode distribution and their effects vary with different fiber types. Hence measurements involving the use of different mode scrambling methods can be subject to discrepancies. Nevertheless, the majority of laboratory measurement techniques to ascertain the transmission characteristics of multimode optical fibers use some form of equilibrium mode simulation in order to give values representative of long transmission lines. Moreover, the current standards agreements regarding equilibrium mode simulation are outlined in TIA/EIA-455-50 [Ref. 11].

We commence the discussion of optical fiber measurements in Section 14.2 by dealing with the major techniques employed in the measurement of fiber attenuation. These techniques include measurement of both total fiber attenuation and the attenuation resulting from individual mechanisms within the fiber (e.g. material absorption, scattering). In Section 14.3 fiber dispersion measurements in both the time and frequency domains are discussed. Various techniques for the measurement of the fiber refractive index profile are then considered in Section 14.4. The measurement of the fiber cutoff wavelength which has particular relevance to single-mode fibers is then dealt with in Section 14.5. In Section 14.6 we discuss simple methods for measuring fiber numerical aperture. Measurement of the fiber outer and core diameters are then described in Section 14.7.

A far more important parameter than the fiber numerical aperture and core diameter for single-mode fibers is the mode-field diameter. Hence the measurement of this single-mode fiber characteristic is discussed in Section 14.8. This is followed in Section 14.9 with a description of a measurement procedure for reflectance and optical return loss for either a fiber component or an optical link. Finally, field measurements which may be performed on optical fiber links, together with examples of measurement instruments, are discussed in Section 14.10. Particular attention is paid in this concluding section to optical time domain reflectometry (OTDR).

### 14.2 Fiber attenuation measurements

Fiber attenuation measurement techniques have been developed in order to determine the total fiber attenuation of the relative contributions to this total from both absorption losses and scattering losses. The overall fiber attenuation is of greatest interest to the system designer, but the relative magnitude of the different loss mechanisms is important in the development and fabrication of low-loss fibers. Measurement techniques to obtain the
14.2.1 Total fiber attenuation

A commonly used technique for determining the total fiber attenuation per unit length is the cut-back or differential method. Figure 14.3 shows a schematic diagram of the typical experimental setup for measurement of the spectral loss to obtain the overall attenuation spectrum for the fiber. It consists of a ‘white’ light source, usually a tungsten halogen or xenon arc lamp. The focused light is mechanically chopped at a low frequency of a few hundred hertz. This enables the lock-in amplifier at the receiver to perform phase-sensitive detection. The chopped light is then fed through a monochromator which utilizes a prism or diffraction grating arrangement to select the required wavelength at which the attenuation is to be measured. Hence the light is filtered before being focused onto the fiber by means of a microscope objective lens. A beam splitter may be incorporated before the fiber to provide light for viewing optics and a reference signal used to compensate for output power fluctuations. As indicated in Section 14.1, when the measurement is performed on multimode fibers it is very dependent on the optical launch conditions. Therefore unless the launch optics are arranged to give the steady-state mode distribution at the fiber input, or a dummy fiber is used, then a mode scrambling device is attached to the fiber within the first meter. The fiber is also usually put through a cladding mode stripper, which
may consist of an S-shaped groove cut in the Teflon and filled with glycerine. This device removes light launched into the fiber cladding through radiation into the index-matched (or slightly higher refractive index) glycerine. A mode stripper can also be included at the fiber output end to remove any optical power which is scattered from the core into the cladding down the fiber length. This tends to be pronounced when the fiber cladding consists of a low-refractive-index silicone resin.

The optical power at the receiving end of the fiber is detected using a p-i-n or avalanche photodiode. In order to obtain reproducible results the photodetector surface is usually index matched to the fiber output end face using epoxy resin or an index-matching gel [Ref. 12]. Finally, the electrical output from the photodetector is fed to a lock-in amplifier, the output of which is recorded.

The cut-back method* involves taking a set of optical output power measurements over the required spectrum using a long length of fiber (usually at least a kilometer). This fiber is generally uncabled having only a primary protective coating. Increased losses due to cabling (see Section 4.7.1) do not tend to change the shape of the attenuation spectrum as they are entirely radiative, and for multimode fibers are almost wavelength independent. The fiber is then cut back to a point 2 m from the input end and, maintaining the same launch conditions, another set of power output measurements is taken. The following relationship for the optical attenuation per unit length $\alpha_{\text{dB}}$ for the fiber may be obtained from Eq. (3.3):

$$\alpha_{\text{dB}} = \frac{10}{L_1 - L_2} \log_{10} \frac{P_{02}}{P_{01}}$$  \hspace{1cm} (14.1)

$L_1$ and $L_2$ are the original and cut-back fiber lengths respectively, and $P_{01}$ and $P_{02}$ are the corresponding output optical powers at a specific wavelength from the original and cut-back fiber lengths. Hence when $L_1$ and $L_2$ are measured in kilometers, $\alpha_{\text{dB}}$ has units of dB km$^{-1}$.

Furthermore Eq. (14.1) may be written in the form:

$$\alpha_{\text{dB}} = \frac{10}{L_1 - L_2} \log_{10} \frac{V_2}{V_1}$$  \hspace{1cm} (14.2)

where $V_1$ and $V_2$ correspond to output voltage readings from the original fiber length and the cut-back fiber length respectively. The electrical voltages $V_1$ and $V_2$ may be directly substituted for the optical powers $P_{01}$ and $P_{02}$ of Eq. (14.1) as they are directly proportional to these optical powers (see Section 7.4.3). The accuracy of the results obtained for $\alpha_{\text{dB}}$ using this method is largely dependent on constant optical launch conditions and the achievement of the equilibrium mode distribution within the fiber. In this case only the fiber to detector power coupling changes between measurements and this variation can be made less than 0.01 dB [Ref. 10]. Hence the cut-back technique is regarded as the RTM for attenuation measurements by the EIA as well as the ITU.

* The cut-back method is outlined in TIA/EIA-455-46 and TIA/EIA-455-78 for multimode and single-mode fibers respectively [Refs 13, 14]. In addition, it is the ITU reference test method for fiber attenuation [Ref. 1].
Example 14.1

A 2 km length of multimode fiber is attached to apparatus for spectral loss measurement. The measured output voltage from the photoreceiver using the full 2 km fiber length is 2.1 V at a wavelength of 0.85 \( \mu \text{m} \). When the fiber is then cut back to leave a 2 m length, the output voltage increases to 10.7 V. Determine the attenuation per kilometer for the fiber at a wavelength of 0.85 \( \mu \text{m} \) and estimate the accuracy of the result.

Solution: The attenuation per kilometer may be obtained from Eq. (14.2) where:

\[
\alpha_{\text{dB}} = \frac{10}{L_1 - L_2} \log_{10} \frac{V_2}{V_1} = \frac{10}{1.998} \log_{10} \frac{10.7}{2.1} = 3.5 \text{ dB km}^{-1}
\]

The uncertainty in the measured attenuation may be estimated using:

\[
\text{Uncertainty} = \frac{\pm 0.2}{L_1 - L_2} = \frac{\pm 0.2}{1.997} = \pm 0.1 \text{ dB}
\]

The dynamic range of the measurements that may be taken depends upon the exact configuration of the apparatus utilized, the optical wavelength and the fiber core diameter. However, a typical dynamic range is in the region 30 to 40 dB when using a white light source at a wavelength of 0.85 \( \mu \text{m} \) and multimode fiber with a core diameter around 50 \( \mu \text{m} \). This may be increased to around 60 dB by use of a laser source operating at the same wavelength. It must be noted that a laser source is only suitable for making a single-wavelength (spot) measurement as it does not emit across a broad band of spectral wavelengths.

Spot measurements may be performed on an experimental setup similar to that shown in Figure 14.3. However, interference filters are frequently used instead of the monochromator in order to obtain a measurement at a particular optical wavelength. These provide greater dynamic range (10 to 15 dB improvement) than the monochromator but are of limited use for spectral measurements due to the reduced number of wavelengths that are generally available for measurement. A typical optical configuration for spot attenuation measurements is shown in Figure 14.4. The interference filters are located on a wheel to allow measurement at a selection of different wavelengths. In the experimental arrangement shown in Figure 14.4 the source spot size is defined by a pinhole and the beam angular width is varied by using different diaphragms. However, the electronic equipment utilized with this setup is similar to that used for the spectral loss measurements illustrated in Figure 14.3. Therefore determination of the optical loss per unit length for the fiber at a particular wavelength is performed in exactly the same manner, using the cut-back method. Spot attenuation measurements are sometimes utilized after fiber cabling in order to obtain information on any degradation in the fiber attenuation resulting from the cabling process.
Although widely used, the cut-back measurement method has the major drawback of being a destructive technique. Therefore, although suitable for laboratory measurement it is far from ideal for attenuation measurements in the field. Several nondestructive techniques exist which allow the fiber losses to be calculated through a single reading of the optical output power at the far end of the fiber after determination of the near-end power level. The simplest is the insertion or substitution* technique, which utilizes the same experimental configuration as the cut-back method. However, the fiber to be tested is spliced, or connected by means of a demountable connector to a fiber with a known optical output at the wavelength of interest. When all the optical power is completely coupled between the two fibers, or when the insertion loss of the splice or connector is known, then the measurement of the optical output power from the second fiber gives the loss resulting, from the insertion of this second fiber into the system. Hence the insertion loss due to the second fiber provides measurement of its attenuation per unit length. Unfortunately, the accuracy of this measurement method is dependent on the coupling between the two fibers and is therefore somewhat uncertain.

The most popular nondestructive attenuation measurement technique for both laboratory and field use only requires access to one end of the fiber. It is the backscatter measurement method which uses optical time domain reflectometry and also provides measurement of splice and connector losses as well as fault location. Optical time domain reflectometry finds major use in field measurements and is therefore discussed in detail in Section 14.10.1.

* Description of the substitution method is provided in TIA/EIA-455-53 [Ref. 15].
14.2.2 Fiber absorption loss measurement

It was indicated in the preceding section that there is a requirement for the optical fiber manufacturer to be able to separate the total fiber attenuation into the contributions from the major loss mechanisms. Material absorption loss measurements allow the level of impurity content within the fiber material to be checked in the manufacturing process. The measurements are based on calorimetric methods which determine the temperature rise in the fiber or bulk material resulting from the absorbed optical energy within the structure.

The apparatus shown in Figure 14.5 [Ref. 16], which is used to measure the absorption loss in optical fibers, was modified from an earlier version which measured the absorption losses in bulk glasses [Ref. 17]. This temperature measurement technique, illustrated

![Figure 14.5](image_url)

**Figure 14.5** Calorimetric measurement of fiber absorption losses: (a) schematic diagram of a version of the apparatus [Ref. 16]; (b) the temperature measurement technique using a thermocouple
diagrammatically in Figure 14.5(b), has been widely adopted for absorption loss measurements. The two fiber samples shown in Figure 14.5(b) are mounted in capillary tubes surrounded by a low-refractive-index liquid (e.g. methanol) for good electrical contact, within the same enclosure of the apparatus shown in Figure 14.5(a). A thermocouple is wound around the fiber containing capillary tubes using one of them as a reference junction (dummy fiber). Light is launched from a laser source (Nd : YAG or krypton ion depending on the wavelength of interest) through the main fiber (not the dummy), and the temperature rise due to absorption is measured by the thermocouple and indicated on a nanovoltmeter. Electrical calibration may be achieved by replacing the optical fibers with thin resistance wires and by passing known electrical power through one. Independent measurements can then be made using the calorimetric technique and with electrical measurement instruments.

The calorimetric measurements provide the heating and cooling curve for the fiber sample used. A typical example of this curve is illustrated in Figure 14.6(a). The attenuation of the fiber due to absorption \( \alpha_{\text{abs}} \) may be determined from this heating and cooling characteristic. A time constant \( t_c \) can be obtained from a plot of \( (T_\infty - T_t) \) on a logarithmic scale against the time \( t \), an example of which shown in Figure 14.6(c) was obtained from the heating characteristic displayed in Figure 14.6(b) [Ref. 17]. \( T_\infty \) corresponds to the maximum temperature rise of the fiber under test and \( T_t \) is the temperature rise at a time \( t \). It may be observed from Figure 14.6(a) that \( T_\infty \) corresponds to a steady-state temperature for the fiber when the heat loss to the surroundings balances the heat generated in the fiber resulting from absorption at a particular optical power level. The time constant \( t_c \) may be obtained from the slope of the straight line plotted in Figure 14.6(c) as:

\[
t_c = \frac{t_2 - t_1}{\ln(T_\infty - T_t) - \ln(T_\infty - T_t)}
\]

(14.3)

where \( t_1 \) and \( t_2 \) indicate two points in time and \( t_c \) is a constant for the calorimeter which is inversely proportional to the rate of heat loss from the device.

From detailed theory it may be shown [Ref. 17] that the fiber attenuation due to absorption is given by:

\[
\alpha_{\text{abs}} = \frac{C T_\infty}{P_{\text{opt}} t_c} \text{ dB km}^{-1}
\]

(14.4)

where \( C \) is proportional to the thermal capacity per unit length of the silica capillary and the low-refractive-index liquid surrounding the fiber, and \( P_{\text{opt}} \) is the optical power propagating in the fiber under test. The thermal capacity per unit length may be calculated, or determined by the electrical calibration utilizing the thin resistance wire. Usually the time constant for the calorimeter \( t_c \) is obtained using a high-absorption fiber which gives large temperature differences and greater accuracy. Once \( t_c \) is determined, the absorption losses of low-loss test fibers may be calculated from their maximum temperature rise \( T_\infty \) using Eq. (14.4). The temperatures are measured directly in terms of the thermocouple output (microvolts), and the optical input to the test fiber is obtained by use of a thermocouple or an optical power meter.
Figure 14.6  (a) A typical heating and cooling curve for a glass fiber sample.  (b) A heating curve.  (c) The corresponding plot of \((T_\infty - T_t)\) against time for a sample glass rod (bulk material measurement).  Reproduced with permission from K. I. White and J. E. Midwinter. *Opto-electronics*, 5, p. 323, 1973
Hence direct measurement of the contribution of absorption losses to the total fiber attenuation may be achieved. However, fiber absorption losses are often obtained indirectly from measurement of the fiber scattering losses (see the next section) by subtraction from the total fiber attenuation, measured by one of the techniques discussed in Section 14.2.1.

14.2.3 Fiber scattering loss measurement

The usual method of measuring the contribution of the losses due to scattering within the total fiber attenuation is to collect the light scattered from a short length of fiber and compare it with the total optical power propagating within the fiber. Light scattered from the fiber may be detected in a scattering cell as illustrated in the experimental arrangement shown in Figure 14.7. This may consist of a cube of six square solar cells (Tynes cell...
[Ref. 18]) or an integrating sphere and detector [Ref. 19]. The solar cell cube which contains index-matching fluid surrounding the fiber gives measurement of the scattered light, but careful balancing of the detectors is required in order to achieve a uniform response. This problem is overcome in the integrating sphere which again usually contains index-matching fluid but responds uniformly to different distributions of scattered light. However, the integrating sphere does exhibit high losses from internal reflections. Other variations of the scattering cell include the internally reflecting cell [Ref. 20] and the sandwiching of the fiber between two solar cells [Ref. 21].

A laser source (i.e. He–Ne, Nd : YAG, krypton ion) is utilized to provide sufficient optical power at a single wavelength together with a suitable instrument to measure the response from the detector. In order to avoid inaccuracies in the measurement resulting from scattered light which may be trapped in the fiber, cladding mode strippers (see Section 14.2.1) are placed before and after the scattering cell. These devices remove the light propagating in the cladding so that the measurements are taken only using the light guided by the fiber core. Also, to avoid reflections contributing to the optical signal within the cell, the output fiber end is index matched using either a fluid or suitable surface.

The loss due to scattering \( \alpha_{sc} \) following Eq. (3.3) is given by:

\[
\alpha_{sc} = \frac{10}{\ln(10)} \log_{10} \left( \frac{P_{opt}}{P_{opt} - P_{sc}} \right) \text{ dB km}^{-1}
\] 

Eq. (14.5)

where \( l \text{(km)} \) is the length of the fiber contained within the scattering cell, \( P_{opt} \) is the optical power propagating within the fiber at the cell and \( P_{sc} \) is the optical power scattered from the short length of fiber \( l \) within the cell. As \( P_{opt} \gg P_{sc} \), then the logarithm in Eq. (14.5) may be expanded to give:

\[
\alpha_{sc} = \frac{4.343}{l \text{(km)}} \left( \frac{P_{sc}}{P_{opt}} \right) \text{ dB km}^{-1}
\]

Eq. (14.6)
Since the measurements of length are generally in centimeters and the optical power is
normally registered in volts, Eq. (14.6) can be written as:

\[ \alpha_{sc} = \frac{4.343 \times 10^5}{l(cm)} \left( \frac{V_{sc}}{V_{opt}} \right) \text{ dB km}^{-1} \]  

(14.7)

where \( V_{sc} \) and \( V_{opt} \) are the voltage readings corresponding to the scattered optical power
and the total optical power within the fiber at the cell. The relative experimental accuracy
(i.e. repeatability) for scatter loss measurements is in the range ±0.2 dB using the solar cell
cube and around 5% with the integrating sphere. However, it must be noted that the abso-
lute accuracy of the measurements is somewhat poorer, being dependent on the calibration
of the scattering cell and the mode distribution within a multimode fiber.

Example 14.3

An He–Ne laser operating at a wavelength of 0.63 \( \mu m \) was used with a solar cell
cube to measure the scattering loss in a multimode fiber sample. With a constant
optical output power the reading from the solar cell cube was 6.14 nV. The optical
power measurement at the cube without scattering was 153.38 \( \mu V \). The length of the
fiber in the cube was 2.92 cm. Determine the loss due to scattering in dB km\(^{-1}\) for the
fiber at a wavelength of 0.63 \( \mu m \).

Solution: The scattering loss in the fiber at a wavelength of 0.63 \( \mu m \) may be
obtained directly using Eq. (14.7) where:

\[ \alpha_{sc} = \frac{4.343 \times 10^5}{l(cm)} \left( \frac{V_{sc}}{V_{opt}} \right) \]

\[ = \frac{4.343 \times 10^5}{2.92} \left( \frac{6.14 \times 10^{-9}}{153.38 \times 10^{-6}} \right) \]

\[ = 6.0 \text{ dB km}^{-1} \]

14.3 Fiber dispersion measurements

Dispersion measurements give an indication of the distortion to optical signals as they
propagate down optical fibers. The delay distortion which, for example, leads to the broad-
ening of transmitted light pulses limits the information-carrying capacity of the fiber.
Hence as shown in Section 3.8, the measurement of dispersion allows the bandwidth of the
fiber to be determined. Therefore, besides attenuation, dispersion is the most important
transmission characteristic of an optical fiber. As discussed in Section 3.8, there are three
major mechanisms which produce dispersion in optical fibers (material dispersion, wave-
guide dispersion and intermodal dispersion). The importance of these different mechanisms
to the total fiber dispersion is dictated by the fiber type.
For instance, in multimode fibers (especially step index), intermodal dispersion tends to be the dominant mechanism, whereas in single-mode fibers intermodal dispersion is nonexistent as only a single mode is allowed to propagate. In the single-mode case the dominant dispersion mechanism is chromatic (i.e. intramodal dispersion). The dominance of intermodal dispersion in multimode fibers makes it essential that dispersion measurements on these fibers are performed only when the equilibrium mode distribution has been established within the fiber, otherwise inconsistent results will be obtained. Therefore devices such as mode scramblers or filters must be utilized in order to simulate the steady-state mode distribution.

Dispersion effects may be characterized by taking measurements of the impulse response of the fiber in the time domain, or by measuring the baseband frequency response in the frequency domain. If it is assumed that the fiber response is linear with regard to power [Refs 22, 23], a mathematical description in the time domain for the optical output power $P_o(t)$ from the fiber may be obtained by convoluting the power impulse response $h(t)$ with the optical input power $P_i(t)$ as:

$$P_o(t) = h(t) * P_i(t)$$  \hspace{1cm} (14.8)

where the asterisk * denotes convolution. The convolution of $h(t)$ with $P_i(t)$ shown in Eq. (14.8) may be evaluated using the convolution integral where:

$$P_o(t) = \int_{-\infty}^{\infty} P_i(t-x)h(x) \, dx$$  \hspace{1cm} (14.9)

In the frequency domain the power transfer function $H(\omega)$ is the Fourier transform of $h(t)$ and therefore by taking the Fourier transforms of all the functions in Eq. (14.8) we obtain:

$$\mathcal{P}_o(\omega) = H(\omega)\mathcal{P}_i(\omega)$$  \hspace{1cm} (14.10)

where $\omega$ is the baseband angular frequency. The frequency domain representation given in Eq. (14.10) is the least mathematically complex, and by performing the Fourier transformation (or the inverse Fourier transformation) it is possible to switch between the time and frequency domains (or vice versa) by mathematical means. Hence, independent measurement of either $h(t)$ or $H(\omega)$ allows determination of the overall dispersive properties of the optical fiber. Thus fiber dispersion measurements can be made in either the time or frequency domains.

### 14.3.1 Time domain measurement

The most common method for time domain measurement of pulse dispersion in multimode optical fibers is illustrated in Figure 14.8 [Ref. 24]. Short optical pulses (100 to 400 ps) are launched into the fiber from a suitable source (e.g. A1GaAs injection laser) using fast driving electronics. The pulses travel down the length of fiber under test (around 1 km) and are broadened due to the various dispersion mechanisms. However, it is possible to take measurements of an isolated dispersion mechanism by, for example,
using a laser with a narrow spectral width when testing a multimode fiber. In this case the chromatic dispersion is negligible and the measurement thus reflects only intermodal dispersion. The pulses are received by a high-speed photodetector (i.e. avalanche photodiode) and are displayed on a fast sampling oscilloscope. A beam splitter is utilized for triggering the oscilloscope and for input pulse measurement.

After the initial measurement of output pulse width, the long fiber length may be cut back to a short length and the measurement repeated in order to obtain the effective input pulse width. The fiber is generally cut back to the lesser of 10 m or 1% of its original length [Ref. 10]. As an alternative to this cut-back technique, the insertion or substitution method similar to that used in fiber loss measurement (see Section 14.2.1) can be employed. This method has the benefit of being nondestructive and only slightly less accurate than the cut-back technique. These time domain measurement methods for multimode fiber are covered in TIA/EIA-455-51 [Ref. 25].

The fiber dispersion is obtained from the two pulse width measurements which are taken at any convenient fraction of their amplitude. However, unlike the considerations of dispersion in Sections 3.8 to 3.11 where rms pulse widths are used, dispersion measurements are normally made on pulses using the half maximum amplitude or 3 dB points. If \( P_i(t) \) and \( P_o(t) \) of Eq. (14.8) are assumed to have a Gaussian shape then Eq. (14.8) may be written in the form:

\[
\tau_o^2(3 \text{ dB}) = \tau_i^2(3 \text{ dB}) + \tau_i^2(3 \text{ dB}) \quad (14.11)
\]

where \( \tau_i(3 \text{ dB}) \) and \( \tau_o(3 \text{ dB}) \) are the 3 dB pulse widths at the fiber input and output, respectively, and \( \tau(3 \text{ dB}) \) is the width of the fiber impulse response again measured at half the maximum amplitude. Hence the pulse dispersion in the fiber (commonly referred to as the pulse broadening when considering the 3 dB pulse width) in ns km\(^{-1}\) is given by:

\[
\tau(3 \text{ dB}) = \frac{(\tau_o^2(3 \text{ dB}) - \tau_i^2(3 \text{ dB}))^{\frac{1}{2}}}{L} \text{ ns km}^{-1} \quad (14.12)
\]

Figure 14.8  Experimental arrangement for making multimode fiber dispersion measurements in the time domain. Reprinted with permission from Ref. 24 © IEEE 1972
where $\tau(3 \text{ dB})$, $\tau_{i}(3 \text{ dB})$ and $\tau_{o}(3 \text{ dB})$ are measured in ns and $L$ is the fiber length in km. It must be noted that if a long length of fiber is cut back to a short length in order to take the input pulse width measurement, then $L$ corresponds to the difference between the two fiber lengths in km. When the launched optical pulses and the fiber impulse response are Gaussian, the 3 dB optical bandwidth for the fiber $B_{opt}$ may be calculated using [Ref. 26]:

$$B_{opt} \times \tau(3 \text{ dB}) = 0.44 \text{ GHz ns}$$
$$= 0.44 \text{ MHz ps} \quad (14.13)$$

Hence estimates of the optical bandwidth for the fiber may be obtained from the measurements of pulse broadening without resorting to rigorous mathematical analysis.

Example 14.4

Pulse dispersion measurements are taken over a 1.2 km length of partially graded multimode fiber. The 3 dB widths of the optical input pulses are 300 ps, and the corresponding 3 dB widths for the output pulses are found to be 12.6 ns. Assuming the pulse shapes and fiber impulse response are Gaussian calculate:

(a) the 3 dB pulse broadening for the fiber in ns km$^{-1}$;

(b) the fiber bandwidth–length product.

Solution: (a) The 3 dB pulse broadening may be obtained using Eq. (14.12) where:

$$\tau(3 \text{ dB}) = \frac{(12.6^2 - 0.3^2)^{\frac{1}{2}}}{1.2} = \frac{(158.76 - 0.09)^{\frac{1}{2}}}{1.2}$$
$$= 10.5 \text{ ns km}^{-1}$$

(b) The optical bandwidth for the fiber is given by Eq. (14.13) as:

$$B_{opt} = \frac{0.44}{\tau(3 \text{ dB})} = 0.44 \text{ GHz km}$$
$$= 41.9 \text{ MHz km}$$

The value obtained for $B_{opt}$ corresponds to the bandwidth–length product for the fiber because the pulse broadening in part (a) was calculated over a 1 km fiber length. Also it may be noted that in this case the narrow input pulse width makes little difference to the calculation of the pulse broadening. The input pulse width becomes significant when measurements are taken on low-dispersion fibers (e.g., single-mode).
The above dispersion measurement techniques allow the total dispersion for multimode fibers to be determined. It is clear, however, that chromatic or intramodal dispersion is an important transmission parameter, particularly for single-mode fibers. Moreover, it can also be a significant distortion effect in multimode fibers even though intermodal dispersion is normally dominant. The time domain measurement of chromatic dispersion is outlined in TIA/EIA-455-168 [Ref. 27]. A typical experimental arrangement is shown in Figure 14.9. The pulse delay against optical wavelength is measured for both long and short fiber lengths. The source usually comprises multiple injection lasers possibly including wavelength-tunable devices (see Section 6.10). When \( \Delta T(\lambda) \) is the delay difference for the length difference \( L_1 - L_2 \), then the specific group delay per unit length \( \tau_g(\lambda) \) is given by [Ref. 10]:

\[
\tau_g(\lambda) = \frac{\Delta T(\lambda)}{L_1 - L_2}
\] (14.14)

Differentiation of Eq. (14.14) provides the chromatic dispersion \( D_T \) following Eq. (3.46) where:

\[
D_T(\lambda) = \frac{d\tau_g}{d\lambda} \text{ ps nm}^{-1} \text{ km}^{-1}
\] (14.15)

and the dispersion slope \( S \) from Eq. (3.52):

\[
S(\lambda) = \frac{dD_T}{d\lambda} \text{ ps nm}^{-2} \text{ km}^{-1}
\] (14.16)

This pulse delay method is also one of the two RTMs to obtain chromatic dispersion in single-mode fibers which are recommended by the ITU-T [Ref. 1].

14.3.2 Frequency domain measurement

Frequency domain measurement is the preferred method for acquiring the bandwidth of multimode optical fibers. This is because the baseband frequency response \( H(\omega) \) of the fiber
may be obtained directly from these measurements using Eq. (14.10) without the need for any assumptions of Gaussian shape, or alternatively, the mathematically complex deconvolution of Eq. (14.8) which is necessary with measurements in the time domain. Thus the optical bandwidth of a multimode fiber is best obtained from frequency domain measurements.

One of two frequency domain measurement techniques is generally used. The first utilizes a similar pulsed source to that employed for the time domain measurements shown in Figure 14.8. However, the sampling oscilloscope is replaced by a spectrum analyzer which takes the Fourier transform of the pulse in the time domain and hence displays its constituent frequency components. The experimental arrangement is illustrated in Figure 14.10.

Comparison of the spectrum at the fiber output $H_0(\omega)$ with the spectrum at the fiber input $H_i(\omega)$ provides the baseband frequency response for the fiber under test following Eq. (5.10) where:

$$H(\omega) = \frac{H_0(\omega)}{H_i(\omega)}$$  \hspace{1cm} (14.17)

The second technique involves launching a sinusoidally modulated optical signal at different selected frequencies using a sweep oscillator. Therefore the signal energy is concentrated in a very narrow frequency band in the baseband region, unlike the pulse measurement method where the signal energy is spread over the entire baseband region. A possible experimental arrangement for this swept frequency measurement method is shown in Figure 14.11 [Ref. 28]. The optical source is usually an injection laser, which may be directly modulated (see Section 7.5) from the sweep oscillator. A spectrum analyzer may be used in order to obtain a continuous display of the swept frequency signal. A gain, Eq. (14.17) is utilized to obtain the baseband frequency response, employing either the cut-back or substitution procedure in a similar manner to the time domain measurement (see Section 14.3.1). However, the spectrum analyzer provides no information on the phase of the received signal. Therefore a vector voltmeter or ideally a network analyzer can be employed to give both the frequency and phase information. This multimode fiber frequency domain measurement method is described in TIA/EIA-455-30 [Ref. 29].
The chromatic or intramodal dispersion for single-mode fibers may also be obtained using frequency domain measurement techniques. The second reference test method recommended by the ITU [Ref. 1] falls into this category and is known as the phase shift method. This technique is also covered in TIA/EIA-455-169 [Ref. 30]. To obtain the phase shift $\phi(\lambda)$ against wavelength, the pulse generator in Figure 14.9 (corresponding to the time domain measurement) is replaced by a high-frequency oscillator operating at a constant frequency and the delay generator and oscilloscope are replaced by a phase meter or vector voltmeter. Finally, an electrical or optical reference channel is connected between the oscillator and the meter.

When an optical signal, which is sinusoidally modulated in power with frequency $f_m$, is transmitted through a single-mode fiber of length $L$, then the modulation envelope is delayed in time by:

$$\frac{L}{v_g} = \tau_g L$$

(14.18)

where $v_g$ is the group velocity which corresponds to the signal velocity. Since a delay of one modulation period $T_m$ or $1/f_m$ corresponds to a phase shift of $2\pi$, then the sinusoidal modulation is phase shifted in the fiber by an angle $\phi_m$, where:

$$\phi_m = \frac{2\pi T_m}{T_m} = 2\pi f_m \tau_g L$$

(14.19)

Hence the specific group delay is given by:

$$\tau_g = \frac{\phi_m}{2\pi f_m L}$$

(14.20)
Again the chromatic dispersion and the dispersion slope can be obtained by differentiation following Eqs (14.15) and (14.16) respectively.

The widespread application of optical wavelength division multiplexed systems requires the use of accurate wideband chromatic dispersion compensation, in particular where the optical fiber networks comprise both earlier and new fiber types operating at signal wavelengths of 1.31 μm and 1.55 μm. Various commercial instruments [Refs 31–33] are available for the measurement of dispersion at transmission rates up to 40 Gbit s⁻¹. These instruments are used in the frequency domain and the test and measurement procedures are commonly referred to as phase shift methods. In these methods a phase difference is obtained from the variation in timing between two periodic signals (i.e. original and a delayed signal) [Ref. 34]. Furthermore, these instruments do not require an additional computation facility in order to provide simulation results and they can also display (or plot) the measured data. An optical dispersion analyzer is shown in Figure 14.12 [Ref. 33]. Such dispersion measuring and analyzing instruments can perform dispersion and loss measurements across the entire C- and L-band wavelength range (i.e. 1.49 to 1.64 μm) with a single setup and connection, thus saving time and reducing the opportunities for error.

14.4 Fiber refractive index profile measurements

The refractive index profile of the fiber core plays an important role in characterizing the properties of optical fibers. It allows determination of the fiber’s numerical aperture and
the number of modes propagating within the fiber core, while largely defining any inter-modal and/or profile dispersion caused by the fiber. Hence a detailed knowledge of the refractive index profile enables the impulse response of the fiber to be predicted. Also, as the impulse response and consequently the information-carrying capacity of the fiber is strongly dependent on the refractive index profile, it is essential that the fiber manufacturer is able to produce particular profiles with great accuracy, especially in the case of graded index fibers (i.e. optimum profile). There is therefore a requirement for accurate measurement of the refractive index profile. These measurements may be performed using a number of different techniques each of which exhibit certain advantages and drawbacks. In this section we will discuss some of the more popular methods which may be relatively easily interpreted theoretically, without attempting to review all the possible techniques which have been developed.

14.4.1 Interferometric methods

Interference microscopes (e.g. Mach–Zehnder, Michelson) have been widely used to determine the refractive index profiles of optical fibers. The technique usually involves the preparation of a thin slice of fiber (slab method) which has both ends accurately polished to obtain square (to the fiber axes) and optically flat surfaces. The slab is often immersed in an index-matching fluid, and the assembly is examined with an interference microscope. Two major methods are then employed, using either a transmitted light interferometer (Mach–Zehnder [Ref. 35]) or a reflected light interferometer (Michelson [Ref. 36]). In both cases light from the microscope travels normal to the prepared fiber slice faces (parallel to the fiber axis), and differences in refractive index result in different optical path lengths [Ref. 37]. This situation is illustrated in the case of the Mach–Zehnder interferometer in Figure 14.13(a). When the phase of the incident light is compared with the phase of the emerging light, a field of parallel interference fringes is observed. A photograph of the fringe pattern may then be taken, an example of which is shown in Figure 14.13(a) [Ref. 38].

![Figure 14.13](image)

The fringe displacements for the points within the fiber core are then measured using as reference the parallel fringes outside the fiber core (in the fiber cladding). The refractive index difference between a point in the fiber core (e.g. the core axis) and the cladding can be obtained from the fringe shift \( q \), which corresponds to a number of fringe displacements. This difference in refractive index \( \delta n \) is given by [Ref. 10]:

\[
\delta n = \frac{q \lambda}{x}
\]

where \( x \) is the thickness of the fiber slab and \( \lambda \) is the incident optical wavelength. The slab method gives an accurate measurement of the refractive index profile, although computation of the individual points is somewhat tedious unless an automated technique is used. Figure 14.14 [Ref. 38] shows the refractive index profile obtained from the fringe pattern indicated in Figure 14.13(b).

**Figure 14.14** The fiber refractive index profile computed from the interference pattern shown in Figure 14.13(b). Reused with permission from L. G. Cohen, P. Kaiser, J. M. MacChesney, P. N. O'Connor and H. M. Presby. *Appl. Phys. Lett.*, 26, p. 472, 1975 © 1975, American Institute of Physics
A limitation of this method is the time required to prepare the fiber slab [Ref. 39]. However, another interferometric technique has been developed [Ref. 40] which requires no sample preparation. In this method the light beam is incident to the fiber perpendicular to its axis; this is known as transverse shearing interferometry. A gain fringes are observed from which the fiber refractive index profile may be obtained.

More recently, a further interferometric technique known as induced-grating autocorrelation (IGA) has been used to measure the nonlinear refractive index of the silica fiber [Refs 41, 42]. This method is based on the electro-optic effect where measuring the electric field autocorrelation function determines the refractive index of the optical fiber. The IGA function technique involves the determination of the self-phase modulation of an optical signal in an optical fiber (see Section 3.14). This is achieved by delaying one path of the optical signal. The IGA response is then produced by varying the time delay between the two optical signals which are then mixed together [Ref. 31].

Figure 14.15 shows the experimental setup used to observe an IGA response using a nonlinear optical loop mirror interferometer. It consists of a laser source and a combination of optical lenses and mirrors where a beam splitter separates the signal creating the delayed path. The two optical signals (i.e. original and delayed signals) combine at a point where a photorefractive crystal is placed which is the mixing element employed in this method. Several crystalline material systems, known as photorefractive crystals [Ref. 43], can be used to produce a diffraction grating in order to implement IGA. Photorefraction is, however, an electro-optic phenomenon in which the local index of refraction is modified by spatial variations of the light intensity.

**Figure 14.15** Experimental setup for the measurement of the refractive index of silica fiber using the induced-grating autocorrelation function technique.
Figure 14.16 illustrates the photorefractive effect in a crystal. When two coherent light beams are superimposed on each other in a photorefractive crystal an interference pattern results with high and low intensities as identified in Figure 14.16(a). In the areas of higher intensity, charge carriers (i.e. electrons or holes) are excited where the gradient in the charge carrier density causes diffusion and thus the carriers migrate through the crystal. Eventually, they are trapped in the crystal resulting in a charge carrier distribution as indicated in Figure 14.16(b). The local charge distribution evokes an electric space charge field which in turn modifies the crystal refractive index causing the signal phase to be shifted by a quarter of a grating period (i.e. equivalent to a phase shift of $\delta \phi = \pi/2$ with respect to the intensity pattern) as shown in Figure 14.16(c). Hence the electro-optic effect creates a refractive index distribution $\Delta n$ proportional to the electric field as indicated in Figure 14.16(d). The required information on the nonlinear phase variation is gathered from two optical signals using this technique and it then enables the refractive index profile for an optical fiber to be determined.

14.4.2 Near-field scanning method

The near-field scanning or transmitted near-field method utilizes the close resemblance that exists between the near-field intensity distribution and the refractive index profile, for a fiber with all the guided modes equally illuminated. It provides a reasonably straightforward and rapid method for acquiring the refractive index profile. When a diffuse Lambertian
A source (e.g., tungsten filament lamp or LED) is used to excite all the guided modes. Then the near-field optical power density at a radius $r$ from the core axis $P_D(r)$ may be expressed as a fraction of the core axis near-field optical power density $P_D(0)$ following [Ref. 44]:

$$
\frac{P_D(r)}{P_D(0)} = C(r, z) \left[ \frac{n_1^2(r) - n_2^2}{n_1^2(0) - n_2^2} \right]
$$

where $n_1(0)$ and $n_1(r)$ are the refractive indices at the core axis and at a distance $r$ from the core axis, respectively, $n_2$ is the cladding refractive index and $C(r, z)$ is a correction factor. The correction factor which is incorporated to compensate for any leaky modes present in the short test fiber may be determined analytically. A set of normalized correction curves is, for example, given in Ref. 45. For multimode fiber such a transmitted near-field method is described in TIA/EIA-455-43 [Ref. 46]. The transmitted near-field approach is, however, not similarly recommended for single-mode fiber.

An experimental configuration is shown in Figure 14.17. The output from a Lambertian source is focused onto the end of the fiber using a microscope objective lens. A magnified image of the fiber output end is displayed in the plane of a small active area photodetector (e.g., silicon $p$-$i$-$n$ photodiode). The photodetector which scans the field transversely receives amplification from the phase-sensitive combination of the optical chopper and lock-in amplifier. Hence the profile may be plotted directly on an X-Y recorder. However, the profile must be corrected with regard to $C(r, z)$ as illustrated in Figure 14.18(a) which is very time consuming. Both the scanning and data acquisition can be automated with the inclusion of a minicomputer [Ref. 45].

The test fiber is generally 2 m in length to eliminate any differential mode attenuation and mode coupling. A typical refractive index profile for a practical step index fiber measured by the near-field scanning method is shown in Figure 14.18(b). It may be observed that the profile dips in the center at the fiber core axis. This dip was originally thought to result from the collapse of the fiber preform before the fiber is drawn in the manufacturing process but has been shown to be due to the layer structure inherent at the deposition stage [Ref. 48].
14.4.3 Refracted near-field method

The refracted near-field (RNF) or refracted ray method is complementary to the transmitted near-field technique (see Section 14.4.2) but has the advantage that it does not require a leaky mode correction factor or equal mode excitation. Moreover, it provides the relative refractive index differences directly without recourse to external calibration or reference samples. The RNF method is the most commonly used technique for the determination of the fiber refractive index profile [Ref. 49] and is the EIA reference test method for both multimode and single-mode fibers. Details of the test procedure are provided in TIA/EIA-455-44 [Ref. 50].

A schematic of an experimental setup for the RNF method is shown in Figure 14.19. A short length of fiber is immersed in a cell containing a fluid of slightly higher refractive index. A small spot of light typically emitted from a 633 nm He–Ne laser for best resolution is scanned across the cross-sectional diameter of the fiber. The measurement technique utilizes that light which is not guided by the fiber but escapes from the core into the cladding. However, light escaping from the fiber core partly results from the power leakage from the leaky modes which is an unknown quantity. The effect of this radiated power reaching the detector is undesirable and therefore it is blocked using an opaque circular screen, as shown in Figure 14.19(a). The refracted ray trajectories are illustrated in Figure 14.19(b) where $\theta'$ is the angle of incidence in the fiber core, $\theta$ is the angle of refraction in the fiber core and $\theta''$ constitutes the angle of the refracted inbound rays external to the fiber core. Any light leaving the fiber core below a minimum angle $\theta''_{\text{min}}$ is prevented from reaching the detector by the opaque screen (Figure 14.19(a)). Moreover, it may be observed from Figure 14.19(b) that this minimum angle corresponds to a minimum angle.

![Figure 14.18](a) The refractive index profile of a step index fiber measured using the near-field scanning method, showing the near-field intensity and the corrected near-field intensity. Reproduced with permission from F. E. M. Sladen, D. N. Payne and M. J. Adams, Appl. Phys. Lett., 28, p. 225, 1976 © 1976, American Institute of Physics. (b) The refractive index profile of a practical step index fiber measured by the near-field scanning method [Ref. 47]
of incidence $\theta_{\text{in}}$. However, all light at an angle of incidence $\theta' > \theta_{\text{in}}$ must be allowed to reach the detector. To ensure that this process occurs it is advisable that input apertures are used to limit the convergence angle of the input beam to a suitable maximum angle $\theta'_{\text{max}}$ corresponding to a refracted angle $\theta''_{\text{max}}$. In addition, the immersion of the fiber in an index-matching fluid prevents reflection at the outer cladding boundary. Hence all the refracted light emitted from the fiber at angles over the range $\theta''_{\text{in}}$ to $\theta''_{\text{max}}$ may be detected.

The detected optical power as a function of the radial position of the input beam $P(r)$ is measured and a value $P(a)$ corresponding to the input beam being focused into the cladding is also obtained. The refractive index profile $n(r)$ for the fiber core is then given by [Ref. 52]:

$$n(r) = n_2 + n_2 \cos \theta''_{\text{in}}(\cos \theta''_{\text{in}} - \cos \theta''_{\text{max}}) \frac{P(a) - P(r)}{P(a)}$$

(14.23)

where $n_2$ is the cladding refractive index. Furthermore, Eq. (14.23) can be written as:

$$n(r) = k_1 - k_2 P(r)$$

(14.24)

It is clear that $n(r)$ is proportional to $P(r)$ and hence the measurement system can be calibrated to obtain the constants $k_1$ and $k_2$. For example, a calibration scheme in which the power that passes the opaque screen is monitored as it is translated along the optical axis provided an early strategy [Refs 53, 54]. Alternative calibration techniques which allow accurate RNF measurements are described in Ref. 49.
14.5 Fiber cutoff wavelength measurements

A multimode fiber has many cutoff wavelengths because the number of bound propagating modes is usually large. For example, considering a parabolic refractive index graded fiber, following Eq. (2.95) the number of guided modes $M_g$ is:

$$M_g = \left( \frac{\pi a}{\lambda} \right)^2 (n_1^2 - n_2^2) \quad (14.25)$$

where $a$ is the core radius and $n_1$ and $n_2$ are the core peak and cladding indices respectively. It may be observed from Eq. (14.25) that operation at longer wavelengths yields fewer guided modes. Therefore it is clear that as the wavelength is increased, a growing number of modes are cutoff where the cutoff wavelength of a LP$_{lm}$ mode is the maximum wavelength for which the mode is guided by the fiber.

Usually the cutoff wavelength refers to the operation of single-mode fiber in that it is the cutoff wavelength of the LP$_{11}$ mode (which has the longest cutoff wavelength) which makes the fiber single moded when the fiber diameter is reduced to 8 or 9 μm. Hence the cutoff wavelength of the LP$_{11}$ is the shortest wavelength above which the fiber exhibits single-mode operation and it is therefore an important parameter to measure (see Section 2.5.1). The theoretical value of the cutoff wavelength can be determined from the fiber refractive index profile following Eq. (2.98). Because of the large attenuation of the LP$_{11}$ mode near cutoff, however, the parameter which is experimentally determined is called the effective cutoff wavelength, which is always smaller than the theoretical cutoff wavelength by as much as 100 to 200 nm [Ref. 54]. It is this effective cutoff wavelength which limits the wavelength region for which the fiber is ‘effectively’ single-mode.

The effective cutoff wavelength is normally measured by increasing the signal wavelength in a fixed length of fiber until the LP$_{11}$ mode is undetectable. Since the attenuation of the LP$_{11}$ mode is dependent on the fiber length and its radius of curvature, the effective cutoff wavelength tends to vary with the method of measurement. Moreover, numerous methods of measurement have been investigated [Refs 10, 54] and because these techniques can give significantly different results, the measurement has caused some problems [Ref. 55]. Nevertheless, three methods were originally recommended by the ITU-T [Ref. 1], two of which, being transmitted power techniques, were recommended as RTMs. In addition, these two techniques correspond to the EIA standard test method TIA/EIA-455-80C [Ref. 56].

The effective cutoff wavelength has been defined by the ITU-T as the wavelength greater than which the ratio between the total power, including the launched higher order modes, and the fundamental mode power has decreased to less than 0.1 dB in a quasi-straight 2 m fiber length with one single loop of 140 mm radius.* Measurement configurations which enable the determination of fiber cutoff wavelength by the RTMs are shown in Figure 14.20. A single-turn configuration is illustrated in Figure 14.20(a), while the split mandrel configuration of Figure 14.20(b) proves convenient for fiber handling. The other test apparatus is the same as that employed for the measurement of fiber attenuation by

* It should be noted that the 2 m fiber length corresponds to the length specified in the cut-back attenuation measurements (Section 14.2.1).
the cut-back method (Figure 14.2). However, the launch conditions used must be sufficient to excite both the fundamental and the LP₁₁ modes, and it is important that cladding modes are stripped from the fiber.

In the bending-reference technique the power $P_{s}(\lambda)$ transmitted through the fiber sample in the configurations shown in Figure 14.20 is measured as a function of wavelength. Thus the quantity $P_{s}(\lambda)$ corresponds to the total power, including launched higher order modes, of the ITU-T definition for cutoff wavelength. Then keeping the launch conditions fixed, at least one additional loop of sufficiently small radius (60 mm or less) is introduced into the test sample to act as a mode filter to suppress the secondary LP₁₁ mode without attenuating the fundamental mode at the effective cutoff wavelength. In this case the smaller transmitted spectral power $P_{b}(\lambda)$ is measured which corresponds to the fundamental mode power referred to in the definition. The bend attenuation $a_{b}(\lambda)$ comprising the level difference between the total power and the fundamental power is calculated as:

$$a_{b}(\lambda) = 10 \log_{10} \left( \frac{P_{s}(\lambda)}{P_{b}(\lambda)} \right)$$  \hspace{1cm} (14.26)$$

The bend attenuation characteristic exhibits a peak in the wavelength region where the radiation losses resulting from the small loop are much higher for the LP₁₁ mode than for the LP₀₁ fundamental mode, as illustrated in Figure 14.21. It should be noted that the

**Figure 14.20** Configurations for the measurement of uncabled fiber cutoff wavelength: (a) single turn; (b) split mandrell [Refs 1, 56]
shorter wavelength side of the attenuation maximum corresponds to the LP_{11} mode, being well confined in the fiber core, and hence negligible loss is induced by the 60 mm diameter loop, whereas on the longer wavelength side the LP_{11} mode is not guided in the fiber and therefore, assuming that the loop diameter is large enough to avoid any curvature loss to the fundamental mode, there is also no increase in loss. Using the ITU-T and EIA definition for the effective cutoff wavelength $\lambda_{ce}$ it may be determined as the longest wavelength at which the bend attenuation or level difference $a_b(\lambda)$ equals 0.1 dB, as shown in Figure 14.21.

The other RTM is called the power step method [Ref. 57] or the multimode reference technique [Ref. 10]. Again, the fiber configurations shown in Figure 14.20 are employed with the test apparatus the same as that to measure fiber attenuation by the cut-back method. Furthermore, the launch conditions must again be sufficient to excite both the fundamental and LP_{11} modes and, as in the bending method, the transmitted power $P_s(\lambda)$ is measured as a function of wavelength. Next, however, the 2 m length of single-mode fiber is replaced by a short (1 to 2 m) length of multimode fiber and the spectral power $P_m(\lambda)$ emerging from the end of the multimode fiber is measured.

The relative attenuation $a_m(\lambda)$ or level difference between the powers launched into the multimode and single-mode fibers may be computed as:

$$a_m(\lambda) = 10 \log_{10} \frac{P_s(\lambda)}{P_m(\lambda)}$$ (14.27)

A typical characteristic showing the level difference as a function of wavelength is provided in Figure 14.22 in which the step reduction of level difference around cutoff may be observed. This results from the increase in power obtained at the output of the single-mode fiber from propagation of the LP_{11} mode, as well as the fundamental LP_{01} mode when going through the cutoff wavelength. To obtain the effective cutoff wavelength, the longest wavelength portion of the characteristic is fitted to a straight line and the intersection of the $a_m(\lambda)$ curve with another parallel straight line displaced by 0.1 dB produces the result. It should be noted, however, that accurate measurement requires an attenuation
difference of not less than 2 dB [Ref. 10]. Such a difference may be readily obtained as
there are two modes in the primary LP_{01} mode group and four in the secondary LP_{11} mode
group. Hence with equal excitation of both groups the maximum attenuation difference is
10 \log_{10} (2 + 4)/2, or 4.8 dB, when going through cutoff [Ref. 57]. Finally, this method
and the bending reference technique have been shown to yield approximately the same
values for the effective cutoff wavelength in a round robin test [Ref. 58].

A third method for determination of the effective cutoff wavelength which is recom-
mended by the ITU-T as an alternative test method [Ref. 1] is the measurement of the
change in spot size with wavelength [Ref. 59]. In this case the spot size is measured as a
function of wavelength by the transverse offset method (see Section 14.8) using a 2 m
length of fiber on each side of the joint with a single loop of radius 140 mm formed in each
2 m length. When the fiber is operating in the single-mode region, the spot size increases
almost linearly with increasing wavelength [Ref. 54], as may be observed in Figure 14.23.

Figure 14.22 Relative attenuation against wavelength in the power step technique for
the measurement of cutoff wavelength \( \lambda_{ce} \)

Figure 14.23 Wavelength dependence of the spot size in the spot size technique for the
measurement of cutoff wavelength \( \lambda_{ce} \)
However, as the cutoff wavelength is approached, the contribution from the second-order mode creates a significant change in the spot size from the expected single-mode values. At this point two straight lines with a positive and negative slope can be fitted through the measured points, as illustrated in Figure 14.23, and the intersection point corresponds to the effective cutoff wavelength.

The effective cutoff wavelength for a cabled single-mode fiber will generally be smaller than that of the uncabled fiber because of bend effects (both micro- and macro-bending). A procedure for this measurement is outlined in TIA/EIA-455-170 [Ref. 60] similar to the transmitted power methods.

14.6 Fiber numerical aperture measurements

The numerical aperture is an important optical fiber parameter as it affects characteristics such as the light-gathering efficiency and the normalized frequency of the fiber (V). This in turn dictates the number of modes propagating within the fiber (also defining the single-mode region) which has consequent effects on both the fiber dispersion (i.e. intermodal) and, possibly, the fiber attenuation (i.e. differential attenuation of modes). The numerical aperture (NA) is defined for a step index fiber in air by Eq. (2.8) as:

\[ \text{NA} = \sin \theta_a = (n_1^2 - n_2^2)^{\frac{1}{2}} \]  \hspace{1cm} (14.28)

where \( \theta_a \) is the maximum acceptance angle, \( n_1 \) is the core refractive index and \( n_2 \) is the cladding refractive index. It is assumed in Eq. (14.28) that the light is incident on the fiber end face from air with a refractive index (\( n_0 \)) of unity. Although Eq. (14.28) may be employed with graded index fibers, the numerical aperture thus defined represents only the local NA of the fiber on its core axis (the numerical aperture for light incident at the fiber core axis). The graded profile creates a multitude of local NAs as the refractive index changes radially from the core axis. For the general case of a graded index fiber these local numerical apertures \( \text{NA}(r) \) at different radial distances \( r \) from the core axis may be defined by:

\[ \text{NA}(r) = \sin \theta_a(r) = (n_1^2(r) - n_2^2)^{\frac{1}{2}} \]  \hspace{1cm} (14.29)

Therefore, calculations of numerical aperture from refractive index data are likely to be less accurate for graded index fibers than for step index fibers unless the complete refractive index profile is considered. However, if refractive index data is available on either fiber type from the measurements described in Section 14.4, the numerical aperture may be determined by calculation.

Alternatively, a simple commonly used technique for the determination of the fiber numerical aperture is now described by TIA/EIA-455-177 [Ref. 61] and involves measurement of the far-field radiation pattern from the fiber. This measurement may be performed by directly measuring the far-field angle from the fiber using a rotating stage, or by calculating the far-field angle using trigonometry. An example of an experimental
An arrangement with a rotating stage is shown in Figure 14.24. A 2 m length of the graded index fiber has its faces prepared in order to ensure square smooth terminations. The fiber output end is then positioned on the rotating stage with its end face parallel to the plane of the photodetector input, and so that its output is perpendicular to the axis of rotation. Light at a wavelength of 0.85 μm is launched into the fiber at all possible angles (overfilling the fiber) using an optical system similar to that used in the spot attenuation measurements (Figure 14.4).

The photodetector, which may be either a small-area device or an apertured large-area device, is placed 10 to 20 cm from the fiber and positioned in order to obtain a maximum signal with no rotation (0°). Hence when the rotating stage is turned the limits of the far-field pattern may be recorded. The output power is monitored and plotted as a function of angle, the maximum acceptance angle being obtained when the power drops to 5% of the maximum intensity [Ref. 62]. Thus the numerical aperture of the fiber can be obtained from Eq. (14.28). This far-field scanning measurement may also be performed with the photodetector located on a rotational stage and the fiber positioned at the center of rotation. Moreover, TIA/EIA-455-177 also outlines a technique to obtain the numerical aperture from the refractive index profile of the fiber.

A less precise measurement of the numerical aperture can be obtained from the far-field pattern by trigonometric means. The experimental apparatus is shown in Figure 14.25.
where the end prepared fiber is located on an optical base plate or slab. Again light is launched into the fiber under test over the full range of its numerical aperture, and the far-field pattern from the fiber is displayed on a screen which is positioned a known distance \( D \) from the fiber output end face. The test fiber is then aligned so that the optical intensity on the screen is maximized. Finally, the pattern size on the screen \( A \) is measured using a calibrated vernier caliper. The numerical aperture can be obtained from simple trigonometrical relationships where:

\[
NA = \sin \theta_a = \frac{A/2}{(A/2)^2 + D^2} = \frac{A}{(A^2 + 4D^2)^{1/2}} \tag{14.30}
\]

**Example 14.5**

A trigonometrical measurement is performed in order to determine the numerical aperture of a step index fiber. The screen is positioned 10.0 cm from the fiber end face. When illuminated from a wide-angled visible source the measured output pattern size is 6.2 cm. Calculate the approximate numerical aperture of the fiber.

**Solution:** The numerical aperture may be determined directly, using Eq. (14.30) where:

\[
NA = \frac{A}{(A^2 + 4D^2)^{1/2}} = \frac{6.2}{(38.44 + 400)^{1/2}} = 0.30
\]

It must be noted that the accuracy of this measurement technique is dependent upon the visual assessment of the far-field pattern from the fiber.

The above measurement techniques are generally employed with multimode fibers only, as the far-field patterns from single-mode fibers are affected by diffraction phenomena. These are caused by the small core diameters of single-mode fibers which tend to invalidate simple geometric optics measurements. However, more detailed analysis of the far-field pattern allows determination of the normalized frequency and core radius for single-mode fibers, from which the numerical aperture may be calculated using Eq. (2.69) [Ref. 63].

Far-field pattern measurements with regard to multimode fibers are dependent on the length of the fiber tested. When the measurements are performed on short fiber lengths (around 1 m) the numerical aperture thus obtained corresponds to that defined by Eq. (14.28) or (14.29). However, when a long fiber length is utilized which gives mode coupling and the selective attenuation of the higher order modes, the measurement yields a lower value for the numerical aperture. It must also be noted that the far-field measurement techniques give an average (over the local NAs) value for the numerical aperture of graded index fibers. Hence alternative methods must be employed if accurate determination of the fiber’s \( NA \) is required [Ref. 64].


14.7 Fiber diameter measurements

14.7.1 Outer diameter

It is essential during the fiber manufacturing process (at the fiber drawing stage) that the fiber outer diameter (cladding diameter) is maintained constant to within 1%. Any diameter variations may cause excessive radiation losses and make accurate fiber–fiber connection difficult. Hence on-line diameter measurement systems are required which provide accuracy better than 0.3% at a measurement rate greater than 100 Hz (i.e. a typical fiber drawing velocity is 1 m s\(^{-1}\)). Use is therefore made of noncontacting optical methods such as fiber image projection and scattering pattern analysis.

The most common on-line measurement technique uses fiber image projection (shadow method) and is illustrated in Figure 14.26 [Ref. 65]. In this method a laser beam is swept at a constant velocity transversely across the fiber and a measurement is made of the time interval during which the fiber intercepts the beam and casts a shadow on a photodetector. In the apparatus shown in Figure 14.26 the beam from a laser operating at a wavelength of 0.6328 μm is collimated using two lenses (\(G_1\) and \(G_2\)). It is then reflected off two mirrors (\(M_1\) and \(M_2\)), the second of which (\(M_2\)) is driven by a galvanometer which makes it rotate through a small angle at a constant angular velocity before returning to its original starting position. Therefore, the laser beam which is focused in the plane of the fiber by a lens (\(G_3\)) is swept across the fiber by the oscillating mirror, and is incident on the photodetector unless it is blocked by the fiber. The velocity \(\frac{ds}{dt}\) of the fiber shadow thus created at the photodetector is directly proportional to the mirror velocity \(\frac{d\phi}{dt}\) following:

![Figure 14.26](https://www.example.com/fig14.26.png)  
*Figure 14.26*  The shadow method for the on-line measurement of the fiber outer diameter. Reused with permission from Ref. 65 © 1973, American Institute of Physics
where $l$ is the distance between the mirror and the photodetector.

Furthermore, the shadow is registered by the photodetector as an electrical pulse of width $W_e$ which is related to the fiber outer diameter $d_o$ as:

$$d_o = W_e \frac{ds}{dt} \quad (14.32)$$

Thus the fiber outer diameter may be quickly determined and recorded on the printer. The measurement speed is largely dictated by the inertia of the mirror rotation and its accuracy by the rise time of the shadow pulse.

### Example 14.6

The shadow method is used for the on-line measurement of the outer diameter of an optical fiber. The apparatus employs a rotating mirror with an angular velocity of 4 rad s$^{-1}$ which is located 10 cm from the photodetector. At a particular instant in time a shadow pulse of width 300 $\mu$s is registered by the photodetector. Determine the outer diameter of the optical fiber in $\mu$m at this instant in time.

**Solution:** The shadow velocity may be obtained from Eq. (14.31) where:

$$\frac{ds}{dt} = l \frac{d\phi}{dt} = 0.1 \times 4 = 0.4 \text{ m s}^{-1}$$

$$= 0.4 \mu\text{m s}^{-1}$$

Hence the fiber outer diameter $d_o$ in $\mu$m is given by Eq. (5.24):

$$d_o = W_e \frac{ds}{dt} = 300 \mu\text{s} \times 0.4 \mu\text{m s}^{-1}$$

$$= 120 \mu\text{m}$$

Other on-line measurement methods, enabling faster diameter measurements, involve the analysis of forward or backward far-field patterns which are produced when a plane wave is incident transversely on the fiber. These techniques generally require measurement of the maxima in the center portion of the scattered pattern from which the diameter can be calculated after detailed mathematical analysis [Refs 66–69]. They tend to give good accuracy (e.g. $\pm 0.25 \mu$m [Ref. 69]) even though the theory assumes a perfectly circular fiber cross-section. Also, for step index fibers the analysis allows determination of the core diameter, and core and cladding refractive indices.

Measurements of the fiber outer diameter after manufacture (off-line) may be performed using a micrometer or dial gage. These devices can give accuracies of the order of
±0.5 µm. Alternatively, off-line diameter measurements can be made with a microscope incorporating a suitable calibrated micrometer eyepiece.

14.7.2 Core diameter

The core diameter for step index fibers is defined by the step change in the refractive index profile at the core–cladding interface. Therefore the techniques employed for determining the refractive index profile (interferometric, near-field scanning, refracted ray, etc.) may be utilized to measure the core diameter. Graded index fibers present a more difficult problem as, in general, there is a continuous transition between the core and the cladding. In this case it is necessary to define the core as an area with a refractive index above a certain predetermined value if refractive index profile measurements are used to obtain the core diameter.

Core diameter measurement is also possible from the near-field pattern of a suitably illuminated (all guided modes excited) fiber. The measurements may be taken using a microscope equipped with a micrometer eyepiece similar to that employed for off-line outer diameter measurements. However, the core-cladding interface for graded index fibers is again difficult to identify due to fading of the light distribution towards the cladding, rather than the sharp boundary which is exhibited in the step index case. Nevertheless, details of the above measurement procedures are provided in TIA/EIA-455-58 [Ref. 70].

14.8 Mode-field diameter for single-mode fiber

It was indicated in Section 2.5.2 that for single-mode fiber the geometric distribution of light in the propagating mode rather than the core diameter or numerical aperture is what is important in predicting the operational properties such as waveguide dispersion, launching and jointing losses, and microbending loss. In particular, the mode-field diameter (MFD), which is a measure of the width of the distribution of the electric field intensity, is used to predict many of these properties. Alternatively, the spot size which is simply equal to half the MFD, or the mode-field radius, is utilized.

Since the field of the fundamental mode of a circularly symmetric fiber is bell shaped and exhibits circular symmetry (see Figure 2.31), not only is its extent readily described by the MFD, but it can be expressed in terms of both the near-field (i.e. the optical field distribution on the output face of the fiber) and the far-field (i.e. the radiation pattern at larger distances, typically a few millimeters, from the fiber end face) distributions [Ref. 71]. Hence direct measurement of the MFD may be obtained using either near-field or far-field scanning techniques. These basic methods are covered for standardization purposes in TIA/EIA-455-165 [Ref. 72] and TIA/EIA-455-164 [Ref. 73] respectively.

A typical experimental arrangement for measurement of the near-field intensity distribution using a scanning fiber is illustrated in Figure 14.27 [Ref. 71]. As would be expected, it has distinct similarities to the experimental setup for the near-field scanning of the refractive index profile shown in Figure 14.17. The arrangement utilizes a relatively
intense light source (an LED or injection laser) operating at the desired wavelength to inject optical power into the fiber under test. A lens system is required to magnify the fiber output end, the image of which is scanned across a diameter using another fiber on a motor-driven translation stage pigtailed to a small-area photodiode. The near-field MFD, $d_n$, may be obtained using \[ \text{(Ref. 71)}: \]

$$d_n = 2 \sqrt{\frac{\int_0^\infty E^2(r)r^3 \, dr}{\int_0^\infty E^2(r)r \, dr}}$$

where $|E(r)|^2$ is the local near-field intensity at radius $r$. Equation (14.33) assumes a non-Gaussian field distribution in which the near-field MFD is proportional to the rms width of the near-field distribution. The numerical integration of the local measured near-field intensities at intervals determined by the dynamic range of the setup thus allows $d_n$ to be calculated. Although the near-field scanning technique provides a direct way to measure the MFD, the method suffers from inaccuracies resulting from lens distortion, difficulties in locating and stably holding the image plane at the detector, and a limited dynamic range with only a small portion of the optical power reaching the photodetector.

A another direct MFD measurement technique is obtained by scanning the far-field intensity distribution. This method is very straightforward to implement, as shown in Figure 14.28. The experimental arrangement required comprises a high-intensity light source (an injection laser is normally needed) and a photodetector mounted on a motor-driven rotational stage. It is necessary that the far-field intensity pattern be detected at a sufficiently large distance from the center of the fiber output end such that good angular resolution is achieved in detection. When using a pigtailed injection laser source, however, this distance may be as low as a few millimeters. Furthermore, the angular sector scanned in front of the fiber must be sufficiently wide (between $\pm 20$ and $25^\circ$) to completely include the main lobe of the radiation pattern. In particular, this aspect is critical when dispersion-modified fibers are scanned because they exhibit broad far-field distributions.
The far-field MFD $d_f$ can be obtained directly by inserting the measured far-field intensities into [Ref. 10]:

$$d_f = 14.34$$

where $F(\theta)$ corresponds to the measured data. Again, the integration can be performed numerically. It should be noted, however, that in this case the rms far-field, or Petermann II [Ref. 74], definition has been adopted in TIA/EIA-455-164. This definition applies to non-Gaussian measurements and is particularly appropriate for dispersion-modified fiber operating at a wavelength of 1.55 $\mu$m. Other integrative far-field methods also include various aperture techniques, two of which are reported in standards, namely the variable aperture method in TIA/EIA-455-167 [Ref. 75] and the knife-edge method in TIA/EIA-455-174 [Ref. 76].

Finally, an indirect method for the measurement of the MFD which has proved popular is the transverse offset technique [Refs 54, 71, 77, 78]. It overcomes some of the drawbacks associated with the near- and far-field methods by measurement of the power transmitted through a mechanical butt splice as one of the fibers is swept transversely through the alignment position. The experimental apparatus is shown in Figure 14.29 which employs the same single-mode fiber on either side of the joint. This technique makes use of the dependence of splice loss on spot size for Gaussian modes. Hence the variation of transmitted power with offset, $P(u)$, which is measured on a high-precision translation stage, can be fitted to the expected Gaussian dependence. For the case of identical fibers with an MFD of $2\omega_0$, this is given by [Ref. 78]:

$$P(u) = P_0 \exp\left(\frac{-u^2}{2\omega_0^2}\right) \quad (14.35)$$

where $u$ is the offset and $P_0$ is the maximum transmitted power. The means of fit to Eq. (14.35) is very important as the pattern departs from the Gaussian distribution. Moreover, it has been found that an unweighted truncated fit with the truncation de-emphasizing the Gaussian tails gives good agreement with near-field and far-field techniques for circularly symmetric single-mode fiber [Ref. 78].

The transverse offset technique has several advantages; in particular it is efficient in its use of optical power since most of the light is intercepted and transmitted, in contrast to the near-field method. Furthermore, it is possible to use a tungsten lamp and...
monochromatic combination to provide a tunable optical source which allows easy measurement of the MFD as a function of wavelength. The technique therefore lends itself to the determination of the cutoff wavelength as mentioned in Section 14.5. In addition, it is relatively rapid, quite accurate (with less than 2% error in spot size [Ref. 79]) and does not require complex mathematical evaluation. Finally, it is a technique which is described in ITU-T G.652 [Ref. 1].

Figure 14.29  Experimental setup for the measurement of mode-field diameter by transverse offset technique

14.9 Reflectance and optical return loss

It was indicated in Section 6.7.4 that reflections along a fiber link (i.e. optical feedback) can adversely affect injection laser stability. Furthermore, multiple reflections can contribute to the noise levels at the optical detector. Fresnel reflection \( r \) occurs at a fiber–air interface, as discussed in Section 5.2, giving a reflectance of around 4% or \(-14 \text{ dB}\). The optical return loss (ORL) is therefore defined as [Ref. 10]:

\[
\text{ORL} = -10 \log_{10} r \quad (14.36)
\]

It should be noted that the term reflectance is sometimes utilized when referring to single components whereas the optical return loss applies to a series of components, including the fiber, along a link.

Low values of reflectance can be obtained with fusion splicing and with carefully designed mechanical joints. For example, the use of index-matching gel can substantially reduce reflections. Nevertheless, certain mechanisms can cause larger values of reflectance. These include optical interference produced in the cavity between two fiber end faces as well as reflection from a high-index layer formed on the end face of a highly polished fiber. Ideally, the optical return loss needs to be maintained at levels above 40 dB to avoid detrimental effects on the performance of the fiber link [Ref. 10].

Optical return loss measurements can be performed using an optical continuous wave reflectometer (OCWR), as described in TIA/EIA-455-107 [Ref. 80]. In this arrangement, shown in Figure 14.30, a continuous wave LED or injection laser source is connected to
the input port 1 of a four-port coupler and a detector is connected to input port 2. Then a jumper cable with the reflecting components to be measured is spliced to output port 4 and output port 3 is made nonreflecting using an index-matching gel or a tight fiber loop. The optical power $P_r$, at port 2, which results from reflections caused by the components and the coupler, is thus measured. Next the jumper cable is removed and replaced by a nonreflecting termination. This allows $P_c$ due only to the coupler to be measured at port 2. The detector is then transferred to port 4 and the power incident upon the reflector $P_{ref}$ is measured. Additionally, there is another method for termination in order to reduce the reflections to the optical source, which uses a mandrel wrap connecting a test jumper to the far end of the fiber or device under test (DUT) by wrapping it around a small-diameter (i.e. 5 to 15 mm) cylindrical rod [Ref. 81]. At a signal wavelength of 1.31 $\mu$m, eight or more wraps may be required whereas few turns may be sufficient for measurement at the operating wavelength of 1.55 $\mu$m.

Apart from the loss in transmission between port 4 and port 2, the fraction of the reflected power from the DUT is $(P_r - P_c)/P_{ref}$. To obtain the ports 4 to 2 loss, the source and detector are connected to ports 4 and 2, respectively, providing a measurement $P_{out}$. Finally, a power $P_{in}$ is measured by connecting the source directly to the detector such that $P_{out}/P_{in}$ is the fraction of optical power transmitted between port 4 and port 2. Hence the optical return loss is given by:

$$\text{ORL} = 10 \log_{10} \left( \frac{P_{out}}{P_{in}(P_r - P_c)} \right)$$

(14.37)

The OCWR is a d.c. instrument and only provides a measurement of the overall ORL for a component on a link; it does not allow information on the location of a number of reflecting components to be obtained. Accepted ORL values in the optical telecommunication industry vary according to the connector type; hence it is between 20 and 25 dB for a conventional physical contact connector whereas for an ultra-polished physical contact connector the range is from 35 to 55 dB. It can vary, however, from 55 to 70 dB for a typical physical contact connector depending on the angle of alignment [Refs 82, 83]. ORL instruments are commercially available in various sizes that are capable of measuring ORL as well as component/device reflectance for the purposes of quality control and inspection during product manufacturing, installation and system/component troubleshooting [Refs 82, 83]. Using such instruments it is possible to measure return loss at up to three wavelengths simultaneously in real time. Additionally, another device which can also be used for the measurement of ORL, albeit in a more complex manner, is the optical time domain reflectometer which is described in Section 14.10.1.

**Figure 14.30** Optical return loss measurement using a four-port coupler
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14.10 Field measurements

The measurements discussed in the preceding sections are primarily suited to the laboratory environment where quite sophisticated instrumentation may be used. However, there is a requirement for the measurement of the transmission characteristics of optical fibers when they are located in the field within an optical communication system. It is essential that optical fiber attenuation and dispersion measurements, connector and splice loss measurements and fault location be performed on optical fiber links in the field. Although information on fiber attenuation and dispersion is generally provided by the manufacturer, this is not directly applicable to cabled, installed fibers which are connected in series within an optical fiber system. Effects such as microbending (see Section 4.7.1) with the resultant mode coupling (see Section 2.4.2) affect both the fiber attenuation and dispersion. It is also found that the simple summation of the transmission parameters with regard to individual connected lengths of fiber cable does not accurately predict the overall characteristics of the link [Refs 82, 84]. Hence test equipment has been developed which allows these transmission measurements to be performed in the field.

In general, field test equipment differs from laboratory instrumentation in a number of aspects as it is required to meet the exacting demands of field measurement. Therefore the design criteria for field measurement equipment include:

1. Sturdy and compact encasement which must be portable.
2. The ready availability of electric power must be ensured by the incorporation of batteries or by connection to a generator. Hence the equipment should maintain accuracy under conditions of varying supply voltage and/or frequency.
3. In the event of battery operation, the equipment must have a low power consumption.
4. The equipment must give reliable and accurate measurements under extreme environmental conditions of temperature, humidity and mechanical load.
5. Complicated and involved fiber connection arrangements should be avoided. The equipment must be connected to the fiber in a simple manner without the need for fine or critical adjustment.
6. The equipment cannot usually make use of external triggering or regulating circuits between the transmitter and receiver due to their wide spacing on the majority of optical links.

Even if the above design criteria are met, it is likely that a certain amount of inaccuracy will have to be accepted with field test equipment. For example, it may not be possible to include adjustable launching conditions (i.e. variation in spot size and numerical aperture) in order to create the optimum. Also, because of the large dynamic range required to provide measurements over long fiber lengths, lossy devices such as mode scramblers may be omitted. Therefore measurement accuracy may be impaired through inadequate simulation of the equilibrium mode distribution.

A number of portable, battery-operated optical power meters are commercially available. Some of these instruments are of small dimension and therefore are designed to be
hand held, while others, which generally provide greater accuracy and stability, are slightly larger in size. A typical example of the latter type is shown in Figure 14.31(a) [Ref. 83]. Such devices usually measure optical power in dBm or dBμ (i.e. 0 dB m is equivalent to 1 mW and 0 dBμ is equivalent to 1 μW; see Example 14.7) over a specified range (e.g. 0.38 to 1.15 μm or 0.75 to 1.7 μm). In most cases the spectral range is altered by the incorporation of different sensors (i.e. wide-area photodiodes). For example, the optical power meter displayed in Figure 14.31(a) can be used with five different inbuilt sensors comprising either silicon, germanium or InGaAs photodiodes. The device is also specified to have a measurement range from −100 dBm (0.1 pW) to +3 dBm (2 mW) with an accuracy of ±1% when employing the latter sensor. Alternatively, handheld optical power meters are often preferred for their simple operation and compactness. Figure 14.31(b) displays a handheld optical power meter which can detect the fiber type and which switches automatically to perform optical power measurements. The device can be calibrated for various operating wavelengths from 0.85 to 1.6 μm based on the detector type (e.g. Si, Ge or InGaAs). It has a measurement accuracy of ±0.25 dB with a resolution of 0.01 dB and an operating temperature range between −10 and 50 °C [Ref. 85].

It must be noted, however, that although these instruments often take measurements over a certain spectral range, this simply implies that they may be adjusted to be compatible with the center emission frequency of particular optical sources so as to obtain the most accurate reading of optical power. Therefore, the devices do not generally give spectral attenuation measurements unless the source optical output frequency is controlled or filtered to achieve single-wavelength operation. Optical power meters may be used for measurement of the absolute optical attenuation on a fiber link by employing the cut-back technique. Other optical system parameters which may also be obtained using such instruments are the measurement of individual splice and connector losses, the determination of the absolute optical output power emitted from the source (see Sections 6.5 and 7.4.1) and the measurement of the responsivity or the absolute photocurrent of the photodetector in response to particular levels of input optical power (see Section 8.6).
Example 14.7

An optical power meter records optical signal power in either dBm or dBμ.

(a) Convert the optical signal powers of 5 mW and 20 μW to dBm.
(b) Convert optical signal powers of 0.3 mW and 80 nW to dBμ.

Solution: The optical signal power can be expressed in decibels using:

\[ \text{dB} = 10 \log_{10} \left( \frac{P_o}{P_r} \right) \]

where \( P_o \) is the received optical signal power and \( P_r \) is a reference power level.

(a) For a 1 mW reference power level:

\[ \text{dBm} = 10 \log_{10} \left( \frac{P_o}{1 \text{ mW}} \right) \]

Hence an optical signal power of 5 mW is equivalent to:

Optical signal power = 10 \log_{10} 5 = 6.99 dBm

and an optical power of 20 μW is equivalent to:

Optical signal power = 10 \log_{10} 0.02
= −16.99 dBm

(b) For a 1 μW reference power level:

\[ \text{dB} \mu = 10 \log_{10} \left( \frac{P_o}{1 \text{ μW}} \right) \]

Therefore an optical signal power of 0.3 mW is equivalent to:

Optical signal power = 10 \log_{10} \left( \frac{0.3}{1 \text{ μW}} \right) = 10 \log_{10} 30
= 14.77 dBμ

and an optical signal power of 800 nW is equivalent to:

Optical signal power = 10 \log_{10} 0.8
= −0.97 dBμ
There are a number of portable measurement test sets specifically designed for fiber attenuation measurements which require access to both ends of the optical link. These devices tend to use the cut-back measurement technique unless correction is made for any difference in connector losses between the link and a short length of similar reference cable. A block schematic of an optical attenuation meter consisting of a transmitter and receiver unit is shown in Figure 14.32 [Refs 82, 84]. Reproducible readings may be obtained by keeping the launched optical power from the light source absolutely constant. A constant optical output power is achieved with the equipment illustrated in Figure 14.32 using an injection laser and a regulating circuit which is driven from a reference output of the source derived from a photodiode. Hence any variations in the laser output power are rectified by automatic adjustment of the modulating voltage, and therefore current, from the pulse generator. A large-area photodiode is utilized in the receiver to eliminate any effects from differing fiber end faces. It is generally found that when a measurement is made on multimode fiber a short cut-back reference length of a few meters is insufficient to obtain an equilibrium mode distribution. Hence unless a mode scrambling device together with a mode stripper are used, it is likely that a reference length of around 500 m or more will be required if reasonably accurate measurements are to be made. When measurements are made without a steady-state mode distribution in the reference fiber, a significantly higher loss value is obtained which may be as much as 1 dB km$^{-1}$ above the steady-state attenuation [Refs 26, 86].
Several field test sets are available for making dispersion measurements on optical fiber links. These devices generally consist of transmitter and receiver units which take measurements in the time domain. Short light pulses (≈ 200 ns) are generated from an injection laser and are broadened by transmission down the optical link before being received by a fast response photodetector (i.e. avalanche photodiode) and displayed on a sampling oscilloscope. This is similar to the dispersion measurements in the time domain discussed in Section 14.3. If it is assumed that the pulses have a near-Gaussian shape, Eq. (14.13) may be utilized to determine the pulse broadening on the link, and hence the 3 dB optical bandwidth may be obtained.

14.10.1 Optical time domain reflectometry

A measurement technique which is far more sophisticated and which finds wide application in both the laboratory and the field is the use of optical time domain reflectometry (OTDR). This technique is often called the backscatter measurement method. It provides measurement of the attenuation on an optical link down its entire length giving information on the length dependence of the link loss. In this sense it is superior to the optical attenuation measurement methods discussed previously (Section 14.2) which only tend to provide an averaged loss over the whole length measured in dB km\(^{-1}\). When the attenuation on the link varies with length, the averaged loss information is inadequate. OTDR also allows splice and connector losses to be evaluated as well as the rotation of any faults on the link. It relies upon the measurement and analysis of the fraction of light which is reflected back within the fiber’s numerical aperture due to Rayleigh scattering (see Section 3.4.1). Hence the backscattering method, which was first described by Barnoski and Jensen [Ref. 87], has the advantages of being nondestructive (i.e. does not require the cutting back of the fiber) and of requiring access to one end of the optical link only.

The backscattered optical power as a function of time \(P_{Ra}(t)\) may be obtained from the following relationship [Ref. 88]:

\[
P_{Ra}(t) = \frac{1}{2} P_i S \gamma_R v_g \exp(-\gamma v_g t)
\]

(14.38)

where \(P_i\) is the optical power launched into the fiber, \(S\) is the fraction of captured optical power, \(\gamma_R\) is the Rayleigh scattering coefficient (backscatter loss per unit length), \(W_o\) is the input optical pulse width, \(v_g\) is the group velocity in the fiber and \(\gamma\) is the attenuation coefficient per unit length for the fiber. The fraction of captured optical power \(S\) is given by the ratio of the solid acceptance angle for the fiber to the total solid angle as:

\[
S = \frac{\pi (NA)^2}{4 \pi n_i^2} = \frac{(NA)^2}{4 n_i^2}
\]

(14.39)

It must be noted that the relationship given in Eq. (14.39) applies to step index fibers and the parameter \(S\) for a graded index fiber is generally a factor of 2/3 lower than for a step index fiber with the same numerical aperture [Refs 89, 90]. Hence using Eqs (14.38) and (14.39) it is possible to determine the backscattered optical power from a point along the link length in relation to the forward optical power at that point.
Example 14.8

An optical fiber link consists of multimode step index fiber which has a numerical aperture of 0.2 and a core refractive index of 1.5. The Rayleigh scattering coefficient for the fiber is 0.7 km$^{-1}$. When light pulses of 50 ns duration are launched into the fiber, calculate the ratio in decibels of the backscattered optical power to the forward optical power at the fiber input. The velocity of light in a vacuum is $2.998 \times 10^8$ m s$^{-1}$.

Solution: The backscattered optical power $P_{Ra}(t)$ is given by Eq. (14.39) where:

$$P_{Ra}(t) = \frac{1}{2} P_o S \gamma_w v_g \exp(-\gamma_w t)$$

At the fiber input $t = 0$; hence the power ratio is:

$$\frac{P_{Ra}(0)}{P_i} = \frac{1}{2} S \gamma_w v_g$$

Substituting for $S$ from Eq. (5.26) gives:

$$\frac{P_{Ra}(0)}{P_i} = \frac{1}{2} \left[ \frac{(NA)^2 \gamma_w v_g}{4n_1^2} \right]$$

The group velocity in the fiber $v_g$ is defined by Eq. (2.40) as:

$$v_g = \frac{C}{N_g} = \frac{C}{n_2}$$

Therefore:

$$\frac{P_{Ra}(0)}{P_i} = \frac{1}{2} \left[ \frac{NA^2 \gamma_w v_g C}{4n_1^2} \right]$$

$$= \frac{1}{2} \left[ \frac{(0.02)^2 \times 0.7 \times 10^{-3} \times 50 \times 10^{-9} \times 2.998 \times 10^8}{4(1.5)^3} \right]$$

$$= 1.555 \times 10^{-5}$$

In decibels:

$$\frac{P_{Ra}(0)}{P_i} = 10 \log_{10} 1.555 \times 10^{-5}$$

$$= 48.1 \text{ dB}$$

Hence in Example 14.8 the backscattered optical power at the fiber input is 48.1 dB down on the forward optical power. The backscattered optical power should not be confused with any Fresnel reflection at the fiber input end face resulting from a refractive
index mismatch. This could be considerably greater than the backscattered light from the fiber, presenting measurement problems with OTDR if it is allowed to fall onto the receiving photodetector of the equipment described below.

A block schematic of the backscatter measurement method is shown in Figure 14.33 [Ref. 91]. A light pulse is launched into the fiber in the forward direction from an injection laser using either a directional coupler or a system of external lenses with a beam splitter (usually only in the laboratory). The backscattered light is detected using an avalanche photodiode receiver which drives an integrator in order to improve the received signal-to-noise ratio by giving an arithmetic average over a number of measurements taken at one point within the fiber. This is necessary as the received optical signal power from a particular point along the fiber length is at a very low level compared with the forward power at that point by some 45 to 60 dB (see Example 14.8), and is also swamped with noise. The signal from the integrator is fed through a logarithmic amplifier and averaged measurements for successive points within the fiber are plotted on a chart recorder. This provides location-dependent attenuation values which give an overall picture of the optical loss down the link. A possible backscatter plot is illustrated in Figure 14.34 which shows the initial pulse caused by reflection and backscatter from the input coupler followed by a long tail caused by the distributed Rayleigh scattering from the input pulse as it travels down the link. Also shown in the plot is a pulse corresponding to the discrete reflection from a fiber joint, as well as a discontinuity due to excessive loss at a fiber imperfection or fault. The end of the fiber link is indicated by a pulse corresponding to the Fresnel reflection incurred at the output end face of the fiber. Such a plot yields the attenuation per unit length for the fiber by simply computing the slope of the curve over the length required. Also the location and insertion losses of joints and/or faults can be obtained from the power drop at their respective positions on the link. Finally the overall link length can be determined from the time difference between reflections from the fiber input and output end faces. Standard methods for these measurements are covered in TIA/EIA-455-59 to 61 [Refs 92–94] and they provide very powerful techniques for field measurements on optical fiber links. In addition, the measurement of splice or connector loss and the
measurement of splice or connector return loss utilizing OTDR is contained in TIA/EIA-455-8 [Ref. 95].

A number of optical time domain reflectometers are commercially available for operation over the entire wavelength range. These instruments are capable of carrying out tests over single or dual wavelengths for multimode (i.e. 0.85/1.3 \( \mu \text{m} \)) and for single-mode optical fiber (i.e. 1.31/1.55 \( \mu \text{m} \) or 1.55/1.625 \( \mu \text{m} \)) links. Although the OTDR functionality is provided, these instruments are also often capable of performing a number of other optical system and network tests (e.g. optical loss, dispersion measurement etc.). Such instruments are usually referred as universal or optical network test systems rather than simply optical time domain reflectometers [Ref. 96].

An example of a portable optical test system demonstrating OTDR operation is shown in Figure 14.35. This flexible system can accommodate several different modules plugged into its mainframe. These modules can be configured in five arrangements each enabling a distinctive feature of OTDR measurement based on operating parameters (i.e. wavelength or band, data transmission rate etc.). The OTDR instrument has a dynamic range of 30–45 dB and the output optical signal power from the optical sources remain stable within a range from −5 to −10 dBm. Furthermore, it is capable of providing OTDR optical tests using short pulses from 5 to 260 ns over distances of 1.25–260 km with sampling resolution of 0.04–5.0 m from up to 52000 sampling points. It must be noted, however, that the accuracy of the distance measurement is around ±1 m. Dynamic range determines the total optical loss that the optical time domain reflectometer can analyze and hence the total

**Figure 14.34** An illustration of a possible backscatter plot from a fiber under test [Ref. 92.]
length of the fiber link over which it will operate. OTDR instrument manufacturers tend to specify dynamic range differently, describing it in relation to pulse width, signal-to-noise ratio or averaging time. As a rule of thumb, an optical time domain reflectometer is required to exhibit a dynamic range of 5 to 8 dB higher than the maximum loss incurred on the optical link. For example, a single-mode optical time domain reflectometer with a dynamic range of 35 dB has a usable dynamic range of around 30 dB.

Dead zones which are originated from reflective events within a specific fiber (i.e. connectors, mechanical splices, etc.) also affect the accuracy of the instrument. When a strong optical reflection from a reflective event reaches the optical time domain reflectometer, its detection circuit can become saturated for a specific time period (converted to distance in the instrument) until it recovers and continues to measure the backscattering accurately again. As a result of this saturation, there is a certain portion of the fiber link following the reflective event that cannot be displayed by the instrument; hence the term dead zone. Analyzing the dead zone is important when specifying OTDR performance to ensure the entire link can be measured. In addition, current optical time domain reflectometers use appropriate software to enable fast manipulation of the measured data. This feature allows instant calculation of the optical power link budget and the generation of comprehensive reports. Furthermore, the information extracted from OTDR traces can also be used to determine ORL in an optical fiber network [Ref. 97].

A number of themes have been pursued in relation to OTDR performance. These include the enlargement of the instrument dynamic range, the enhancement of the instrument resolution, the reduction of noise levels intrinsic to single-mode fibers and the increase in the user friendliness of the equipment [Ref. 98]. Significant improvements have been obtained in the former two instrument performance characteristics with a range
of strategies including the use of higher input optical power levels, decreasing the minimum detectable optical power and employing narrower pulse widths.

For example, one strategy which has proved successful is the use of a photon counting technique [Ref. 99] in which the backscattered photons are detected digitally. In this method the avalanche photodiode is operated in a Geiger tube breakdown mode [Ref. 100] by biasing the device above its normal operating voltage where it can detect a single photon. The photon counting technique has demonstrated significantly improved receiver sensitivity (i.e. −7 dB) than the best analog system at a wavelength of 1.3 μm. Moreover, a resolution of up to 1.5 cm with high sensitivity (3 × 10⁻¹⁰ W) has been reported when operating at a wavelength of 0.85 μm using a single-photon-detecting APD at room temperature [Ref. 101]. More recently, there have been several demonstrations of photon counting OTDR instruments operating at the wavelengths of 1.31 and 1.55 μm [Refs 102–104] where an optical spatial resolution of 5 cm has been achieved [Ref. 102].

Single-mode fiber optical time domain reflectometers exhibit an additional problem over multimode devices, namely polarization noise. In general, the state of polarization of the backscattered light differs from that of the laser pulse coupled into the fiber at the input end and is dependent on the distance of the backscattering fiber element from the input fiber end. This results in an amplitude fluctuation in the backscattered light known as polarization noise. Interestingly, this same phenomenon can be employed to measure the evolution of the polarization in the fiber with the so-called polarization optical time domain reflectometer (POTDR) [Ref. 54]. However, in a conventional single-mode OTDR instrument reduction of the polarization noise is necessary using a polarization-independent acousto-optic deflector (see Section 11.4.2) or, more usually, a polarization scrambler [Ref. 98].

In addition, a major limitation which is encountered with conventional optical time domain reflectometers during the test and measurement process is the presence of polarization mode dispersion (PMD) particularly in older fiber types [Refs 105, 106]. The POTDR, however, provides for the measurement of PMD on a fiber link. Figure 14.36(a) depicts a block schematic of a POTDR which comprises a conventional OTDR instrument, polarization controller, polarization analyzer and pulsed laser. The POTDR employs a narrow band external cavity laser or DFB laser (i.e. with pulse width of 10 ns or less) to give high spatial resolution with respect to the frequency-dependent distortions due to PMD. The fiber under test is connected to the POTDR using an optical circulator (see Section 5.7). Alternatively, an optical fiber coupler (see Section 5.6) can also be used to interface with the POTDR. The pulses are then sent through the optical circulator towards the fiber under test following which the instrument performs the measurements from the state of polarization (SOP) of the backscattered field while the polarization controller and polarization analyzer are used to determine both the SOP and degree of polarization (DOP) for the optical signals. The polarization analyzer then provides the data necessary to construct the OTDR traces.

Figure 14.36(b) displays an example of an output obtained from a commercial POTDR of the measurement on nonzero-dispersion-shifted fiber (NZ-DSF) [Ref. 106]. Several different segments of NZ-DSF fiber (provided by different suppliers) were spliced together to create an overall length of 23.5 km. The total link PMD was measured using a standard interferometric test and was recorded to be 8.82 ps. The PMD of the individual fiber segments, however, was initially assumed to be unknown. The trace in Figure 14.36(b) shows a POTDR output signal power characteristic also incorporating the
values for high PMD (solid circles), medium PMD (solid boxes) and normal PMD (asterisks) that appeared at different positions on the fiber link. It should be noted that these PMD points were obtained from the analytical solution of the SOP and the DOP obtained from the POTDR trace [Refs 107–110]. The POTDR trace correctly identified the two fiber sections with high PMD (i.e. 3.72 ps and 7.67 ps) with each section being positioned at 2 to 4 km and 17 to 19 km, respectively.

Since the POTDR can identify the levels of PMD on the fiber link, these instruments are also used during the fiber manufacturing process before cabling in order to ensure uniform distribution of PMD along the fiber. Furthermore, they also find application in monitoring the levels of PMD when dispersion-compensating fibers are fabricated.

**Problems**

14.1 Describe what is meant by ‘equilibrium mode distribution’ and ‘cladding mode stripping’ with regard to transmission measurements in optical fibers. Briefly outline methods by which these conditions may be achieved when optical fiber measurements are performed.
14.2 Discuss with the aid of a suitable diagram the cut-back technique used for the measurement of the total attenuation in an optical fiber. Indicate the differences in the apparatus utilized for spectral loss and spot attenuation measurement.

A spot measurement of fiber attenuation is performed on a 1.5 km length of optical fiber at a wavelength of 1.1 μm. The measured optical output power from the 1.5 km length of fiber is 50.1 μW. When the fiber is cut back to a 2 m length, the measured optical output power is 385.4 μW. Determine the attenuation per kilometer for the fiber at a wavelength of 1.1 μm.

14.3 Briefly outline the principle behind the calorimetric methods used for the measurement of absorption loss in optical fibers.

A high-absorption optical fiber was used to obtain the plot of \((T_\infty - T_t)\) (on a logarithmic scale) against time shown in Figure 14.37(a). The measurements were achieved using a calorimeter and thermocouple experimental arrangement. Subsequently, a different test fiber was passed three times through the same calorimeter before further measurements were taken. Measurements on the test fiber produced the heating and cooling curve shown in Figure 14.37(b) when a constant 76 mW of optical power, at a wavelength of 1.06 μm, was passed through it. The constant C for the experimental arrangement was calculated to be \(2.32 \times 10^4\) J °C\(^{-1}\). Calculate the absorption loss in decibels per kilometer, at a wavelength of 1.06 μm, for the fiber under test.

![Figure 14.37](image)

**Figure 14.37** Fiber absorption for measurements for the Problem 14.3 plot of \((T_\infty - T_t)\) against time for a high-absorption fiber; (b) the heating and cooling curve for the test fiber.

14.4 Discuss the measurement of fiber scattering loss by describing the use of two common scattering cells.

An Nd:YAG laser operating at a wavelength of 1.064 μm is used with an integrating sphere to measure the scattering loss in an optical fiber sample. The optical power propagating within the fiber at the sphere is 98.45 μW and 5.31 nW of optical power is scattered within the sphere. The length of fiber in the sphere is 5.99 cm. Determine the optical loss due to scattering for the fiber at a wavelength of 1.064 μm in decibels per kilometer.

14.5 Fiber scattering loss measurements are taken at a wavelength of 0.75 μm using a solar cell cube. The reading of the input optical power to the cube is 7.78 V with
a gain setting of $10^5$. The corresponding reading from the scattering cell which incorporates a 4.12 cm length of fiber is 1.56 V with a gain setting of $10^9$. Previous measurements of the total fiber attenuation at a wavelength of 0.75 μm gave a value of 3.21 dB km$^{-1}$. Calculate the absorption loss for the fiber at a wavelength of 0.75 μm in decibels per kilometer.

14.6 Discuss with the aid of suitable diagrams the measurement of dispersion in optical fibers. Consider both time and frequency domain measurement techniques.

Pulse dispersion measurements are taken on a multimode graded index fiber in the time domain. The 3 dB width of the optical output pulses from a 950 m fiber length is 827 ps. When the fiber is cut back to a 2 m length the 3 dB width of the optical output pulses becomes 234 ps. Determine the optical bandwidth for a kilometer length of the fiber assuming Gaussian pulse shapes.

14.7 Pulse dispersion measurements in the time domain are taken on a multimode and a single-mode step index fiber. The results recorded are:

<table>
<thead>
<tr>
<th>Fiber</th>
<th>Input pulse width (3 dB)</th>
<th>Output pulse width (3 dB)</th>
<th>Fiber length (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multimode</td>
<td>400 ps</td>
<td>31.20 ns</td>
<td>1.13</td>
</tr>
<tr>
<td>Single-mode</td>
<td>200 ps</td>
<td>425 ps</td>
<td>2.35</td>
</tr>
</tbody>
</table>

Calculate the optical bandwidth over 1 kilometer for each fiber assuming Gaussian pulse shapes.

14.8 Compare and contrast the major techniques employed to obtain a measurement of the refractive index profile for an optical fiber. In particular, suggest reasons why the refracted near-field method has been adopted as the reference test method by the EIA.

14.9 The fraction of light reflected at an air–fiber interface $r$ can be obtained from the Fresnel formula of Eq. (5.1) and for small changes in refractive index:

$$\frac{\delta r}{r} = \left( \frac{4}{n_1^2 - 1} \right) \delta n_1$$

where $n_1$ is the fiber core refractive index at the point of reflection. Show that the fractional change in the core refractive index $\delta n_1/n_1$ may be expressed in terms of the fractional change in the reflection coefficient $\delta r/r$ following:

$$\frac{\delta n_1}{n_1} = \left( \frac{r^4}{1 - r} \right) \frac{\delta r}{r}$$

Hence, show that for a step index fiber with $n_1$ of 1.5, a 5% change in $r$ corresponds to only a 1% change in $n_1$.

14.10 Describe, with the aid of suitable diagrams, the reference test methods which are utilized to determine the effective cutoff wavelength in single-mode fiber.
14.11 Compare and contrast two simple techniques used for the measurement of the numerical aperture of optical fibers.

Numerical aperture measurements are performed on an optical fiber. The angular limit of the far-field pattern is found to be 26.1° when the fiber is rotated from a center zero point. The far-field pattern is then displayed on a screen where its size is measured as 16.7 cm. Determine the numerical aperture for the fiber and the distance of the fiber output end face from the screen.

14.12 Describe, with the aid of a suitable diagram, the shadow method used for the on-line measurement of the outer diameter of an optical fiber.

The shadow method is used for the measurement of the outer diameter of an optical fiber. A fiber outer diameter of 347 μm generates a shadow pulse of 550 μs when the rotating mirror has an angular velocity of 3 rad s⁻¹. Calculate the distance between the rotating mirror and the optical fiber.

14.13 Define the mode-field diameter (MFD) in a single-mode fiber and indicate how this parameter relates to the spot size.

Discuss the techniques which are commonly employed to measure the MFD by either direct or indirect methods. Comment on their relative attributes and drawbacks.

14.14 Outline the major design criteria of an optical fiber power meter for use in the field. Suggest any problems associated with field measurements using such a device.

Convert the following optical power meter readings to numerical values of power: 25 dBm, −5.2 dBm, 3.8 dBμ.

14.15 Explain the optical return loss (ORL) measurement procedure based on the optical continuous wave reflectometer. Discuss the need for the use of an ORL test meter instead of using an OTDR.

14.16 Describe what is meant by optical time domain reflectometry. Discuss how the technique may be used to take field measurements on optical fibers. Indicate the advantages of this technique over other measurement methods to determine attenuation in optical fibers.

A backscatter plot for an optical fiber link provided by OTDR is shown in Figure 14.38. Determine:
(a) the attenuation of the optical link for the regions indicated A, B and C in decibels per kilometer.
(b) the insertion loss of the joint at the point X.

14.17 Discuss the sensitivity of OTDR in relation to commercial reflectometers. Comment on an approach which may lead to an improvement in the sensitivity of this measurement technique.

The Rayleigh scattering coefficient for a silica single-mode step index fiber at a wavelength of 0.80 μm is 0.46 km⁻¹. The fiber has a refractive index of 1.6 and a numerical aperture of 0.14. When a light pulse of 60 ns duration at a wavelength of 0.80 μm is launched into the fiber, calculate the level in decibels of the
backscattered light compared with the Fresnel reflection from a clean break in the fiber. It may be assumed that the fiber is surrounded by air.

14.18 Describe the structure and operation of a POTDR and compare its features with a conventional OTDR instrument.

Answers to numerical problems

14.2 $5.92\, \text{dB km}^{-1}$
14.3 $1.77\, \text{dB km}^{-1}$
14.4 $3.91\, \text{dB km}^{-1}$
14.5 $1.10\, \text{dB km}^{-1}$
14.6 $525.9\, \text{MHz km}$
14.7 (a) $15.9\, \text{MHz km}$; (b) $7.3\, \text{GHz km}$
14.9 $1.0\%$
14.11 $0.44, 17.0\, \text{cm}$
14.12 $21.0\, \text{cm}$
14.14 $316.2\, \text{mW}, 302\, \mu\text{W}, 2.40\, \mu\text{W}$
14.15 $316.2\, \text{mW}$
14.16 (a) $2.0\, \text{dB km}^{-1}, 3.0\, \text{dB km}^{-1}, 2.5\, \text{dB km}^{-1}$; (b) $1.0\, \text{dB}$
14.17 $-37.3\, \text{dB}$

References


[15] TIA/EIA-455-53. Attenuation by substitution measurement – for multimode graded-index optical fibers or fiber assemblies used in long length communication systems.


[27] TIA/EIA-455-168. Chromatic dispersion measurement of multimode graded-index and single-mode optical fibers by spectral group delay measurement in the time domain.


[29] TIA/EIA-455-30. Frequency domain measurement of multimode optical fiber information transmission capacity.

[50] TIA/EIA-455-44. Refractive index profile, refracted ray method.
[56] TIA/EIA-455-80. Cutoff wavelength of uncabled single-mode fiber by transmitted power.
References

[60] TIA/EIA-455-170. Cable cutoff wavelength of single-mode fiber by transmitted power.
[70] TIA/EIA-455-58. Core diameter measurement of graded-index optical fibers.
[73] TIA/EIA-455-164. Single-mode fiber, measurement of mode field diameter by far-field scanning.
[75] TIA/EIA-455-167. Mode field diameter measurement-variable aperture in the far field.
[76] TIA/EIA-455-174. Mode field diameter of single-mode optical fiber by knife-edge scanning in the far field.
966 Optical fiber measurements


[92] TIA/EIA-455-59. Measurement of fiber point defects using an OTDR.

[93] TIA/EIA-455-60. Measurement of fiber or cable length using an OTDR.

[94] TIA/EIA-455-61. Measurement of fiber or cable attenuation using an OTDR.

[95] TIA/EIA-455-8. Measurement of splice or connector loss and reflectance using an OTDR.


## 15.1 Introduction

An optical fiber network commonly referred to as an optical network is a telecommunications network with optical fiber as the primary transmission medium which is designed in such a way that it makes full use of the unique attributes of optical fibers. Over the last three decades, optical fiber has become the preferred medium for provision of the major infrastructure for voice, video and data transmission, because it offers far greater bandwidth and is less bulky than copper cables. In the latter part of this period the telecommunications industry has undergone unprecedented technological change due to the rapid growth of the Internet and the World Wide Web. With the ongoing implementation of more bandwidth-intensive communication applications the requirement for increasingly higher capacity networking capability continues apace. Optical networking technology
and techniques have therefore evolved in order to meet these growing demands for efficient, cost-effective, reliable, high service level, worldwide communications.

Optical network evolution identifying the generations of the network development is illustrated in Figure 15.1. It may be noted that the synchronous digital hierarchy (SDH) or synchronous optical network (SONET) based point-to-point approaches of the 1990s are in the process of being upgraded with wavelength routed networking technologies. The main contributing factors leading to this evolution have been the network structure or configuration, the switching speed and the optical device enabling technologies. Based on improvements in these aspects, optical fiber networks can be currently divided into the three deployment stages or generations which are identified in Figure 15.1.

Present-day optical fiber networks that have developed from the largely point-to-point optical fiber infrastructure deployed over the last two decades can be viewed as second generation which heavily utilize wavelength routing techniques. These optical networks, however, are currently static in the sense that the allocated resources carrying the traffic cannot be reassigned automatically once the transmission has failed to reach a destination. Hence the existing network structures are largely not reconfigurable. Nevertheless, network infrastructures with individual wavelength links operating at transmission rates up to 40 Gbit s\(^{-1}\) are being deployed utilizing dense wavelength division multiplexing technology [Refs 1, 2].

The next or third generation of optical fiber networks is, however, expected to exhibit fast and reconfigurable network features by overcoming the existing static network architectures. This can be achieved using enhanced optical switching techniques. The three modes of optical switching which can be used to increase the operational speed and produce reconfigurable networks are circuit switching, packet switching and burst switching. In optical circuit switching (OCS) a path is set up between the source and destination before the transmission can take place and then after successful transmission of the entire message the path is removed. Alternatively, with optical packet switching (OPS), instead of achieving complete transmission in a single step the message is broken into small units.
or packets and each packet is sent on an established path. The packet therefore also contains control and addressing information regarding the destination.

Optical burst switching (OBS) is a technique which lies between optical circuit switching and optical packet switching. In this case a message is transmitted in data bursts on an established path while separate bursts of information are sent containing the control data. The switching setup time for the OBS mode is significantly higher than that of OCS and it can be assigned in microseconds. Moreover, a very fast switching speed of the order of nanoseconds can be obtained with OPS. In addition, OPS offers higher utilization of resources as compared with the moderate and poor utilization of resources obtained with OBS and OCS, respectively. Higher transmission rates up to 160 Gbit s\(^{-1}\) are also achievable using OPS but network architectures are more complex and the optical component enabling technology for such packet switching networks has not yet reached commercial deployment viability [Refs 4–6].

This chapter therefore considers both the basics and the current position together with potential future developments associated with optical fiber networks. In particular, substantial discussion is centered on wavelength routed and switched optical networks which have become the focus of advanced optical fiber networks. In order to cover all the main aspects the chapter is organized as follows. Concepts including routing, switching, connection setup and terminology used in the optical fiber networking are dealt with in Section 15.2. The fundamentals associated with optical transmission modes, layers and protocols are described in Section 15.3. Details of different network techniques for both synchronous and asynchronous transmission are described, followed by discussion of the generic Open Systems Interconnection model, the optical transport layer and the Internet Protocol.

The major topics of optical routing networks and optical switching networks are then dealt within Sections 15.4 and 15.5, respectively. Wavelength routing assignment and strategies are described in Section 15.4 while circuit and packet switching, including multiprotocol label switching and optical burst switching, are addressed in Section 15.5. This is followed in Section 15.6 by coverage of the continuing development of optical networks deployed both in the public telecommunications network and for on-site or on-premises applications. It includes long-haul, metropolitan area and access networks together with local area networks. Section 15.7 focuses on optical Ethernet which has evolved from the conventional copper cable Ethernet local area network to provide a networking capability which can be utilized in both metropolitan and access networks.

Finally, Section 15.8 addresses the important issues of optical network protection and survivability with, for example, the provision of alternative routes in the case of fiber link breakdown or network failures. Such features are essential for an optical network in order to maintain the appropriate quality of service and also to support a sustainable infrastructure when deploying new fiber within the network.

### 15.2 Optical network concepts

A network utilizing optical fiber as a transmission medium provides a connection between many users to enable them to communicate with each other by transporting information from a source to a destination. It may also require an intermediate stage to process the data
for control operation. Thus each stage of information transfer is required to follow the fundamentals of optical networking. These fundamentals essentially involve the methodology for the interconnection of various optical devices together with the operational procedures for successful transportation of optical signals between the source and the destination nodes.

Figure 15.2 shows the structure of a simple optical network. It consists of optical nodes interconnected with optical fiber links. An optical node is a multifunctional element which basically acts as a transceiver unit capable of receiving, transmitting and processing (if required) the optical signal. Optical fibers provide point-to-point physical connections between network nodes. The point-to-point fiber links can be used to establish logical links where the destination node can be reached by traveling through one (or more intermediate nodes) in a single or multiple hops. Ideally, for an uninterrupted optical signal to reach a destination node using multihops each channel is assigned a specific signal wavelength from source to destination. A signal carried on a dedicated wavelength from source to a destination node is known as a lightpath (i.e. $\lambda_1$ and $\lambda_2$ are two lightpaths in this particular case). The data can be sent over these lightpaths once the connections are set up. In addition, a controlling mechanism is also required to provide for data flow during its transmission in order to authenticate the entire data transportation between each transmitting and receiving node. Based upon this simple optical network scenario, the fundamentals can be divided into three broad areas: namely, optical networking terminology, the functions and types of optical network node and switching elements, and wavelength division multiplexed optical networks. These aspects are further explained in the following sections prior to a brief overview of the public telecommunications networks.

### 15.2.1 Optical networking terminology

Networks employing optical fiber can transmit and receive using either unidirectional or bidirectional transmission over the same single optical fiber. Despite the differences in optical transmission techniques, the fiber networking fundamentals remain the same. In order to send and receive messages across an optical network a transmission path must be established either to switch or route the messages to their final destinations.
15.2.1.1 Network topology

The network structure formed due to the interconnectivity patterns is known as a topology, which can take a form of a bus, ring, star or a mesh structure. Figure 15.3 depicts these topologies where the circles represent the interconnected nodes. In the bus topology the data generally circulates bidirectionally. Data is input and removed from the optical fiber bus via four-port couplers located at the nodes (see Section 5.6.1). In the ring configuration the data usually circulates unidirectionally, being looped through the nodes at each coupling point, and hence it is repeatedly regenerated in phase and amplitude. By contrast an optical star coupler (see Section 5.6.2) forms a central hub to the network which may be either active or passive. In passive operation the star coupler at the hub splits the data in terms of power so that the signal is transmitted to all nodes. Overall losses are therefore primarily determined by the number of splits. With an active hub the data is split in an optoelectronic star coupler which carries out both O/E and E/O conversion and therefore this process does not contribute to the overall network losses.

The ring and star topologies are combined in the mesh configuration (Figure 15.3(d)) to provide interconnections among the network nodes. It is referred to as full-mesh when each network node is interconnected with all nodes in the network. Therefore the full-mesh configuration provides more interconnectivity than the other three topologies in Figure 15.3. Finally, optical networks can be implemented using either a single or a combination of topologies. The full-mesh topology, however, although complex, is often preferred for the provision of either a logical or virtual topology due to its high flexibility and interconnectivity features.

15.2.1.2 Network architecture

This provides for the implementation of networking functionalities in different layers of a reference model (see Section 15.3.3). The partitioning of functions following a logical methodology defines communication tasks into a set of hierarchical layers within a standardized network architecture. Each layer in the network architecture performs a related set of functions in order that a user system (normally a heterogeneous computer) will be able to communicate with another user system. The ultimate purpose of this approach is to produce a network that can be physically and operationally interconnected, and that offers large network capacity while also ensuring network protection/survivability (see Section
Therefore a major functionality of the optical network physical layer is to provide appropriate routing and switching strategies within optical multiplexed networks.

15.2.1.3 Networking modes

There are two networking modes in which a transmission path can be established and these are referred to as either connection oriented, or connectionless. In a connection-oriented network, an end-to-end connection setup, generally referred to as handshaking, is performed before the transmission takes place. Connection-oriented networks employ a bidirectional communication environment to initiate a connection so that both source and destination can communicate with each other. Once the path is determined all the subsequent information and the data are sent to and from the destination using the established connection.

By contrast, there is no dedicated end-to-end connection in the connectionless networking mode and therefore no explicit connection setup is performed before the actual data transmission. Hence the transmission is simply launched onto a common fiber channel such as the bus or ring which interconnects the network nodes. The connectionless networking communication mode is often achieved by transmitting information in one direction (i.e. from the source to destination) without confirming the presence or readiness of the destination to receive the information. In such networks both the addressing information and the data are organized in small blocks, known as packets, where each packet is assigned a unique number and sent in a sequence such that the destination node can reassemble them to construct the complete message.

15.2.1.4 Network switching modes

As indicated in Section 15.1, switching can be achieved in different modes. Two primary modes are circuit switching, and packet switching or cell switching. An end-to-end circuit is required to be set up before establishing a connection in the circuit-switched mode. All the specific network resources necessary for the switching are dedicated for the particular transmission during which no other transmission can access these resources. Furthermore, such transmissions are continuous and hence arrive in real time. Once the transmission is complete the circuit is terminated and resources become available to other users. Therefore the circuit switching mode can be characterized as continuous, selective and temporary. Circuit switching is utilized in connection-oriented networks.

The packet or cell switching mode implies a store-and-forward strategy where incoming messages (in the form of blocks) are forwarded to their corresponding destinations. Sending or receiving a complete message in a single block requires a buffering stage where information can be gathered before it is sent to the destination. Alternatively, messages can be sent in small blocks (i.e. packets or even smaller blocks called cells) which do not require such significant buffering stages. Hence the message is divided into packets which comprise variable length blocks of data with a tight upper bound limit or a cell which incorporates a fixed length block of data. Packets or cells from many different sources are statistically multiplexed [Ref. 7] and sent on to their destinations. In statistical multiplexing, a fixed bandwidth communication channel is divided into several variable channels and the desired or requested bandwidth is allocated to each end user. This
contrasts with simple time or wavelength division multiplexing where a fixed bandwidth is assigned. Finally, both packet and cell switching are applied in connection-oriented networks. Packets, however, are also often employed in connectionless networks.

15.2.1.5 Virtual circuits
Unlike a physical circuit, which terminates the physical medium on specific physical ports, a virtual circuit is a series of logical connections between the sending and receiving devices. A virtual circuit is a connection between source and destination nodes which may consist of several different routes. These routes can change at any time, and the incoming return route does not have to mirror the outgoing route. When the connections are set up in advance, based on expected traffic patterns, these are termed provisional virtual circuits. In switched networks, however, where connections can be set up on demand and released after the data exchange is complete, such connections are known as switched virtual circuits.

15.2.1.6 Network routing
Routing refers to the process whereby a node finds one or more paths to possible destinations in a network. In this process control and data processing functions are performed to identify the route and to handle the data during the journey from source to destination. A simple routing process known as the control plane comprises three stages which are neighbor discovery, topology discovery and path selection. Neighbor discovery is the first step whereby the nodes in a network discover the identity of their immediate neighbors and their connections to the neighboring nodes. Topology discovery is the process by which a node discovers all other nodes in the network and how they are connected to each other.

Once the network topology is known, paths from a source to a destination can be determined using path computation algorithms or routing protocols. A protocol is the set of standard rules for data representation, signaling, authentication and error detection required to send information over a communication channel. The control plane therefore acquires and then provides the reachability information throughout the network. This reachability or routing information disseminated by the routing protocol is consolidated in a forwarding table at each node which contains the identity of the next node and the outgoing interface to forward packets addressed to each destination. In order to handle the data more efficiently it requires an additional procedure known as the data plane which allows an optical node to forward the incoming packets towards their destinations by using the information contained in a forwarding table. This operation involves examining the destination address of the packets, searching the forwarding table to determine the next hop and the corresponding outgoing interface, and then forwarding the packets on this next hop.

15.2.1.7 Modularity and scalability
Modularity defines the characteristics of a network which allows the addition or reduction of networking nodes in a modular fashion. Such modular networks therefore permit the use of wavelengths (i.e. wavelength reuse) in different sections of a large optical network without causing wavelength conflict.
Scalability is the property of a network which enables it to progressively accommodate a large number of nodes and end user systems without incurring excessive overheads. It is one of the most important design aspects of any network or protocol. For a network with a high number of nodes, scalability becomes difficult to realize as a large number of alternative routes are available. Scalability can be achieved in several different ways such as by employing a routing hierarchy, or by performing route aggregation [Ref. 8]. Both these techniques help contain the size of the routing databases. Another common technique for achieving scalability is to reduce the number of routing updates using threshold schemes [Ref. 9].

15.2.2 Optical network node and switching elements

A network node is considered as a multifunctional element that performs several tasks depending upon its type and the network requirements. Essentially it sends, receives and resends or redirects optical signals to its neighboring connected nodes. The resending or redirecting of an optical signal to the desired networking nodes requires the node to perform either a routing or switching function. It should be noted that when several optical signals travel in a multiplexed form, the networking node becomes transmission system dependent since different optical multiplexing techniques can be used such as time division or wavelength division multiplexing. A network node can also function as a router directing an input signal wavelength to a specified output port. A router essentially comprises optical couplers (see Section 5.6) where the desired signal from an incoming multiplexed signal can be isolated (i.e. demultiplexed) and then directed or routed to the output port. For this reason it is commonly referred to as a wavelength router. Moreover, it is also possible to change the wavelength of the signal before sending it to the specified output port. In this case the router will be called a wavelength converting router and since the device is used to switch the wavelength by changing it to the compliant signal wavelength it is also known as a wavelength routing switch or simply an optical switch [Ref. 10]. It should be noted that unlike semiconductor switches an optical switch performs wavelength operational functions (i.e. multiplexing/demultiplexing and switching) and the physical medium remains fixed with only the information contained in the messages being changed to send (or route/reroute) it to the corresponding destination node through the assigned route. Such wavelength switches can be constructed using integrated optical or optoelectronic devices (see Sections 10.3 to 10.6 and 11.2 to 11.6).

The four different functions of an optical router are depicted in Figure 15.4. A 1 × 2 wavelength demultiplexer is shown in Figure 15.4(a) which illustrates the splitting of an optical signal present at input port 1 containing two signal wavelengths (i.e. $\lambda_1$ and $\lambda_2$) and routing them to ports 2 and 3, respectively. A three-port wavelength multiplexer combining two wavelength signals is indicated in Figure 15.4(b). A network add/drop multiplexer (OADM) which also comprises a wavelength add/drop device (WADD) is shown in Figure 15.4(c) where an incoming multiplexed signal comprising three wavelengths (i.e. $\lambda_1$, $\lambda_2$ and $\lambda_3$) is partially demultiplexed by dropping the $\lambda_2$ signal at an intermediate port 2. The OADM further adds another wavelength signal $\lambda_4$ at intermediate port 3 which is then multiplexed with the transmitted signal wavelengths so that the combined signal leaving port 4 contains wavelengths $\lambda_1$, $\lambda_3$ and $\lambda_4$. Devices which are configured to drop a particular wavelength (in this case $\lambda_2$) and add another specific wavelength (in this case $\lambda_4$) are also known as fixed OADM.
Figure 15.4(d) shows a simple $2 \times 2$ optical switch with two input and two output ports. The two optically multiplexed signals comprising wavelengths $\lambda_1, \lambda_2$ and $\lambda_3, \lambda_4$ are present at input ports 1 and 2, respectively. At the output ports the wavelengths are required to be switched and multiplexed as $\lambda_1, \lambda_3$ and $\lambda_2, \lambda_4$ emerging at the output ports 3 and 4, respectively. Using this approach it is possible to produce an optical switch with a greater number of ports (i.e. an $N \times N$ optical switch, where $N$ is a large number). A combination of an OADM and an optical switch producing a reconfigurable optical add/drop multiplexer (ROADM) is illustrated in Figure 15.4(e). This device can drop one or a desired number of wavelength channels after demultiplexing a wavelength multiplexed signal and, similarly, it can also add a new single or more wavelength channels through an optical switch. Finally, the multiplexer unit in Figure 15.4(e) brings together all the wavelength channels to produce a combined wavelength multiplexed output signal. A passive ROADM with this functionality can be constructed using a fiber Bragg grating and an optical circulator (see Section 5.7).

Although ROADMs prove useful in providing for simple optical network topologies, they cannot facilitate complex mesh topologies which incorporate a large number of nodes. Such networks therefore require an additional element to provide a means of cross-network interconnection with the added features of an ROADM. This additional element is an optical cross-connect (OXC) which has the capability of switching the connection between two interfaced points.

A block schematic of different OXC structures is provided in Figure 15.5. A large number of wavelength signals (i.e. $\lambda_1, \lambda_2, \ldots, \lambda_n$) can be demultiplexed at the input ports of an OXC as shown in Figure 15.5(a) and then these are internally connected to the desired output ports where the different wavelength signals are multiplexed for onward transmission. Furthermore, as indicated the OXC makes it possible to provide an interface between
different transmission methodologies (see Section 15.3). It should be noted that the OXC comprises an \( N \times N \) optical switching fabric which can provide interconnections between network nodes. Cross-network interconnections between optical and electronic network nodes, however, require optoelectronic conversion. Moreover, wavelength conversion may also be needed to establish a connection that is otherwise not possible using a single lightpath (see Section 15.4). An OXC possessing such wavelength conversion features can switch (or interchange) different wavelength signals and therefore is known as a wavelength interchangeable cross-connect (WIXC) [Refs 11, 12]. In addition, an OXC facilitating optoelectronic conversions is often referred to as an opaque OXC whereas one incorporating all-optical/optical wavelength converters is known as a transparent OXC. Furthermore, the \( N \times N \) optical switching fabric in an OXC facilitates either physical or logical interconnections. Physical interconnection is provided by the fiber switching capability within the OXC as illustrated in Figure 15.5(b). In this case optical fibers are switched and connected to the desired network node. The OXC can also facilitate the logical wavelength interconnection features as indicated in Figure 15.5(c) for multiple-wavelength signals which can be routed to their destination either individually or in a group of different wavelength signals (i.e. wavebands). In the latter case several desired wavelength signals can be multiplexed and routed together to their destination nodes [Ref. 12].

The various types of logical interconnection (i.e. single wavelength, multiple wavelengths, wavebands) and physical interconnections (i.e. fiber cross-connect) can also be combined together in a multilayer structure. In such multilayered OXCs each layer, in addition to providing the specific switching capability, can be connected to another layer, thus offering increased flexibility. A multilayered OXC is sometimes referred to as a multigranular optical cross-connect (MG-OXC) [Ref. 13].

15.2.3 Wavelength division multiplexed networks

Optical fiber networks using wavelength division multiplexing (WDM) techniques (see Section 12.9.4) can be classified as either broadcast-and-select networks or wavelength routing networks. A broadcast-and-select network strategy based on a star coupler (see Section 5.6.2) is shown in Figure 15.6. The optical transmission is broadcast to all other nodes using fixed transmitters and a tunable receiver at the destination node extracts the desired signal from the entire group of wavelength multiplexed transmitted signals (i.e. \( \lambda_1, \ldots, \lambda_N \)).
It should be noted that all transmissions are broadcast to all network nodes and hence most of the transmitted power is depleted on the receivers which do not use it. Consequently, as the number of nodes increases, each station receives a small fraction of the overall transmitted power. Alternatively, a wavelength routing network can be used to avoid this wastage of transmitted power where each node within the network is provided with restricted connection(s) to the receiver(s). In wavelength routing, instead of distributing the message over the entire network, the signal is routed to the specific destination through either a single node or using multiple nodes.

The concept of wavelength routing is illustrated in Figure 15.7 where the physical bidirectional interconnections between five nodes (i.e. A, B, C, D and E) are shown in Figure 15.7(a). Using three wavelengths (i.e. $\lambda_1$, $\lambda_2$ and $\lambda_3$) any network node can transmit or receive a signal from another node within the network. This strategy of wavelength implementation or path selection shown in Figure 15.7(b) is known as routing and wavelength assignment (RWA). For example, node A can transmit to node B using wavelength $\lambda_1$ and it can simultaneously receive from node B using wavelength $\lambda_2$ only when the signal is routed through node E. To simplify such routing and wavelength assignments a virtual topology is generally used to describe only the enabled wavelength paths. The virtual topology is indicated Figure 15.7(c) where only wavelength signals identify the possible interconnections between nodes as given by the RWA. It can be observed by comparing Figure 15.7(a) and (c) that there exists no physical connection between nodes C and E but both nodes can communicate via the virtual connection set up using wavelengths $\lambda_1$ and $\lambda_3$.

Both broadcast-and-select and wavelength routing networks can be further classified into single-hop or multihop. Single-hop networks allow direct communication between
any two nodes and the data remains entirely in the optical domain (i.e. without optoelectrical conversion) until it reaches its destination.

In a multihop network a transmission may take place through intermediate nodes before reaching its destination. At each intermediate node the data can be switched electronically to the next possible node and it is then retransmitted as an optical signal. Although this conversion process is inefficient, it is necessary if there is no common wavelength path between two nodes in order to establish a direct connection.

### 15.2.4 Public telecommunications network overview

The telecommunications network providing services in the public domain is known as the public telecommunications network where the service providers (or carriers) offer a variety of services for the provision of voice, data and video transmission. A simple block hierarchy for the optical public telecommunications network is illustrated in Figure 15.8, which is divided into three tiers: long-haul, metropolitan and access networks (see Section 15.6). The long-haul network, also known as the core or sometimes the backbone

---

**Figure 15.8** Optical public telecommunications network hierarchy showing optical cross-connects (OXCs) in the long-haul, optical add/drop multiplexers (OADMs) in the metropolitan and an optical fiber access network
network, provides national or global coverage with a reach of thousands of kilometers. These networks connect many metropolitan networks within a country or interconnect together several country-wide long-haul networks. Interconnection between optical nodes is generally accomplished by means of optoelectrical conversion and/or optical switches employing OXCs.

At the next lower hierarchal level resides the metropolitan area network (MAN), often called the metro, or sometimes the back-haul network. These networks offer a multiser-vice platform and may be confined to a region spreading to tens of kilometers. At present they are largely implemented using the ring topology. The interconnections between optical nodes in metro networks are also achieved using OADM's while the larger metro networks can also incorporate OXCs.

The lowest tier in the hierarchy is the local access network which may be extended from a few hundreds of meters to 20 kilometers or so. Hence the access network provides the initial interface to the telecommunications network for residential and business customers. Although these networks can be configured based on the bus, star or ring topologies (see Section 15.2.1.1), the fiber access network configuration illustrated in Figure 15.8 is currently gaining favor (see Section 15.6.3). The users are connected to a branching node known as a remote node (RN) which interconnects the users with the local office/telephone exchange. In order to provide larger interconnectivity, several local offices/ exchanges are connected using a metropolitan area network.

### 15.3 Optical network transmission modes, layers and protocols

Although optical fiber networks imply an entirely optical framework, these network structures usually incorporate complex combinations of both optical and electronic infrastructure. The optical infrastructure present in such networks constitutes a transparent optical network utilizing optical signal transmission where electronic devices can be used for signal control, or to provide the method of interconnection to a number of other networks. Therefore a practical scenario dictates the use of a combination of the optical and electronic domains where different devices are required to communicate with each other in order to establish a connection for transmission between different segments of the optical fiber network. The end points of the optical network usually comprise network nodes and network stations. The nodes connect the fibers within the optical network while the stations connect the optical network to the nonoptical systems in the electronic domain. The nodes also provide functions that control the optical signals whereas the stations provide the terminating points for the optical signal. The stations and nodes therefore comprise both optoelectronic and photonic components (e.g. lasers, photodetectors, couplers/splitters, switches, amplifiers, regenerators, wavelength converters, etc.). Therefore this practical scenario dictates the use of a combination of both optical and electronic domains where various devices are required to communicate with each other in order to establish a connection for transmission between different segments of the optical network.

In order to establish useful communication among different network elements of the same or other networks it is necessary to employ certain physical network structures,
transmission types, rules and protocols which make networking implementation more straightforward and also allow the optical network to be upgraded with new developments and to follow improved service trends.

15.3.1 Synchronous networks

The pre-existing multichannel PCM transmission hierarchies for the telecommunications network in Europe, North America and Japan were provided in Table 12.1 (Section 12.5), together with discussion of the time division multiplexing strategy. A schematic of the way in which the European hierarchy is multiplexed up to the 140 Mbit s\(^{-1}\) rate from the constituent 2 Mbit s\(^{-1}\) (30-channel) signals is shown in Figure 15.9(a). Difficulties arise, however, with this multiplexing strategy, which is currently adopted throughout the world, in that each 2 Mbit s\(^{-1}\) transmission circuit (taking the European example) has its own independent clock to provide for timing and synchronization. This results in slightly different frequencies occurring throughout a network and is referred to as pleisochronous* transmission [Ref. 14]. Although this strategy is well suited to the transport of bits it suffers a major drawback in that in order to multiplex the different levels (i.e. 2 to 8 to 34 to 140 Mbit s\(^{-1}\)) extra bits need to be inserted (bit stuffing) at each intermediate level so as to maintain pleisochronous operation.

The presence of bit stuffing in the existing pleisochronous digital hierarchy (PDH) makes it virtually impossible to identify and extract an individual channel from within a high-bit-rate transmission link [Ref. 15]. Thus to obtain an individual channel the whole demultiplexing procedure through the various levels (Figure 15.9(a)) must be carried out. This process is both complex and uneconomic, particularly when considering future telecommunication networking requirements such as drop and insert where individual channels are extracted or inserted at particular stages. Moreover, a substantial saving in electronic hardware together with increased reliability could be achieved by having a straight, say 2 to 140 Mbit s\(^{-1}\), multiplexing/demultiplexing capability as illustrated in Figure 15.9(b) [Ref. 16].

It was therefore clear that a new fully synchronous digital hierarchy was required to enable the international telecommunications network to evolve in the optical fiber era. In particular, this would facilitate the add/drop of lower transmission rate channel groups from much larger higher speed groups without the need for banks of multiplexers and large, unreliable distribution frames.

Furthermore, by the mid-1980s the lack of standards for optical networks had led to a proliferation of proprietary interfaces where transmission systems produced by one manufacturer would not necessarily interconnect with those from any other manufacturer such that the ability to mix and match different equipment was restricted. Hence standardization towards a synchronous optical network termed SONET commenced in the United States in 1985 [Ref. 17]. However, two key areas resulted in some modification to the original proposals. These were to make the standard operational in a pleisochronous environment and still retain its synchronous nature and to develop it into an international

* Corresponding signals are defined as pleisochronous if their significant instants occur at nominally the same rate, any variation being constrained within specific limits.
transmission standard in which the incompatibilities between the existing European and North American signal hierarchies could be resolved. In this latter context the ITU-T (formerly CCITT) began deliberation of the SONET concepts in 1986 which resulted in basic recommendations for a new synchronous digital hierarchy (SDH) in November 1988. These recommendations were published [Refs 18–20]. Prior to these recommendations the American National Standards Institute (ANSI) had issued draft standards relating to SONET [Ref. 21] but as a result of the extensive discussions between the two standards authorities, the two hierarchies are effectively the same. Hence the synchronous optical network recommendations tend to be referred to as SONET in North America and SDH in Europe.

The SONET standard as ultimately developed by ANSI defines a digital hierarchy with a base rate of 51.840 Mbit s⁻¹, as shown in Table 15.1. The OC notation refers to the optical carrier level signal. Hence the base rate signal is OC-1. The STS level in brackets refers to a corresponding synchronous transport signal from which the optical carrier signal is obtained after scrambling (to avoid a long string of ones or zeros and hence enable clock recovery at receivers) and electrical to optical conversion. STS-1 is the basic building block of the SONET signal hierarchy. Higher level signals in the hierarchy are

* STS-1 corresponds to OC-1 which is the lowest level optical signal used at the SONET equipment and network interface.
obtained by byte interleaving (where a byte is 8 bits) an appropriate number of STS-1 signals in a similar manner to that described for the European standard PCM system described in Section 12.5. This differs from the bit interleaving approach utilized in the existing North American digital hierarchy (see Table 12.1). The STS-1 frame structure shown in Figure 15.10 is precisely 125 $\mu$s and hence there are 8000 frames per second. This structure enables digital voice signal transport at 64 kbit s$^{-1}$ (1 byte per 125 $\mu$s) and the North American DS1-24 channel (1.544 Mbit s$^{-1}$), as well as the European 30-channel (2.048 Mbit s$^{-1}$) signals (see Table 12.1) to be accommodated. Other signals in the two hierarchies can also be accommodated. The basic STS-1 frame structure illustrated in Figure 15.10 comprises nine rows, each of 90 bytes, which therefore provide a total of 810 bytes or 6480 bits per 125 $\mu$s frame. This results in the 51.840 Mbit s$^{-1}$ base rate mentioned above.

The first 3 bytes in each row of the STS-1 frame contain transport overhead bytes, leaving the remaining 783 bytes to be designated as the synchronous payload envelope (SPE). Apart from the first column (9 bytes) which is used for the path overhead, the remaining 774 bytes in the SPE constitute the SONET data payload. The transport overhead bytes are utilized for functions such as framing, scrambling, error monitoring, synchronization and multiplexing while the path overhead within the SPE is used to provide end-to-end communication between systems carrying digital voice, video and other signals which are

<table>
<thead>
<tr>
<th>level</th>
<th>Line rate (Mbit s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC-1 (STS-1)</td>
<td>51.840</td>
</tr>
<tr>
<td>OC-3 (STS-3)</td>
<td>155.520</td>
</tr>
<tr>
<td>OC-9 (STS-9)</td>
<td>466.560</td>
</tr>
<tr>
<td>OC-12 (STS-12)</td>
<td>622.080</td>
</tr>
<tr>
<td>OC-24 (STS-18)</td>
<td>1 244.160</td>
</tr>
<tr>
<td>OC-36 (STS-36)</td>
<td>1 866.240</td>
</tr>
<tr>
<td>OC-48 (STS-48)</td>
<td>2 488.320</td>
</tr>
<tr>
<td>OC-192 (STS-192)</td>
<td>9 953.28</td>
</tr>
<tr>
<td>OC-768 (STS-768)</td>
<td>39 813.12</td>
</tr>
</tbody>
</table>

Figure 15.10 STS-1 frame structure
to be multiplexed onto the STS-1 signal. In the latter case a path is defined to end at a point at which the STS-1 signal is created or taken apart (i.e. demultiplexed) into its lower bit rate signals.

The STS-1 SPE does not have to be contained within a single frame; it may commence in one frame and end in another. A ‘payload pointer’ within the transport overhead is employed to designate the beginning of the SPE within that frame. This provides the flexibility required in order to accommodate different bit rates and a variety of services. Moreover, to accommodate sub-STS-1 signal rates a virtual tributary (VT) structure is defined comprising four rates: 1.728 Mbit s\(^{-1}\) (VT 1.5); 2.304 Mbit s\(^{-1}\) (VT 2); 3.456 Mbit s\(^{-1}\) (VT 3); and 6.912 Mbit s\(^{-1}\) (VT 6). For example, it may be observed that the 1.544 Mbit s\(^{-1}\) and 2.048 Mbit s\(^{-1}\) signal streams can each be mapped into a VT 1.5 and VT 2 respectively.

Finally, the higher order multiplexing of a number of STS-1 signals is obviously important in order to achieve the higher bit rates required for wideband services. The format of the STS-N signal frame is shown in Figure 15.11 which, as mentioned previously, is obtained by byte interleaving \(N\) STS-1 signals. In this case the transport overhead bytes of each STS-1 (i.e. the first three single-byte columns of each STS-1 signal shown in Figure 15.10) are frame aligned to create the 3\(N\) bytes of transport overhead, which is illustrated in Figure 15.11. However, the SPEs do not require alignment since the service payload pointers within the associated transport overhead bytes provide the location for the appropriate SPEs.

The synchronous digital hierarchy, as defined by the ITU-T [Refs 18–20], operates in the same manner as described above but differs in some of its terminology [Ref. 22]. In this case the 125 \(\mu\)s frame structure is referred to as a synchronous transport module (STM) and the base rate STM-1 is 155.520 Mbit s\(^{-1}\) which corresponds to OC-3 (STS-3), as may be observed from Table 15.2. Hence the European 140 (i.e. 139.264) M bit s\(^{-1}\) pleisochronous signal can be mapped within an STM-1 signal when including a suitable overhead.
As would be expected, the higher level STM signals also correspond to SONET optical carrier rates as well as providing a match to appropriate multiples in the European synchronous hierarchy. A gain, these higher levels are formed by simple byte interleaving. Tributaries are used to incorporate the signal rates below the STM-1 rate into the frame format where they may be located by means of pointers. Hence a 155.520 Mbit s\(^{-1}\) channel can be readily identified within a 40 Gbit s\(^{-1}\) (i.e. 39 813.2 Mbit s\(^{-1}\)) stream. As with SONET this allows a network of high-capacity cross-connects to be established at nodes throughout the transmission network. Moreover, this facility also enables efficient management of an optical network to route and to distribute traffic between nodes, dropping off capacity to exchanges for traffic switching (see Sections 15.4 and 15.5) [Ref. 23]. As a further development in STM the available bandwidth can be reallocated to the users according to their requirements. This is known as dynamic synchronous transfer mode (DSTM), which employs circuit switching since it is the combination of optical switching and transport technology as recommended by the European Telecommunications Standards Institute (ESTI) [Ref. 24]. Dynamic synchronous transfer mode is a time division multiplexing strategy (see Section 12.4.2) where the time slots are divided into control and data slots. The control slots are used for signaling purposes and are statically allocated to a node, whereas the data slots are assigned dynamically for the user of the data transmission. Every node is allocated a few control slots and several data slots and if necessary the control slots can be converted into data slots (or vice versa) depending on traffic demand [Ref. 25]. Furthermore, DSTM can support multicast where a slot can be accessed by several nodes on a bus or ring topology (see Section 15.2.1.1) [Ref. 26].

When DSTM employs a SONET/SDH framing scheme it further extends the scheme with a dynamic reallocation mechanism that can redistribute bandwidth not being used by one user to another user who has a demand for it. This is possible since DSTM supports multirate bandwidth allocation in the slots of the order of 512 kbit s\(^{-1}\). For example, a total 19 500 slots each comprising 512 kbit s\(^{-1}\) constitute a capacity of 10 Gbit s\(^{-1}\). Therefore, if DSTM is incorporated in a wavelength division multiplexed system then the large bandwidth can be segmented into 512 kbit s\(^{-1}\) chunks which can be reallocated dynamically. Dynamic synchronous transfer mode technology includes both switching and also data transmission features and therefore it can be considered as a next-generation of SONET/SDH which incorporates switching and provides configurable, on-demand bandwidth allocation.

### Table 15.2: Corresponding levels and bit rates for SDH and SONET

<table>
<thead>
<tr>
<th>SDH level</th>
<th>SONET level</th>
<th>Line rate (Mbit s(^{-1}))</th>
<th>Synchronous payload envelope rate (Mbit s(^{-1}))</th>
<th>Transport overhead rate (Mbit s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>STM-1</td>
<td>OC-3*</td>
<td>155.520</td>
<td>150.3366</td>
<td>5.184</td>
</tr>
<tr>
<td>STM-4</td>
<td>OC-12</td>
<td>622.080</td>
<td>601.344</td>
<td>20.736</td>
</tr>
<tr>
<td>STM-16</td>
<td>OC-48</td>
<td>2 488.320</td>
<td>2 405.376</td>
<td>84.672</td>
</tr>
<tr>
<td>STM-64</td>
<td>OC 196</td>
<td>9 953.28</td>
<td>9 621.504</td>
<td>331.776</td>
</tr>
<tr>
<td>STM-256</td>
<td>OC 768</td>
<td>39 813.120</td>
<td>38 486.016</td>
<td>1327.104</td>
</tr>
</tbody>
</table>

* Rates such as OC-9, OC-18, OC-24, OC-36 and OC-96 are referenced in some of the standards documents but are not widely implemented.
15.3.2 Asynchronous transfer mode

Asynchronous transfer mode (ATM) is a packetized multiplexing and switching technique which seeks to combine the benefits of packet switching and circuit switching. Asynchronous transfer mode transfers information in fixed size units called cells where each cell contains the information identifying the source of the transmission but which generally contain less data than packets. Unlike the fixed time division multiplexed technique (see Section 12.4.2) where each user waits to send in the allocated time slot, ATM is asynchronous and therefore the time slots are made available on demand. To enable correct segmentation and assembly of different cells at the destination, each cell contains significant information in addition to data. An ATM cell comprises a header and payload data as shown in Figure 15.12. It contains 48 bytes of data with 5 bytes of header information. Each single byte in the header field includes different information to identify destination, path, channel and the error control bits. Before sending ATM cells carrying user data, a virtual connection between source and destination has to be established. All connections follow the same path within the network. During the connection setup each control bit (1 or 0) generates an entry in the virtual path identifier (or virtual channel identifier) translation table to inform the destination to receive the incoming packet.

![Figure 15.12 Format of an ATM cell](image)

15.3.3 Open Systems Interconnection reference model

Open Systems Interconnection (OSI) describes a standard architecture to be used for designing networks. The OSI model was specified jointly by the International Organization for Standardization (ISO) [Ref. 27] and ITU-T [Ref. 28]. Figure 15.13 shows

<table>
<thead>
<tr>
<th>Layers</th>
<th>Function</th>
<th>Data unit</th>
<th>Host layers</th>
<th>Media layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Application</td>
<td>Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Presentation</td>
<td>Data representation and encryption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Session</td>
<td>Interhost communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Transport</td>
<td>End-to-end connections and reliability</td>
<td>Segments</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>Path determination and logical addressing</td>
<td>Packets</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Data link</td>
<td>Physical addressing</td>
<td>Frames</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Physical</td>
<td>Media, signal and binary transmission</td>
<td>Bits</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 15.13 Description of the layers in the OSI reference model*
the structure of the OSI network reference model and identifies the functions of each of the
seven levels or layers. The application layer which sits at the top of the hierarchy as the
seventh layer provides a means for a user to access information on or utilize the network
by receiving a service (e.g. database management, network management). This layer is the
main interface for the users to interact through applications with the network. The sixth
level is the presentation layer which transforms data to provide a standard interface for
the application layer. The session or fifth layer controls the dialogs (sessions) between
intelligent devices. Furthermore, it establishes, manages and terminates the connections
between the local and remote application. It also provides for either duplex or half-duplex
operation and establishes check pointing, adjournment, termination and restart procedures.
The top three layers (i.e. 5, 6 and 7) are therefore data-driven levels.

The fourth level is the transport layer which provides transparent transfer of data
between end users, thus relieving the upper layers from any transport concern while pro-
viding reliable data transfer. The transport layer controls the reliability of a specific link
through flow control, segmentation/desegmentation and error control. Some protocols are
both state and connection oriented (see Section 15.2). This means that the transport layer
can keep track of the packets and retransmit those that fail. The best known example of
a layer four protocol is the Transmission Control Protocol (TCP) which is a connection-
oriented protocol that provides basic data transfer between nodes offering interconnec-
tion, flow control, multiplexing with reliable priority and security [Refs 29, 30].

The network layer at the third level provides the functional and procedural method for
transferring variable length data sequences from a source to a destination via one or more
networks while maintaining the quality of service requested by the transport layer. The
network layer performs network routing functions, and might also perform segmenta-
tion/desegmentation and report on delivery errors. Routers operate at this layer for sending
data throughout the extended network, thus making Internet transmission possible.

The remaining two layers are the data link and physical media. The data link layer
provides the functional and procedural mechanisms to enable transfer of data between
network entities and to detect, and potentially correct, errors that may occur in the physical
layer. It is the layer at which network bridges and switches operate and that connectivity is
provided among locally attached network nodes forming layer 2 domains for unicast
or broadcast forwarding. Other protocols can be implemented on the data frames where
each frame is logically addressed (see Section 15.3.5). The best known example of such
a protocol is carrier sense multiple access with collision detection (CSMA/CD) or the
Ethernet protocol (see Section 15.6.4). Other examples of data link layer protocols are
High-level Data Link Control (HDLC) (see Section 15.6.5) and the Advanced Data
Communications Control Procedure (ADCCP) for point-to-point or packet-switched
networks [Refs 31, 32].

The physical layer (PHY) is located at the bottom of the OSI reference model hier-
archy and it defines all the electrical, optical and physical media specifications for devices
(e.g. the fiber type, cable specifications, hubs, repeaters, network adaptors). It both estab-
ishes and terminates a connection to the communications medium. Furthermore, it also
ensures that communication resources are effectively shared among multiple users. For
example, it implements contention resolution and flow control while also carrying out data
conversion between the equipment and the signal requirements of the communications
channel.
15.3.4 Optical transport network

An optical transport network (OTN) is regarded as the set of facilities using optical fiber interconnections to carry data between network elements that switch or route the data from different customers into the network [Ref. 33]. It is specified in ITU-T Recommendation G.873.1 [Ref. 34] and it provides for the transport, multiplexing, routing, supervision and survivability for client signals. The OTN has been proposed as the successor to SDH/SONET which is the current standard for voice and data traffic in the public switched telecommunications network (see Section 15.3.1). Hence it combines the benefits of SDH/SONET with dense WDM (DWDM) technology (see Section 12.9.4).

ITU-T Recommendation G.709 [Refs 20, 34, 35] provides information about the hierarchical structure and interface functionalities of the OTN by describing the four layers shown in Figure 15.14(a). These are:

![Optical transport network layers: (a) a typical hierarchy; (b) hierarchy as specified in ITU-T Recommendation 709 [Ref. 35] reproduced with the kind permission of ITU; (c) functional block diagram showing OTN layers](image)

**Figure 15.14** Optical transport network layers: (a) a typical hierarchy; (b) hierarchy as specified in ITU-T Recommendation 709 [Ref. 35] reproduced with the kind permission of ITU; (c) functional block diagram showing OTN layers
• optical channel (OCh);*
• optical channel transport unit (OTU);†
• optical channel data unit (ODU); and
• optical channel payload unit (OPU).

The OTN hierarchy to support these four layers may also include three sections as indicated in Figure 15.14(b), which are: the optical transmission section (OTS); the optical multiplexing section (OMS); the optical physical section (OPS). These sections are further divided into a number of subsections. The layers and sections in an OTN produce a confluence of inter- and intradomain interfaces enabling optical signal transmission to reach from one end to the other using electronic, optoelectronic or all-optical interfaces. Figure 15.14(c) provides the basic functional structure for the OTN layers and sections which facilitates the method for interfacing between different transmission domains.

In order to get access for end-to-end networking of optical channels to transparently convey user information, the OCh layer is employed in the OTN structure. It also ensures connection rearrangement for flexible routing. Either full or reduced optical channel availability can be employed as required. The OTU layer gives additional functionality by adding forward error correction (see Section 12.6.7) to the network elements and by allowing carrier operators to reduce the number of optical devices and switches used in the network (i.e. amplifiers, multiplexers, 3R regenerators). It also encapsulates two additional layers, the optical channel data unit (ODU) and the optical channel payload unit (OPU). The ODU layer provides client-independent connectivity, connection protection and monitoring whereas the OPU enables access to the payload information of SDH/SONET signals.

Different physical sections of the OTN are interfaced based on the information obtained from OTS, OMS and OPS, respectively. For example, OTS provides the required information about optical transmission functionality for optical signals to travel through optical fibers and the necessary switching operation at fiber end points. The optical multiplexing section (OMS) gives the means of networking for a multiwavelength optical signal, whereas the OPS describes the optical characteristics of the physical section in order to provide reduced functionality excluding those sections which are not required to establish an interface between two domains. For example, a reduced functionality can be achieved by direct adaptation of the OPS into OChr functions since both OMS and OTS are not necessary in the interdomain interfaces as identified in Figure 15.14(b) and (c).

The control plane of the OTN refers to a set of protocols related to signaling and routing for distributed routing control, connection management and resource discovery when a connection is required to be established between two network nodes. Depending on the provision of fast, efficient and reliable network connection, the OTN can be made reconfigurable. Such an advanced type of reconfigurable OTN is referred to as an automatically switched optical network (ASON). This architecture is capable of switching the optical channels automatically when requested. Automatically switched optical networks are specified in ITUT-T Recommendation G.8080 [Ref. 36]. Unlike SDH/SONET, the OTN is

* OChr – the letter r indicates a reduced functionality.
† OTUk – the letter k is used to describe a sublayer.
a transport layer that can carry 10 gigabit Ethernet (GbE) (see Section 15.7) transmission from IP/Ethernet switches and routers at full bandwidth [Refs 37, 38]. Hence as a consequence of the ongoing migration towards IP/Ethernet-based infrastructure the OTN is becoming the transport layer of choice for network operators [Refs 39, 40]. Moreover, it also provides for legacy optical fiber networks to be combined onto a common network infrastructure.

15.3.5 Internet Protocol

The Internet Protocol (IP) is a network layer (i.e. layer 3 protocol in the OSI model) (see Section 15.3.3) that contains both addressing and control information to enable packets (or datagrams) to be routed within a network. The Internet can be characterized as a logical architecture (independent of any particular network) which can permit multiple different networks to be interconnected enabling each network node to communicate without the need to know which network it is using or how to route information between them [Ref. 41]. As indicated in Figure 15.15, the IP provides the means of communication between the link and transport layers. A virtual connection is established between nodes requiring communication when IP is combined with a specific higher level protocol such as the Transmission Control Protocol (TCP) or the User Datagram Protocol (UDP) [Ref. 42]. For this role TCP/IP is preferred, since UDP/IP does not guarantee reliable delivery of data in comparison with TCP/IP, which generally encapsulates data from the link layer protocols such as Ethernet (see Section 15.7). The IP provides protocols for both the functions of signaling and routing required to carry the entire signal operation necessary to transmit and receive from optical nodes. The signaling protocols include Multiprotocol Label Switching (MPLS) and Generalized Multiprotocol Label Switching (GMPLS) (see Section 15.5.3) while the routing protocols include the Open Shortest-Path First (OSPF), the Intermediate-System-to-Intermediate System (IS-IS) and the Border Gateway Protocol (BGP) [Refs 43, 44].

Three generic stages of deployment for optical IP networks are shown in Figure 15.16. The first generation used ATM to carry IP packets (i.e. IP over ATM), which has proved
not to be an efficient technique as compared with the direct use of SDH/SONET. This is because of the overhead requirements of the ATM cell structure together with the inherent overlap of IP packets which map significantly outside the ATM cell size. Therefore service providers are considering running IP content directly over SONET (i.e. IP over SONET). In order to carry IP packets, however, mapping of the IP packets directly to the SDH/SONET frames is required and the resultant technique is referred to as packet over SONET (PoS). This mapping of IP frames can be accomplished in three stages. In the first stage the data is segmented into IP packets which are then encapsulated via the Point-to-Point Protocol (PPP). The framing information is then added in the second stage and then finally, in the third stage, the resultant data is mapped synchronously onto the SDH/SONET frame.

The second stage and column in Figure 15.16 shows the three tiers comprising IP, a thin layer of SONET and dense WDM. The ongoing IP revolution suggests that SDH/SONET is not bandwidth efficient for IP packet transport [Ref. 4]. For example, SDH/SONET uses synchronous time division multiplexing where each time slot must be occupied otherwise there is a waste of capacity when there is no data traffic flowing on specific channel bandwidth. This situation can be improved if statistical multiplexing techniques (see Section 15.2.1.4) are employed where bandwidth is not assigned if the user has not requested [Ref. 45]. Thus a thin SONET layer is still present in the second stage with the switch over from WDM to DWDM at the physical layer. The latter case, however, is considered more useful if IP can be directly mapped onto DWDM. The removal of the ATM and SONET layers to produce IP over DWDM is possible due to the increasing sophistication of the optical and photonic enabling technologies (see Sections 11.2 to 11.6). Hence the third stage of deployment for IP optical networks is expected to incorporate optical/photonic switching [Refs 4, 46].

The realization of IP running directly on a DWDM physical layer has become an important goal in optical networking. Implementation schemes for IP over DWDM and the further development of IP over OTN are illustrated in Figure 15.17. IP over a point-to-point WDM network employing optoelectrical conversion at the edges for the IP routing is shown in Figure 15.17(a) [Ref. 47]. In this case routers are directly interconnected with high-capacity point-to-point WDM links. Hence the entire traffic is processed in the router, at the packet level, after converting the optical signal to the electronic domain and extracting packets from the signal stream. Therefore most of the traffic processed by the router is transit traffic, as indicated in Figure 15.17(b). The IP over WDM architecture utilizes the high capacity of the router requiring high-throughput and thus power-consuming
Even though handling the transit traffic in a router at the packet level allows improved filling of the optical links due to statistical multiplexing, it increases the average delay and packet loss, which does not provide for an efficient network. In addition, it also introduces scalability problems since routers which are overloaded with transit traffic are not easy scaled in terms of increasing the number of high-speed ports.

Internet protocol over OTN where the traffic which passes through a node without termination can be either switched in an optical cross-connect (OXC) without optoelectrical conversion, or be forwarded by a router at the packet level after E/O conversion, is shown in Figure 15.17(c). Both IP over WDM and IP over OTN can be considered as nonreconfigurable since they rely heavily on the existing SDH/SONET, or ATM-based network.
hierarchies. Internet protocol over OTN does, however, allow the bypass of nontransit traffic by separately placing an IP router onto an OXC which then provides a wavelength switching OTN layer. This functionality is illustrated in Figure 15.17(d). In this case the traffic routing becomes independent of distance in the sense that traffic between any node pair can be routed in a single logical hop. Transit traffic can be therefore switched in the optical layer instead of being forwarded only in routers, as depicted by the optical bypass indicated in Figure 15.17(d). Such optical bypassing is especially important since it reduces the traffic load on individual routers, thus reducing packet delay and network congestion.

An advanced version of IP over optical switches where the packets are switched in the all-optical domain (i.e. without O/E conversion) using either optical packet switches or optical burst switches (OBS), has also been explored [Refs 4, 48, 49]. The E/O conversion, however, may still be required at the network edges for the control operation to enable access to the network. The successful implementation of such IP over optical switches depends on developments with photonic integrated circuits (see Section 11.6) which are not yet commercially available. Such networks in which wavelength paths (e.g. optical label switched paths (see Section 15.5.2)) can be dynamically routed in an integrated manner are potentially highly reconfigurable. Several aspects of this type of operation have been successfully demonstrated [Ref. 3] and it is therefore anticipated that the integration of IP and optical switching technology will evolve to provide the above performance in the near term [Ref. 50].

### 15.4 Wavelength routing networks

The optical layer is based on wavelength-dependent concepts when it lies directly above the physical layer. Hence the entire physical interconnected network provides wavelength signal service among the nodes using either single or multihop. This situation is illustrated in Figure 15.18. Three network nodes are interconnected using two wavelength channels.

![Diagram](image_url)

**Figure 15.18** Wavelength-dependent interconnection: (a) fixed wavelength nodes; (b) wavelength convertible node (Node 2)
(i.e. $\lambda_1$ and $\lambda_2$) where the solid line connecting the nodes represents the available wavelength channel and the dashed line identifies that the wavelength channel is in use. If the network node 1 is required to connect with node 3 then as indicated in Figure 15.18(a) there is no single wavelength channel available to establish a lightpath between them. When a lightpath cannot be established on a link using a single wavelength channel it is referred to as a wavelength continuity constraint. A methodology to reduce this wavelength continuity constraint is to switch the wavelength channel at node 2 by converting the incoming wavelength $\lambda_2$ to $\lambda_1$ (which is available between nodes 2 and 3) to enable a link between node 2 and 3 to be established. This process is shown in Figure 15.18(b).

Wavelength conversion (see Section 10.5) is required to convert from $\lambda_2$ to a compliant wavelength (i.e. $\lambda_1$) at the output port of network node 2 (which functions as an intermediate node) in order to provide a path. Hence the newly set up path uses two wavelength stages (i.e. two hops) to interconnect nodes 1 and 3. Such networks which employ wavelength conversion devices (or switches) are known as wavelength convertible networks.

Several network architectures can be employed to implement wavelength convertible networks. Three different WDM network architectures employing the wavelength conversion function are shown in Figure 15.19. Full wavelength conversion, where each network link utilizes a dedicated wavelength converter, is depicted in Figure 15.19(a). All the wavelength channels at the output port of the optical switch will be converted into their compliant wavelength channel by the appropriate wavelength converter (WC). For example, the topmost wavelength converter changes incoming $\lambda_1$ into $\lambda_2$ which is then connected to a multiplexer. There is no need, however, for wavelength conversion of the local add/drop channels.

It is not always required to provide the wavelength conversion function within every network node and it is more cost effective to implement networks with fewer and hence shared wavelength converters. So-called sparse wavelength convertible network architectures employing a number of wavelength converters as a wavelength converter bank (WCB) functioning on a shared basis per link and per node are shown in Figure 15.19(b) and (c), respectively. The arrangement of wavelength converters organized in a WCB is illustrated in the inset to Figure 15.19(b). This figure depicts a WCB servicing the optical fiber links where only the required wavelength channels are switched through the WCB (i.e. in Figure 15.19(b) the wavelength channel $\lambda_2$ is converted to wavelength channel $\lambda_3$). By contrast two optical switches are required to construct the shared per node wavelength convertible network architecture indicated in Figure 15.19(c). Optical switch 2 switches the converted wavelength channels to their designated nodes (i.e. in this case the wavelength channel $\lambda_2$ is converted to wavelength channel $\lambda_3$ via the shared WCB and is then switched through optical switch 2 to provide connection to the multiplexer).

A large number of wavelength channels on the network links, however, increase the complexity of switching nodes in ordinary OXCs which switch traffic only at the wavelength level. Moreover, the complexity worsens when multigranular OXCs (MG-OXCs) are used where the traffic is required to be accessed at multiple levels (i.e. at granularities such as the fiber, wavelength, digital cross-connects, etc.). In these cases the MG-OXC output traffic does not simply either terminate at or transparently pass through a node, but may also be required to transport from one layer to another via multiplexers/demultiplexers [Ref. 51]. This complexity can be reduced if more wavelength channels are grouped into one single waveband to be switched as a unique channel. Such waveband switching (WBS)
Figure 15.19 Wavelength convertible routing network architectures: (a) full or rededicated wavelength converters; (b) shared per link; (c) shared per node
networks have been proposed as a possible solution to ease the complexity of numerous wavelength-driven channels, especially in optical core networks [Refs 13, 52]. In comparison with a wavelength convertible network node a WBS node requires only a single input and single output port as the switching is independent of the number of wavelength channels incorporated inside the waveband.

A multigranular OXC with three switching layers, including wavelength cross-connecting (WXC), waveband cross-connecting (BXC) and fiber cross-connecting (FXC) layers, is shown in Figure 15.20. Individual wavelength channels and wavebands are terminated (or switched) transparently through the WXC and BXC layers separately. The terminated waveband is demultiplexed into individual wavelength channels which are sent to the WXC layer as inputs. Furthermore, the output wavelength channels at the WXC layer can be multiplexed selectively into a waveband, which is then sent to the BXC layer as an input. The output wavelength channels from the WXC layer and the output wavebands from the BXC layer are grouped and transmitted along the output fiber link. A fiber may contain the same wavelength channels as individual channels and also be incorporated in wavebands, and therefore network control is required to determine which set of wavelength channels is grouped into a particular waveband [Ref. 53].

The advantage of WBS is that it supports a greater number of wavelength channels and it also reduces the number of switches or ports within the optical network. For example, considering Figure 15.20, if 10 individual fibers carry 1000 wavelength channels (i.e. 100 in each) which are further grouped in five bands then each group will comprise 20 wavelength channels. When a only single wavelength channel is intended to add or drop at any intermediate node then, instead of multiplexing/demultiplexing all 1000 wavelength

![Waveband switching network architecture employing a multigranular optical cross-connect (MG-OXC)](image_url)
channels, just a single band of 20 wavelength channels (from five groups) containing that destination wavelength channel will be multiplexed/demultiplexed without affecting traffic in the remaining nine fibers. In addition, four bands (out of five) in the selected fiber will also not be required to undergo multiplexing/demultiplexing to add/drop the single wavelength channel. Clearly, implementation of such a routing strategy requires the use of wavelength assignment and routing algorithms for these networks [Refs 54–57].

15.4.1 Routing and wavelength assignment

In dense WDM networks a lightpath is established by reserving a particular wavelength on the physical links between the source and destination edge nodes. It is a two-stage search-and-select process related to both routing (i.e. searching/selecting a suitable path) and wavelength assignment (i.e. searching/selecting or allocating an available wavelength for the connection). The overall process is often referred to as the routing and wavelength assignment (RWA) problem. Although there are various possible ways to determine the selection of path and the allocation of wavelengths, they fall into two basic categories of either sequential or combinational selections [Refs 58, 59]. Each of these categories fundamentally addresses the core issue of the wavelength continuity constraint (see Sections 10.5 and 15.4).

The implementation of RWA can be static or dynamic depending upon the traffic patterns in the network. Static RWA techniques are employed to provide a set of semipermanent connections, which remain active for a relatively longer time. The traffic patterns in this case are reasonably well known in advance and the variation in traffic pattern is not frequent. Therefore it is useful to optimize the way in which network resources (i.e. physical links and wavelengths) will be assigned to each connection. Moreover, the static RWA problem is often referred to as the virtual topology design problem (see Section 15.7).

Dynamic RWA deals with establishing the lightpath in frequently varying traffic patterns. In this case the traffic patterns are not known and therefore the connection requests are initiated in a random fashion, depending on the network state at the time of a request. The resources may (or may not) be sufficient to establish a lightpath between the corresponding source and destination edge node pair. The network state provides information about the physical path (i.e. route) and wavelength assignment for all active lightpaths. The state evolves randomly in time as new lightpaths are admitted and existing lightpaths are released. Thus, each time a request is made, an algorithm must be executed in real time to determine whether it is feasible to accommodate the request and, if so, to perform RWA. The algorithms are used to decide the shortest path available in a network to establish a connection between the source and destination nodes. In case of unavailability of the path on the same wavelength channel, then alternative routes including the possibility of wavelength conversion can be explored.

A five-node network with fixed connections where node 1 requested to establish a link with node 5 is illustrated in Figure 15.21. Although there is no direct physical connection or path available, there are four possibilities to establish the link between nodes 1 and 5, depending on the available or assigned wavelengths between each of the network nodes. These are: via node 2 using a single hop; nodes 4 and 2 comprising two hops; nodes 2 and 3 with two hops; and the longest possible route stretching over three hops via nodes 4, 2
and 3. Considering these four routes, the single hop remains the shortest path between nodes 1 and 5.

Depending upon whether the same wavelength is available between selected network nodes, the lightpath can be set up or, alternatively, wavelength conversion will need to be employed by changing it to a compliant wavelength. The second shortest path will be selected if wavelength conversion can be facilitated. In the case when there are no wavelength channels available, then no link can be set up between the desired nodes. Such unavailability of a network link between two nodes leads to blocking of the channel. Moreover, the probability of blocking increases if there are many network nodes with a small number of wavelength channels and fewer links between them [Ref. 60]. Thus an RWA algorithm plays an important role in determining the blocking probability of a network while also providing information about the availability of the path or link between the source and the destination. In addition, it also gives an indication regarding the location and the number of wavelength converters that may be required in an optical network [Refs 61, 62]. In order to develop a suitable RWA algorithm it is important to assign wavelengths within a network which offer the lowest or no blocking probability. Therefore wavelength assignment in RWA which is dependent on the network topology is also crucial.

An example of wavelength assignment for a ring network where the ring topology consists of four nodes, namely a, b, c and d, is shown in Figure 15.22. It may be observed that there exist four possibilities for establishing lightpaths between the network nodes as indicated by the two inner and the two outer half circles. Although four individual wavelengths (i.e. one wavelength per half circle) may be required, when wavelength reuse is introduced three wavelengths are sufficient to provide similar connectivity. This situation

Figure 15.21 Wavelength routing and the selection of a path

Figure 15.22 Wavelength assignment in a ring network topology: (a) lightpath arrangement for four network nodes; (b) wavelength assignments
is illustrated in Figure 15.22(b) which is drawn by cutting the ring and straightening the network wavelength connections. This approach splits network node d into two halves, d_{tx} and d_{rx} (i.e. separating the transmitting and receiving elements).

A total number of five lightpaths (i.e. links) using only three wavelengths (i.e. $\lambda_1$, $\lambda_2$ and $\lambda_3$) are therefore indicated in Figure 15.22(b). For example, wavelength $\lambda_1$ establishes two lightpaths, one each between nodes a to d_{tx} and c to d_{rx}. The third lightpath connecting nodes a to c via node b utilizes wavelength $\lambda_2$. Moreover, wavelength $\lambda_3$ is used to establish the fourth lightpath between nodes b to d_{tx} via node a. Finally, the same wavelength $\lambda_3$ has been used to set up the fifth lightpath between network nodes b to d_{rx} via node c. Such RWA also determines the length of a path in terms of the number of hops it has to travel to reach the destination node. Such patterns, which are referred to as graph coloring [Ref. 63], can therefore be used to locate the shortest path in relation to different network topologies (e.g. ring or mesh) [Refs 64–66].

15.5 Optical switching networks

An optical switch represents the single most dynamic element in an optical network which traditionally can switch data between different ports of a network. Broadly, as with electronic switching, optical switching can be classified into two categories which are circuit and packet switching. An optical switch performs various digital logic operations (see Section 11.4.1) allowing signals to switch from one state to another. Therefore larger arrays of optical switches can switch signals from one port to another. These arrays of switches form circuit switching fabrics known as optical cross-connects (OXCs) which incorporate switching connections or lightpaths. A router, on the other hand, routes data packets instead of providing circuit-switched connectivity. In this case the data is split into packets which are routed separately through the network and then are reassembled at the receiving terminal to reconstitute the original message. This process provides for more efficient use of the available bandwidth.

Both circuit and packet switching techniques are used in high-capacity networks. In circuit-switched networks the connection must be set up between the transmitter and receiver before initiating the transfer of data. When the network resources remain dedicated to the circuit connection during the entire transfer and the complete message follows the same path, the circuit is said to be static. SDH/SONET (see Section 15.3.1) is an example of a static circuit-switched network. However, if the network resources can be reallocated without being physically disturbed the circuit is referred to as being dynamic.

15.5.1 Optical circuit-switched networks

In circuit-switched networks a connection is established using available network resources for the full duration of the transmission of a message. Once the complete message is successfully transmitted then the connection is removed. A circuit-switched environment requires that an end-to-end circuit be set up before the actual transmission can take place. A fixed share of network resources is then reserved for the specific transmission which no
other transmission can use. A request signal must, however, travel from the source to the destination and it should also be acknowledged before the transmission begins.

Figure 15.23 provides a block diagram illustrating an optical circuit-switched (OCS) network. In this configuration six optical nodes (i.e. a to f) are interconnected and a requested logical connection or path for optical signal wavelength, $\lambda_1$, is established producing a circuit path through network nodes a, b, d and f. Optical nodes of an OCS network contain optical switches where large multiport optical switches (i.e. a switching fabric) or an OXC (see Section 15.2.2) are used to establish connections between the desired input and output ports. Although different component enabling technologies (see Section 11.6) can be used to construct such optical switches, the basic optical switching function remains the same. Figure 15.23 illustrates this functionality at optical nodes b and d. For example, a $2 \times 2$ optical switch at node b enables cross-connection using ports 2 and 3, whereas node d employs a direct connection for ports 1 and 3. Hence a logical path or an optical circuit from node a to f is created for the lightpath using signal wavelength $\lambda_1$.

It should be noted that an optical switch can handle traffic from both SDH/SONET and IP networks (see Sections 15.3.1 and 15.3.5) with the limitation, however, that only in-service signals can use the available network resources. Furthermore, the wavelength continuity constraint (see Section 15.4) also limits the flexibility of OCS networks as lightpaths using the same wavelength can only carry the traffic from the source to the destination. Nevertheless this constraint can be overcome if the wavelength conversion function (see Section 10.5) is used at the output ports of the optical nodes to change the wavelength of the signal as required. In general OCS networks are suitable for implementation in public telecommunications networks (see Section 15.2.4) where a large volume of traffic is required to be switched in real time. OCS therefore has become an umbrella term to cover many network architectures based on two-way reservation [Ref. 67]. Various networks using the OCS concept have emerged to bring optical network services directly from the long-haul to business and residential customers [Refs 67–69].
A disadvantage of OCS is that it cannot efficiently handle bursty traffic (see Section 15.5.4). In such traffic conditions the data is sent in optical bursts of different lengths and therefore the resources cannot be readily assigned. For example, an active user (i.e. at peak times) needs large bandwidth when sending a burst as compared with relatively little bandwidth for a nonactive user (i.e. off-peak times). Bursty traffic is therefore characterized by both peak and average bandwidth, and much of the bandwidth remains unused with the transmission of bursty traffic in an OCS network [Ref. 70].

### 15.5.2 Optical packet-switched networks

In an optical packet-switched (OPS) network data is transported entirely in the optical domain without intermediate optoelectrical conversions. An optical packet switch performs the four basic functions of routing, forwarding, switching and buffering. The routing function provides network connectivity information often through preallocated routing tables, whereas forwarding defines the output for each incoming packet (i.e. based on a routing table). The switch directs each packet to the correct output (i.e. defined by the forwarding process) while buffering provides data storage for packets to resolve any contention problems which may occur during packet transmission.

Figure 15.24 shows the overall structure of a typical packet. It contains a header or label and the payload (i.e. data) and it requires a guard band to ensure the data is not overwritten. The label points to an entry in a lookup table that specifies to where the packet should be forwarded. Such a labeling technique is much faster than the traditional routing method where each packet is examined before a forwarding decision is made. At the receiving node these labels are required to be recognized from the lookup table and then the data is reassembled sequentially. Since labels define the routing criteria it is therefore sometimes referred to as label switching, which includes several functions involved in the labeling technique such as assignment (or writing) recognition (or reading), swapping (or exchanging) and forwarding etc. [Refs 71, 72].

The process of address lookup, however, can be replaced by address matching using optical correlators [Ref. 71], which are switching devices employing digital logic gates to perform optical pattern recognition similar to detecting an address from a lookup table. A set of optical correlators can therefore determine whether a packet is destined for a particular switch by correlating the address encoded into the packet with the switch’s own address. If there is a match, the payload is extracted and processed. Otherwise, the packet is forwarded to the next switch.

![Figure 15.24 Optical packet-switched network packet format](image-url)
The packets in an OPS network can carry different types of traffic (i.e. voice, data and video) and therefore such an optical packet switching scheme can integrate existing SDH/SONET and IP-based optical networks. An example of an OPS network is illustrated in Figure 15.25. It shows a long-haul or core network connected to both a SONET and an IP network. The edge routers (i.e. network nodes at the edges) perform the functions of attaching and detaching a label as identified for labels 1 and 2 attached to two different optical packets being transmitted to specific networks (i.e. to the IP and SONET client networks). Within the OPS network, however, the core router only processes the label where the content of the payload remains the same (i.e. the payload can carry ATM traffic or IP packets at different bit rates). This routing function typically involves the following four steps which are: (a) extraction of the label from the packet; (b) processing of the label to obtain routing information; (c) routing of the payload and contention resolution if necessary; and (d) rewriting of the label and recombining it with the payload. When an OPS network is implemented and only the label is processed electronically for routing purposes with the payload remaining in the optical domain, the OPS network is generally referred to as an optical label-switched (OLS) network.

Figure 15.26 depicts a generic OLS network configuration to route packets while also extracting and rewriting labels at input and output interfaces. In this particular implementation only the detached label is processed electronically and the payload (i.e. data) remains in optical buffers before being sent through the optical switch fabric to the desired output buffers. Finally, the routing processor and control section regenerate the label which is reattached with the data at the output interface.
Multiprotocol Label Switching (MPLS) provides for the efficient designation, routing, forwarding and switching of traffic flows through an optical packet-switched network. It was originally proposed by Cisco Systems Inc. and was called tag switching when it was a Cisco proprietary proposal [Ref. 73], but it was later renamed label switching when the concept was adopted by the Internet Engineering Task Force for open standardization [Refs 74, 75]. Multiprotocol label switching uses labels to forward traffic across the various MPLS domains. When a labeled packet arrives at a label switching router (LSR), the incoming label will determine the path of this packet within the MPLS network. The MPLS label forwarding will then swap this label to the appropriate outgoing label and send the packet on the next network hop. These labels are assigned to packets based on grouping or forwarding equivalence classes. Packets belonging to the same forwarding equivalence class receive the same treatment. Hence the MPLS lookup and forwarding system allows explicit control of routing based on destination and source addresses. Since a packet’s label class is assigned only once at the MPLS edge, and packets are switched based on the label information only, then MPLS is a fast and efficient protocol.

In practice, an LSR receives a packet from one interface, replaces the incoming label in the MPLS header by an outgoing label, and forwards the packet out to another interface. Thus MPLS defines a virtual circuit capability depending on the type of network and, in particular, the type of switching, by correlating the switching type with the label. Table 15.3 identifies the different traffic types and their related switching and implementations for MPLS. For example, in the time division multiplexed optical networks (see Section 15.3.1) a node switches data from time slots in an incoming interface to time slots in an outgoing interface. Therefore the label is essentially a time slot. For WDM networks (see Section 15.2.3), the nodes switch wavelengths and the label should identify the
wavelength to be switched from an incoming interface to an outgoing interface. Similarly, for IP or ATM there are labels or headers. These examples explain the implicit nature of the label for a specific transmission or switching technique. The labels in MPLS are, however, explicit and the same control plane mechanisms can be used for establishing label mappings in switches and also for setting up cross-connect tables.

In order to remain flexible in the current protocol landscape, MPLS is independent of both layer 2 and layer 3 in the OSI model (see Section 15.3.3), and it can support ATM, frame relay and Ethernet as a data link layer. One popular service provided by MPLS-based networks is IP virtual private networks (VPNs) deployed over SDH/SONET [Refs 76, 77]. These IP-VPNs allow business corporations to create a secure, dedicated wide area network (WAN) in order to connect their offices around the world, without the expense of private circuits or private data networks. Since MPLS is IP based it is an essential ingredient for future optical networking.

Data forwarding is not limited to the function of merely packet forwarding, and therefore there should be a general solution enabling the technique to retain the simplicity of forwarding using a label for a variety of devices that switch in time, wavelength or space (i.e. physical fiber ports). Furthermore, it is not possible for different networks to look into the contents of the received data and thereby extract a label. For instance, optical packet networks are able to parse the headers of the packets, check the label, and carry out decisions for the output interface (i.e. forwarding path) that they have to use. This is not the case for optical TDM or dense WDM networks. The equipment in these network types is not designed to have the ability to examine the content of the data that is fed into it. These aspects therefore necessitate generalizing the structure and switching of labels.

Generalized MPLS (GMPLS) therefore extends MPLS providing additional protocols for wavelength and physical space domains (i.e. optical fiber switching) [Refs 75, 78, 79]. It supports transparent traffic using DWDM and OXC for the implementation of label switching. The former utilizes wavelengths as labels where the OXC uses fibers as labels. For devices that switch in any domain (i.e. packet, time, wavelength and fiber) GMPLS provides the control and management planes (i.e. routing, signaling and linking) [Ref. 80]. Generalized MPLS also incorporates the routing protocols for the automatic discovery of the network topology (i.e. backup route discovery) and announces resource availability to optical nodes (e.g. bandwidth or protection type (see Section 15.8)). Both these factors are significant when an optical link failure occurs.

### Table 15.3 Summary of MPLS functions and implementations

<table>
<thead>
<tr>
<th>Switching domain</th>
<th>Traffic type</th>
<th>Forwarding or implementation scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>TDM/SONET</td>
<td>Time slot in repeating cycle: implementation using digital cross-connect system (DXC) and ADM</td>
</tr>
<tr>
<td>Packet or cell</td>
<td>IP</td>
<td>IP router, ATM switch: implementation of label as a header</td>
</tr>
<tr>
<td>Wavelength</td>
<td>Transparent</td>
<td>Optical domain, DWDM switch: implementation using wavelength (i.e. lambdas)</td>
</tr>
</tbody>
</table>
The signaling protocols for the establishment of label-switched paths (LSPs) for the GMPLS therefore include the enhancements to MPLS as follows:

(a) label exchange to include nonpacket networks (i.e. generalized labels);
(b) establishment of bidirectional LSPs;
(c) signaling for the establishment of a backup path (protection information);
(d) expediting label assignment via a suggested label;*
(e) waveband switching support - a set of contiguous wavelengths switched together.

In addition, GMPLS incorporates a link management protocol which performs the following four functions:

• control of channel management which is established by negotiating the link parameters (e.g. frequency in sending keep-alive messages) and ensuring the health of a link (e.g. hello protocol);
• link connectivity verification which ensures the physical connectivity of the link between the neighboring nodes;
• link property correlation which identifies the link properties of the adjacent nodes (e.g. protection mechanism);
• fault isolation to enable a single or multiple faults to be isolated in the optical domain.

Recently, there have been several demonstrations of successful GMPLS-based optical network implementations [Refs 81, 82]. The issue of generalization for multiprotocol switching is, however, dependent on transmission and device enabling technologies and therefore, in particular, speed and efficiency performance improvements are anticipated in the near future [Refs 83, 84].

15.5.4 Optical burst switching networks

Combining important aspects of optical circuit switching (see Section 15.5.1) and optical packet switching (see Section 15.5.2) results in optical burst switching (OBS). Moreover, as OBS operates at the subwavelength level it therefore provides for rapid setup and tear-down of optical network lightpaths. This hybrid switching and routing technology uses electronics to control routing decisions but keeps data in the optical domain as it passes through each optical node. Packets with a common destination are aggregated in edge routing nodes into larger transmission units called a burst or a data burst (DB), each of which is transmitted separately from the data control packet called the burst header cell.

* An upstream optical node can suggest a label to its downstream node; otherwise the OXC is required to receive a label from the downstream node in order to configure its network switches. Thus suggested labels enhance the speed of the configuration process.
Figure 15.27 Concept of optical burst switching

(BHC)* containing necessary information (i.e. for switching and destination address). Figure 15.27 illustrates the concept of OBS where four edge routers of a large network are shown to establish links between data sources (Tx) and receivers (Rx) individually or by using multiplexers or demultiplexers, respectively.

Optical bursts containing both the data burst and the BHC travel on a control channel. An idle channel on the access link is selected when a data burst is required to be sent, whereas the BHC travels on the control channel ahead of its associated data burst in time and is processed electronically at every node along the path. The OBS edge router, on receiving the BHC, assigns the incoming burst to an available channel on the outgoing link leading towards the desired destination and establishes a path between the specified channel on the access link and the channel selected to carry the burst. It also forwards the BHC on the control channel of the selected link, after modifying the cell to specify the channel on which the burst is being forwarded. This process is repeated at every routing node along the path to the destination. The BHC also includes an offset field which contains the time between the transmission of the first bit of the BHC and the first bit of the burst, and a length field specifying the time duration of the burst. One or several channels on each link can be reserved for control information that is used to control the dynamic assignment of the remaining channels to user data bursts. It should be noted that the WDM transmission links shown in Figure 15.27 carry a number of wavelength channels and the user data bursts can be dynamically assigned to any of these channels by the OBS routers.

Figure 15.28 depicts the edge router’s function in more detail providing burst assembly and disassembly operations at ingress and egress, respectively. In Figure 15.28(a) each of the users operating on different formats (i.e. IP, SONET, ATM, WDM/DWDM, etc.) sends different data to the edge router. The router disassembles the data and issues BHCs (i.e. C1 and C2 shown in Figure 15.28(a)) on the data control channel (DCC) in advance for Burst 1 and Burst 2, respectively. Each burst may contain different data: for example,

* Sometimes also referred to as burst header packet (BHP).
Burst 1 contains data $P_{a2}$, $P_{s1}$ and $P_{a2}$, where the subscripts $a$ and $s$ represent any format and SDH/SONET, respectively. In order to perform burst assembly as shown in Figure 15.28(b) the control channel provides BHCs (i.e. $C_3$ and $C_4$) for the data bursts Burst 3 and Burst 4, respectively. The users then receive their corresponding disassembled data that the edge router received from the core router.

It should be noted from Figure 15.28 that the disassembly at egress edges (i.e. sending to users) is simpler than the assembly (or transmission) of the burst (i.e. burstification) at ingress edges. In the latter case, since different signal formats may be used then various signaling and control protocols can be employed to enable optical burstification and OBS routing. Furthermore, the reservation and scheduling of resources for the burst switching in this process are important factors where the former considers end-to-end burst transmission and the latter focuses on assigning and managing resources for individual bursts within OBS nodes [Ref. 4].

Depending on the network dimension and granularity (i.e. burst size), either one- or two-way signaling protocols are used at the edge routers of an OBS network. With two-way signaling, sending back an acknowledgment signal to confirm the safe arrival of the signal is required, whereas no such feedback mechanism is available when using one-way signaling protocols. One-way protocols include tell-and-go (TAG) [Ref. 85] and just-enough-time (JET) [Ref. 86]. These are also referred to as one-pass reservation protocols [Refs 4, 87]. Examples of two-way signaling protocols are tell-and-wait (TAW) [Ref. 88] and just-in-time (JIT) [Ref. 89], which are predominantly used for the purpose of burst reservation and scheduling [Ref. 49]. In case of the JET or TAG protocols, the burst
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**Figure 15.28** Optical burst switch edge router operation showing burst assembly at ingress and disassembly at egress: (a) from users to core router; (b) from core router to users
transmission does not wait for the acknowledgment of successful end-to-end path setup and the burst transmission is initiated immediately, or shortly after the burst has been assembled following the control packet being sent out. If the burst transmission with the TAG protocol is delayed with respect to the control header, then the delay is referred to as offset time and can be reduced by compensating the processing times. In this scheme less bandwidth is therefore wasted but the burst drop rate increases and it is not considered to be as reliable. Due to the submillisecond burst duration assumed in TAG burst management, this scheme is usually considered for application in metropolitan and access networks (see Sections 15.6.2 and 15.6.3) where distances are comparatively short [Ref. 4].

The JIT and TAW protocols utilize ATM delayed transmission and they wait for an acknowledgment before sending a burst. This process assumes conventional end-to-end transmission (i.e. virtual path) leading to a setup delay for the optical bursts (i.e. in the millisecond range for long-haul networks). If the intermediate switches are set in advance during the setup phase to avoid this delay, then the bandwidth wasted can be much higher than the bandwidth actually needed for burst transmission.

In addition to burst reservation, burst scheduling assigns and manages the resources for individual burst switching nodes. Burst scheduling schemes can be classified based on the duration for which resources are scheduled for a burst. The reserve-a-limited duration (RLD) and reserve-a-fixed duration (RFD) schemes are commonly adopted for burst reservation. The RLD requires the sender to signal the start and end of a burst and resources are explicitly reserved until the end of burst transmission. For each resource, the idle time (i.e. the duration when the resource is free or available) is recorded. The RFD scheme, however, considers the exact start and end time of bursts for resource scheduling. For example, the gaps (or voids) between already reserved bursts can be used for newly arriving bursts. Moreover, several designs have been used to optimize resource allocation of both the RLD and RFD schemes by improving wavelength selection or by minimizing voids [Refs 85, 86, 90].

Advanced techniques referred to as adaptive and autonomic OBS have also been proposed which can learn and adapt new routes after acquiring network information such as wavelength routing, wavelength selection, protection and the information related to the restoration mechanisms (see Section 15.8). Such OBS techniques use a feedback mechanism to optimize the selection of control and routing information and therefore they are capable of being both self-protecting and self-optimizing [Refs 91, 92].

15.6 Optical network deployment

Optical networks are dependent on the use of advanced fiber transmission systems, developments in optical component enabling technologies and evolution in the network topological strategies together with the associated protocols to provide efficient, high-capacity operation. Significant progress in all these aspects has been made in recent years and therefore current optical networks operate at higher speed with increased functionality and reliability. The major deployed optical fiber networks are in the area of the public telecommunications network (see Section 15.2.4) together with on-site, or on-premises, local area networks (see Section 15.6.5). An example of a modern, complex optical network is illustrated in Figure 15.29(a) which depicts a DWDM backbone incorporating add/drop
channels together with a core ring feeding both metropolitan area and access networks together with enterprise and local area networks. Both the present and future deployment of optical networks, particularly in the constituent areas of the public telecommunications network and also in the crossover region to local area networks, are therefore further described in this section.

15.6.1 Long-haul networks

A long-haul network as the name implies is a network connecting several regional or national networks together. These networks are also referred to as core or backbone networks and they also interconnect other long-haul networks to extend global interconnectivity between national domains. A current long-haul optical network typically comprises point-to-point DWDM links with optical regenerators at end points and with erbium-doped fiber amplifiers (EDFAs) placed between the end terminals as shown in Figure 15.29(b). Moreover, an optical 3R regenerator (see Section 10.6) is often used at
typically 600 km intervals to reduce overall signal degradation on the link. In order to achieve improved connectivity these point-to-point DWDM links can be interconnected in a mesh topology (see Section 15.2.1.1).

Using the above network structures it is possible to interconnect optical networking nodes situated in different cities around the globe [Ref. 93]. For example, a European network organization euNetworks [Ref. 94] carries a high capacity optical fiber long-haul network. It extends over a 5400 km route and interconnects 18 cities in five countries: namely Germany, France, Belgium, the Netherlands and the UK. Two submerged cables link Europe to the UK while long-haul optical fiber links interconnect the metropolitan area networks (see Section 15.6.2) of the 18 cities. Similarly, 30 major cities in the United States are also interconnected by a long-haul optical fiber network as illustrated in Figure 15.30.

Existing long-haul optical networks are in a constant state of evolution that is mainly driven by the changing traffic patterns, the improvements in optical device enabling technologies and the economic pressure from service providers. Long-haul optical fiber networks are now classified in relation to their maximum achievable distance without optical signal regeneration by designations of long-haul, extended long-haul (ELH) and ultra long-haul (ULH). The ranges of the transmission distances for these designations are [Refs 95, 96]:

- long-haul optical fiber networks from 600 to 1000 km;
- extended long-haul (ELH) from 1000 to 2000 km;
- ultra long-haul (ULH) from 2000 to 4000 km.

![Figure 15.30 Optical fiber network interconnectivity among the major US cities](Ref. 93)
Improvements in transmission systems incorporating DWDM (see Section 12.9.4), advanced signal modulation formats [Refs 97, 98] and extended forward error control [Refs 99, 100] play a significant role in making the above longer haul distances feasible. Moreover, the majority of existing long-haul DWDM networks operate at channel rates of either 2.5 Gbit s\(^{-1}\) over 64 or more channels and 10 Gbit s\(^{-1}\) with up to 40 wavelength channels, but it is apparent that transmission rates from 40 to 160 Gbit s\(^{-1}\) per channel with more than 100 wavelength channels will be deployed in the near term [Refs 101--103].

Submerged or transoceanic optical fiber networks typically cover very long distances between the continents (i.e. in the 3000 to 10 000 km range) where most of the optical fiber cable lies in deep sea water. In order to construct such long-length ultra long-haul networks both the fiber attenuation and dispersion must be reduced so that they have minimum impact. Moreover, submerged networks primarily use repeaters that only reamplify the signal (i.e. 1R amplifiers are commonly referred to as repeaters in submerged deployments). Optical amplifiers also require electrical power which is fed to them through insulated copper cables that run down the length of the fiber cable. The power is transmitted from the land-based terminal landing site and is delivered in parallel down the length of the cable to the sealed underwater amplifiers. Submerged systems therefore demand the highest fiber transmission performance under the most stringent optical power budgets and the harshest environmental conditions.

The various elements that comprise a submerged cable system are shown in Figure 15.31 [Ref. 104]. This system basically consists of two sections with dry and wet plants residing on dry land (i.e. landing section) and in sea water (i.e. submerged section). The landing station houses the terminal equipment that interconnects the optical signal from the submerged cable and passes it on to a terrestrial system. The underwater cable includes repeaters, gain equalizers and branching elements to facilitate access to other landing stations. Some of the major deployed submerged optical cable networks are identified in Table 15.4. It may be noted that the transatlantic optical fiber cables (TAT) which have reached TAT-14 now provide interconnections between the United States and five European countries [Ref. 105]. TAT-14 employs a DWDM bidirectional ring configuration.
comprising four optical fibers (a fiber pair for operation and another for protection (see Section 15.8)). A single fiber in TAT-14 can carry 16 wavelength channels where each channel can potentially allow a transmission rate of STM-64 (i.e. $\sim 10$ Gbit s$^{-1}$) and therefore it possesses an operational capacity of 320 Gbit s$^{-1}$ (i.e. $2 \times 16 \times 10$ Gbit s$^{-1}$). Finally, a comparative chart showing different worldwide submerged long-haul networks and their corresponding operational transmission capacities is provided in Figure 15.32 (p. 1012). Although submerged system requirements increase every year, the transatlantic capacity remains the largest element of the submerged cable network with an operational capacity in 2006 approaching 3 Tbit s$^{-1}$ [Refs 106, 107].

### 15.6.2 Metropolitan area networks

By definition metropolitan area networks (MANs) or metro networks provide the regional interface interconnecting the access network end users (i.e. business or residential customers) with the long-haul networks. Metro networks are subject to specific requirements and traffic demands that are quite different from long-haul or access networks. For example, they are characterized by more rapidly changing traffic patterns requiring the networks to be fast, scalable, modular and also reconfigurable. In addition, the MAN must be cost effective in terms of both operation and maintenance. To achieve these features, optical MANs are usually structured as ring topologies [Ref. 109].

Table 15.4 Examples of deployed submerged optical cable networks [Ref. 108]

<table>
<thead>
<tr>
<th>Name</th>
<th>Date(s) in service</th>
<th>Transmission capacity</th>
<th>Location/ownership</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAT-8</td>
<td>1988–2002</td>
<td>~20 Mbit s$^{-1}$</td>
<td>USA–France</td>
</tr>
<tr>
<td>TAT-9</td>
<td>1992–2004</td>
<td>~40 Mbit s$^{-1}$</td>
<td>USA–Spain</td>
</tr>
<tr>
<td>TAT-10</td>
<td>1992–2003</td>
<td>$2 \times 565$ Mbit s$^{-1}$</td>
<td>USA–Germany</td>
</tr>
<tr>
<td>TAT-11</td>
<td>1993–2003</td>
<td>$2 \times 565$ Mbit s$^{-1}$</td>
<td>USA–France</td>
</tr>
<tr>
<td>TAT-12/13</td>
<td>1996–</td>
<td>$12 \times 2.5$ Gbit s$^{-1}$</td>
<td>USA–UK, France</td>
</tr>
<tr>
<td>TAT-14</td>
<td>2000–</td>
<td>$2 \times 16 \times 10$ Gbit s$^{-1}$</td>
<td>USA–UK, France, the Netherlands, Germany, Denmark</td>
</tr>
<tr>
<td>CANTAT-3</td>
<td>1994–</td>
<td>$2 \times 2.5$ Gbit s$^{-1}$</td>
<td>Nova Scotia–Europe</td>
</tr>
<tr>
<td>Apollo</td>
<td>2002–</td>
<td>10 Gbit s$^{-1}$</td>
<td>USA–UK, France (Cable &amp; Wireless)</td>
</tr>
<tr>
<td>AC-1</td>
<td>1998–</td>
<td>10 Gbit s$^{-1}$</td>
<td>USA–UK, Germany and the Netherlands (Global Crossing Ltd)</td>
</tr>
<tr>
<td>AC-2/Yellow</td>
<td>2000–</td>
<td>10 to 40 Gbit s$^{-1}$</td>
<td>USA–UK (Level 3 Communication Ltd)</td>
</tr>
<tr>
<td>FLAG Atlantic</td>
<td>2000–</td>
<td>10 Gbit s$^{-1}$</td>
<td>Across the globe (FLAG Telecom Ltd, Reliance Communications Ltd)</td>
</tr>
<tr>
<td>SAT-3/WASC/Safe</td>
<td>2001–</td>
<td>10 to 40 Gbit s$^{-1}$</td>
<td>South Atlantic 3 (West Africa Submerged Cable Ltd)</td>
</tr>
<tr>
<td>ATLANTIS-2</td>
<td>1999–</td>
<td>10 to 40 Gbit s$^{-1}$</td>
<td>Argentina, Brazil, Senegal, Cape Verde, Canary Islands and Portugal</td>
</tr>
<tr>
<td>COLUMBUS-III</td>
<td>1999–</td>
<td>20 Gbit s$^{-1}$</td>
<td>USA, Portugal, Spain and Italy</td>
</tr>
</tbody>
</table>
Two metro ring networks interconnected by a digital cross-connect (DXC) which acts as a hub node between the two networks are depicted in Figure 15.33. Ring 1 constitutes a metro network providing the means of interconnection to the long-haul and other metro rings (i.e. ring 2) while ring 2 interconnects metro networking nodes with several access or enterprise networks. For this reason MANs tend to be divided into two segments: namely, the central ring with the neighboring ring interconnecting the access networks with the central ring. Since the central ring connects to the long-haul network it is sometimes referred to as a core ring (i.e. metro core) while the neighboring rings are called access rings (i.e. metro access) or collector rings since they collect traffic and forward it to the DXC which interconnects the two rings. Such cross-connecting nodes, providing interconnection between metro and long-haul networks, are also sometimes referred to as points-of-presence (POP) [Ref. 110].

An example of a MAN indicating both the distances and the number of channels provided for a typical large city is shown in Figure 15.34. The network includes a central metro-core ring and five metro-access rings which are connected to an additional twelve dedicated links from the premises [Ref. 109]. Furthermore, the core ring is interconnected to the access/collector rings through a DXC while the long-haul interconnection is provided by either a DXC or OXC depending upon the traffic type being carried through the cross-connect.

Since optical metro networks always provide the interconnectivity between long-haul and access networks, their infrastructure therefore employs a number of technologies.

Figure 15.33 Structure for a metropolitan area network

Figure 15.32 Operational capacities of submerged cable networks across the different regions of the world [Ref. 106]
which are layered upon each other. These technologies include SDH/SONET, DWDM, MPLS and Ethernet. The most common and currently lowest cost metro network solution is the SDH/SONET-based ring network [Refs 111, 112]. Since reconfigurable optical add/drop multiplexers (ROADMs) (see Section 15.2.2), however, enable dynamic and flexible node-to-node connection via lightpaths, these devices are now also considered as key components within metro ring network nodes. For example, a successful field trial of the flexible ROADM network with a wavelength- and packet-selective switch has recently been reported [Ref. 113]. Bit-error-rates of less than $10^{-12}$ for 16 wavelength channels were obtained over a transmission distance of 90 km at 10 Gbit s$^{-1}$ for this network. Moreover, the combination of both metro and access networks (i.e. into a single network solution) using long-reach passive optical networks (see Section 15.6.3) is being explored [Refs 114, 115], which may well be an aspect of future network deployment.

15.6.3 Access networks

The access network is an element of a public telecommunications network that connects access nodes to either individual users (i.e. business, residential) or MANs. Therefore it can be considered as the last link in a network between the customer’s premises* and the first point of connection to the network infrastructure (i.e. local exchange/switching center or local office). The transmission media choices providing strategies for the development of an access network are shown in Figure 15.35. Using these different media options the access network can be provided from a single point that can be located at the local exchange or a regional hub (metro) or at points-of-presence (POP) for a long-haul network

* Sometimes it is also referred to as the subscriber loop or last mile.
connection to service end users. The different types of access network characterized by transmission media are also provided in Table 15.5.

Access networks based on hybrid fiber coaxial (HFC) are a combination of two technologies employing both optical fiber and coaxial cable as the media. Originally, HFC was a cable TV (CATV) concept to provide TV broadcasting and reception in rural areas [Refs 116–120]. A generic form of HFC network providing cable TV services to business or 500 to 2000 residential users is depicted in Figure 15.36. The optical nodes employ optoelectronic transceivers (see Sections 11.5 and 11.6) to connect the optical fiber and

---

### Table 15.5 Different types of access network

<table>
<thead>
<tr>
<th>Type</th>
<th>Transmission medium</th>
<th>Transmission rate downstream/upstream</th>
<th>Standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cable modems</td>
<td>Hybrid fiber coaxial (HFC)</td>
<td>160 /120 (Mbit s⁻¹) (with 4 Channel bonding)</td>
<td>ANSI/SCTE-40, DOCSIS 3.0, ITU-T J.222 [Refs 116–120]</td>
</tr>
<tr>
<td>ADSL (asymmetric digital subscriber line)</td>
<td>Twisted pair copper (5.5 km)</td>
<td>7/0.8 (Mbit s⁻¹)</td>
<td>ITU-T G.992.1</td>
</tr>
<tr>
<td>ADSL2 : ADSL2+</td>
<td>(5.5 km)</td>
<td>8/1 : 24/1 (Mbit s⁻¹)</td>
<td>ITU-T G.992.3, ITU-T G.992.5 [Refs 117, 121–125]</td>
</tr>
<tr>
<td>VDSL (very high-speed DSL)</td>
<td>(1.5 km)</td>
<td>55/15 (Mbit s⁻¹)</td>
<td>ITU-T G.993.1</td>
</tr>
<tr>
<td>VDSL2 : VDSL2+</td>
<td>(0.3 to 5 km)</td>
<td>55/30 :100/100 (Mbit s⁻¹)</td>
<td>ITU-T G.993.2 [Refs 117, 121–125]</td>
</tr>
<tr>
<td>Wifi</td>
<td>Wireless</td>
<td>24/1 (Mbit s⁻¹)</td>
<td>IEEE 802.11b, 802.16e</td>
</tr>
<tr>
<td>WiMax</td>
<td>(radio/satellite)</td>
<td>70/25 (Mbit s⁻¹)</td>
<td>[Refs 24, 117, 126]</td>
</tr>
<tr>
<td>Fiber access network</td>
<td>Optical fiber</td>
<td>2.5/1.25 (Gbit s⁻¹) and 2.5/2.5 (Gbit s⁻¹)</td>
<td>ITU-T G.983.1, G.984.1, FSAN [Refs 117, 127–129]</td>
</tr>
</tbody>
</table>

† Channel bonding is a technique that combines two or more network resources (or interfaces) for redundancy or higher throughput. Bonding of multiple transmission lines (i.e. with similar data rates) into a single channel increases the overall bandwidth by the number of channels bonded.

---

Figure 15.35 Access network transmission media deployment strategies
coaxial cable infrastructure. In these networks RF amplifiers are used as trunk and line amplifiers to amplify signal power on the coaxial cables to enable a large number of customers’ premises to be reached. In addition to coaxial cable, other media (i.e. twisted pair copper cable and radio) have also been used to carry voice, data and video signals and therefore the term HFX* is sometimes used to signify the combination of fiber with other media instead of just the coaxial cable implied by HFC [Refs 116–120].

Digital subscriber line (DSL) provides broadband access over, usually existing, twisted pair copper telephone lines. It utilises a discrete multitone modulation format which employs a large number of 4 kHz-spaced orthogonal subcarriers in the twisted copper pair bandwidth. The different variants of DSL enable transmission rates up to 100 M bit s⁻¹ (i.e. VDSL2+) but at this high-end speed is limited to a maximum transmission distance of only 300 m. By contrast, wireless access networks offer the advantage of mobility using wireless modems with IEEE standards for both WiFi and WiMax [Ref. 126]. Although this approach offers per-user bandwidth from 1.5 to 75 M bit s⁻¹ reaching maximum distances of up to 50 km [Ref. 117], there are future limitations on the bandwidth that can be made available. A ccess networks employing an optical fiber from the local exchange to users, however, can potentially support a growing and large per-user bandwidth from 10 M bit s⁻¹ to 2.5 G bit s⁻¹ [Refs 127–129].

An optical fiber access network can be divided into feeder and distribution sections as shown in Figure 15.37(a). The section of the network between the local exchange and the remote node (RN) is the feeder whereas the other section between the RN and network interface unit (NIU) is the distribution network. The NIU enables communication between devices that use different protocols by providing a common transmission protocol. To facilitate this situation an NIU may, however, require conversion of a specific device protocol to the common one and vice versa. A single RN can serve several NIUs located either in a building or outside at street/curb level serving a number of customers.

Optical fiber deployment strategies for the access network are illustrated in Figure 15.37(b). Three different approaches are shown depending upon the distance between end users and the local exchange/office. A n optical network unit (ONU) is used to terminate the fiber connections. The location of ONUs and their distances from a local exchange and an NIU determine the specific configuration for the fiber access network. For example, it is known as fiber-to-the-cabinet (FTTCab) or fiber-to-the-curb (FTTC) when ONUs are located in

* Where X represents coaxial or twisted pair copper cable, or radio.
a cabinet situated in main streets or near to the curb. When the ONU is placed within a major building the fiber access network is referred to as fiber-to-the-building (FTTB). FTTC and FTTB tend to be employed for both business and domestic end users. Moreover, when the ONU is located within a single house or home (i.e. very near to the NIU) such a fiber access network is referred to as fiber-to-the-home (FTTH) and data is transmitted over the fiber from the local exchange (or hub) directly into the end user premises.

An optical fiber access network primarily employing passive optical components and configured around a passive splitter/combiner is called a passive optical network (PON). It was initially referred to as passive since no components required electrical power, except at the fiber end points which may incorporate optoelectronic devices (i.e. in the ONU or NIU). A basic PON structure comprising essentially three elements connecting a service provider to an output device located near the customers' premises is shown in Figure 15.38.

Figure 15.37 Optical fiber access network: (a) feeder and distribution sections; (b) different deployment strategies

Figure 15.38 General structure of a passive optical network (PON)
It incorporates a passive optical splitter (see Section 5.6) between an optical line termination (OLT) at the provider end and an ONU situated at the customer end.

In a PON serving a significant number of customers, the output device is a $1 \times n$ optical power splitter.* Hence the cost of maintaining the feeder section of the access network is shared among many customers as both the capital expenditure (i.e. CAPEX) and operational costs (i.e. OPEX) are major issues when designing an optical access network.

Current PON-based access networks can be classified into three categories which are:

- ATM PON (APON) or broadband PON (BPON);
- Ethernet PON (EPON) and Gigabit Ethernet PON (GE-PON) (see Section 15.7);
- Gigabit PON (GPON).

Figure 15.39 shows an APON with a $1 \times 32$ optical splitter at the RN location covering an overall maximum distance of 20 km [Refs 1, 127]. APON, which utilizes asynchronous transfer mode (see Section 15.3.2) over PON strategy, has evolved into a network that facilitates voice/data communication which combines the capacity for supporting multiple services at ATM bit rates with the transparent transmission feature of the PON, and therefore it is also referred to as broadband PON (BPON) [Refs 127, 129].

Passive optical networks utilize separate wavelength channels in the regions of 1.5 and 1.3 $\mu$m to carry transmission from OLT to ONUs (i.e. downstream) and from ONU to OLT (upstream), respectively. Hence for an APON the ATM transmission is broadcast downstream from OLT to the ONUs while the transmission from each ONU is granted upstream bandwidth using a time-shared (i.e. TDM) approach.

Although the data rates used in APON (i.e. 155 Mbit s$^{-1}$ upstream and 622 Mbit s$^{-1}$ downstream) are equivalent to those used in SDH/SONET (i.e. OC-3 and OC-12), APON cannot readily carry the IP or Ethernet data packets (see Sections 15.3.5 and 5.7) which are required to be broken up and reassembled at the user terminal. This can be accomplished, however, using Ethernet PON (EPON) technology. It is quite straightforward to carry IP packets via Ethernet frames and hence data transmission which may occur in variable length packets as illustrated for the EPON in Figure 15.40. Each packet contains information on the destination and therefore all the packets arrive in a sequential order.

* More recently, in order to provide for WDM operation the splitter has been replaced by a $1 \times n$ wavelength multiplexer/demultiplexer.
enabling a complete message to be constructed. Figure 15.40(a) depicts the downstream transmission for EPON where the data is broadcast from the OLT to multiple ONUs in variable length packets to the three ONUs shown. At the splitter, the traffic is coupled to three separate fibers, each carrying all the same traffic. When the data reaches the ONU it accepts the packets that are intended for it and discards the remaining packets. For example, ONU 1 receives two packets identified as packet 1, and the packets 2 and 3 are discarded. Similarly, ONU 2 and 3 receive their intended packets 2 and 3, respectively.

The upstream traffic in EPON is managed by employing a TDM approach as illustrated in Figure 15.40(b). The specific transmission time slots are dedicated to each ONU in order not to interfere with each other once the data is coupled onto the common fiber. For example, ONU 3 transmits packet 3 in the first time slot, ONU 1 transmits packet 1 in a second nonoverlapping time slot, and finally ONU 2 transmits packet 2 in a third nonoverlapping time slot. The three packets each with variable packet length are TDM interleaved by the multiplexer unit and the resultant multiplexed signal is transmitted to the OLT.
Ethernet PON can be implemented using either two- or three-wavelength signals, one each for downstream and upstream transmissions, where the third wavelength region provides for the RF (i.e. for CATV) or for dense WDM transmission. For example, when the signal wavelengths of 1.49 μm and 1.31 μm are used for downstream and upstream transmission respectively, then the signal wavelength at 1.55 μm is allocated for the CATV overlay. Alternatively, the 1.55 μm window (i.e. 1.53 to 1.56 μm) can enable a DWDM wavelength band overlay to be incorporated on the PON if additional DWDM component technology is used [Refs 130, 131]. Such DWDM upgrades are designed to provide for future increased capacity demands.

Gigabit PON (GPON) is a high-capacity PON development which is designed to facilitate IP packet transmission rather than just ATM or Ethernet packets. A typical structure for a GPON is shown in Figure 15.41. As indicated in the ITU-T Recommendation and FSAN* G. 984.1 [Refs 128, 129, 132], it has a similar configuration to EPON comprising an OLT, ONUs and an optical splitter with a maximum split ratio of 1 × 128. Due to the fiber dispersion, however, a 1 × 64 split ratio is regarded to be most appropriate for longer network spans [Ref. 133] with the maximum specified transmission distance between the ONU and OLT normally being 20 km [Ref. 134]. Gigabit PON can also support single-fiber bidirectional transmission with transmission rates up to 2.4 Gbit s⁻¹ for both up- and downstream transmission [Refs 126, 135].

Gigabit PON can carry both ATM and Ethernet as well as IP packets [Ref. 136] and therefore it allows different traffic mixes to be accommodated as depicted in Figure 15.42. Since different transmission modes employ different packet/frame structures, it is necessary to provide a common framing structure to incorporate the range of transmission structures. Figure 15.42(a) shows the strategy used where ATM, Ethernet and IP packets are mapped onto the GPON frame structure. ATM traffic is incorporated in an ATM frame while a generic frame procedure (GFP) is usually employed for both IP and Ethernet traffic [Ref. 137]. It should be noted that the GFP approach was introduced to map or encapsulate SDH/SONET frames and that the ITU-T has restructured the GFP for PON calling it the GPON encapsulation method (GEM), which can be regarded as GFP over PON [Ref. 138].

Figure 15.41 Gigabit passive optical network (GPON) [Ref. 126]

* Full Service Access Network (FSAN) group [Ref. 129] comprises major telecommunications services providers, independent test laboratories and equipment suppliers for implementations of PON-based technologies. Since 1995 this group has proposed a large number of PON structures and implementations which have resulted in various ITU-T recommendations.
Hence, both GEM and the ATM frames are combined using the GPON transmission convergence (GTC) frame structure as shown in Figure 15.42(a) [Ref. 138]. Finally, the GEM frame structure for a GPON illustrating the encapsulation of the IP or Ethernet frames and the mapping of them onto a GPON frame is depicted in Figure 15.42(b) [Ref. 126].

It should be noted that GPON is not backwards compatible to APON (or BPON), but that instead it has been designed for optimal efficiency in terms of bandwidth utilization, maintenance, scalability and support for multiple services. Since ATM-based PONs are not cost effective and many service providers are now discarding the ATM layer, GPON may be used to carry just IP and/or Ethernet frames in future. Recognizing this potential development, the ITU-T has specified GPON-lite which is already configured to not carry ATM frames and will only incorporate IP and Ethernet packet structures [Ref. 139]. In a parallel development under the IEEE 802.3 Committee, a gigabit-capable Ethernet has been specified as a standardized PON which uses only Ethernet frames and is therefore referred to as Gigabit Ethernet PON (GE-PON) [Refs 135, 140, 141].

The overall bandwidth provided by a PON can be increased if WDM techniques (see Section 12.9.4) are employed. WDM can potentially facilitate large bandwidth with relatively moderate complexity [Refs 142–144]. A potential WDM-based PON implementation is shown in Figure 15.43. The OLT comprises both WDM source and receiving units which send and receive WDM signals. An optical bandpass filter (OBPF) is used to separate the optical signals between the transmitting and receiving units in the OLT. The OLT is connected to the RN by a single optical fiber that carries bidirectional signal transmission enabling two wavelength bands, one each for the downstream (i.e. $\lambda_1, \lambda_2, \ldots, \lambda_n$) and upstream (i.e. $\lambda_{n+1}, \lambda_{n+2}, \ldots, \lambda_{2n}$). The RN section incorporates optical multiplexer and demultiplexer units which usually comprise arrayed waveguide gratings (AWGs) (see Section 11.6) and these devices are used to route WDM signals from the RN to a particular ONU and vice versa. Such WDM-PONs are also referred to as wavelength-routed PONs (WRPONs) [Ref. 145]. Moreover, each ONU comprises essentially an optical filter to separate incoming and outgoing wavelength signals. For example, ONU 1 uses signal wavelengths $\lambda_d$ and $\lambda_u$ for downstream and upstream transmission, respectively.

It is also possible to employ AWGs to route a band of wavelength signals to a specific group or a number of ONUs. This can be accomplished using a multistage configuration
for the RN incorporating several AWG devices where each RN stage provides access to a specific number of ONUs. Although not yet deployed, such multistage AWG-based DWDM PONs have been demonstrated [Refs 131, 146, 147]. A multistage AWG implementation of the RN in a DWDM-based PON is shown in Figure 15.44. The two-stage AWG configuration comprises a $2 \times 8$ device, followed by eight $1 \times 4$ AWGs in each stage. It incorporates a downstream grouping strategy for a total of 32 ONUs where a single $1 \times 4$ AWG serves an individual group of four ONUs. A similar approach utilizing an AWG has also been proposed to facilitate a multiple PON access network [Ref. 148].

Figure 15.43 Block schematic of a wavelength division multiplexed passive optical network (WDM-PON)

Figure 15.44 An implementation of a multistage dense wavelength division multiplexed passive optical network (DWDM-PON) showing two stages of arrayed-waveguide gratings (AWGs) for downstream access in a remote node
It should be noted that current PONs can serve only a limited number of ONUs and they also operate over typical access network maximum spans of around 20 km. Longer transmission and distribution distances for a PON can be achieved when optical amplifiers are incorporated and such an access network was initially referred to as a superPON [Ref. 149]. These networks are now, however, more often called long-reach PONs (LR-PONs) [Refs 150, 151]. The concept behind the LR-PON is to provide for the expansion of the physical size of the access network to over 100 km which may in certain locations remove the requirement for an MAN tier in the telecommunications network hierarchy (see Section 15.2.4) [Ref. 134]. In addition, as LR-PONs can incorporate a significantly greater splitting ratio the number of ONUs served by such long-reach networks is also substantially increased over the standard GPON.

Figure 15.45 depicts a typical structure for an LR-PON showing the reach extended up to 120 km for the overall access network. In this PON configuration the feeder section incorporates an optical amplifier(s) while the remote node houses an optical splitter and an optical amplifier (i.e. amplified splitter) to increase the optical signal power to provide for a greater number of splits [Refs 152, 153]. The passive optical splitter configuration in the distribution section following the amplified splitter can have a splitting ratio of $1 \times 128$, $1 \times 1024$, $1 \times 2048$, or even more depending upon the network optical power budget. In addition, the LR-PON can be configured as a wavelength-routed PON potentially enabling end users to interconnect with the metropolitan, or directly with the long-haul or core, network [Ref. 151].

A hybrid DWDM/TDM approach which has also been demonstrated using an LR-PON structure is illustrated in Figure 15.46 [Ref. 150]. In this configuration the PON can be divided into four operational sections, namely the core exchange, the local exchange, the street cabinet and the customer ONU. The section at the core exchange or central office comprises a transceiver incorporating DWDM channels using a combination of AWGs and an EFDA. The DWDM signal has 100 GHz channel spacing splitting the C-band into two halves (i.e. 1529 to 1541.6 nm and 1547.2 to 1560.1 nm) each carrying both downstream and upstream channels.

The middle section which is located in the local exchange functions as a repeater employing EDFAs, an AWG and the centralized DWDM optical sources for each ONU.
The street cabinet section mainly houses $1 \times n$ splitters to interconnect the feeder and distribution network sections, each of which is 6 km long, using two separate fiber links (i.e. distribution and drop fiber). Finally, the customer ONU section incorporates an electroabsorption modulator (EAM) monolithically integrated with semiconductor optical amplifiers (SOAs) (see Section 10.2), providing sufficient overall gain and bandwidth to support large splitting ratios and upstream transmission rates of up to 10 Gbit s$^{-1}$ [Ref. 144]. This hybrid LR-PON structure demonstrated a total reach of 100 km with the potential for supporting 17 TDM-PONs each operating at a different wavelength with up to 256 ONUs, giving an aggregate network ONU count of 4352.

15.6.4 Local area networks

A local area network (LAN), unlike the local telecommunications network, is an interconnection topology which is usually confined to either a single building or group of buildings contained entirely within a confined site or establishment (e.g. industrial, educational, military, etc.). The LAN is therefore operated and controlled by the owning body rather than by a common carrier.* Optical fiber communication technology has found application within LANs to meet the on-site communication requirements of large commercial organizations and to enable access to distributed or centralized computing resources.

Figure 15.47 shows the Open Systems Interconnection (OSI) seven-layer network model (see Section 15.3.3) which was originally developed for wide area networks (WANs). As there are fundamental differences between LANs and WANs it has been found

* Another possible definition of a LAN, based on speed and range of operation, is that a LAN typically operates at a transmission rate of between 10 Mbit s$^{-1}$ and 10 Gbit s$^{-1}$ over distances of 200 m to 5 km. Hence a LAN is intermediate between a short-range multiprocessor network (usually data bus) and a wide area network which provides data transmission over very long distances (i.e. possibly worldwide) using a range of communications technology. However, it must be noted that there are always exceptions to these general definitions which tend to increase in number as the technology advances.
necessary to redefine the two bottom layers of the OSI model into three layers, as displayed in Figure 15.47. The physical layer, as in the WAN, is responsible for the physical transmission of information.

The functions of the data link layer, however, are separated into two layers: namely, the logical link control (LLC) layer which assembles/disassembles data frames or packets and provides the appropriate address and error checking fields; and the medium access control (MAC) layer which organizes communications over the link [Ref. 154]. The MAC layer embodies the set of logical rules or the access protocol which allow nodes to access the common communication channel, and several MAC options may therefore be provided for the same LLC layer. Furthermore, another major difference between WANs and LANs is that each node on the network can be directly connected to all others, thus eliminating the need for routing via the network layer. As a result of this high degree of connectivity, the bus and ring topologies have become commonplace [Ref. 155].

The basic optical fiber LAN topologies are the bus, ring and star (see Section 15.2.1.1). In the bus topology, data generally circulates bidirectionally. Data is input and removed from the bus via four-port couplers located at the nodes (see Section 5.6.1). In the ring, configuration data usually circulates unidirectionally, being looped through the nodes at each coupling point and hence repeatedly regenerated in phase and amplitude. The optical star forms a central hub to the network which may be either active or passive. In passive operation, the star coupler (see Section 5.6.2) at the hub splits the data in terms of power, so that it is available to all nodes. Line losses are therefore primarily determined by the degree of splitting. With an active hub the data is split electrically in the active star coupler and therefore the only causes of line loss are the fiber and splice/connector losses.

The design of the MAC layer is crucial in LANs because, in general, it is the efficiency of the access protocol which governs the availability of the bandwidth provided by the network for the dual functions of data transmission and channel arbitration. Three specific types of access protocol have gained a fair degree of acceptance, primarily because of their simplicity. These are: (1) random access protocols, the most popular example of which is carrier sense multiple access with collision detection (CSMA/CD) used on the
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**Figure 15.47** Network reference models: OSI and LAN modification

<table>
<thead>
<tr>
<th>OSI network model</th>
<th>LAN model</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPLICATION</td>
<td>LLC</td>
</tr>
<tr>
<td>PRESENTATION</td>
<td>MAC</td>
</tr>
<tr>
<td>SESSION</td>
<td>PHYSICAL</td>
</tr>
<tr>
<td>TRANSPORT</td>
<td>PHYSICAL</td>
</tr>
<tr>
<td>NETWORK</td>
<td>PHYSICAL</td>
</tr>
<tr>
<td>DATA LINK</td>
<td>PHYSICAL</td>
</tr>
</tbody>
</table>
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Ethernet LAN; (2) token passing protocols; and (3) time division multiple access (TDM A) protocols.

With CSMA/CD protocols, nodes are allowed to transmit their data as soon as the communication channel is found to be idle (i.e., carrier sense). If the transmissions from two or more nodes collide, the event is detected by the physical layer hardware and the nodes involved terminate transmission after attempting retransmission after a random time interval. Token passing protocols behave as distributed polling systems in which nodes sequentially obtain permission to use the channel. The channel arbitration is determined by the possession of a small distinctive bit packet, known as a token, which can only be held by one node (which is then permitted to use the channel) at any one time. When the data transmission from that node is completed it passes the token packet to the next node in the logical sequence. Finally, with basic (i.e., fixed assignment) TDMA protocols, each node on the network is assigned a fixed length time slot during which it may transmit data. In this way, the protocol operates in a similar manner to that of TDM on a point-to-point link (see Section 12.4.2).

An optical fiber regenerative repeater (see Section 12.6.1) can be used to restore the attenuated signal power in an optical fiber LAN. In addition, this device may be employed as an active tap to allow the interconnection of numerous nodes within ring or linear bus topologies. The use of such repeater interfaces allows similar topologies to be realized for optical fiber LANs as their metallic counterparts, but with certain cost penalties. In order to reduce the number of repeaters required, a range of passive tapping components are available (see Section 5.6). Commercial taps, however, incur an excess loss of between 0.1 and 1 dB. In addition to this excess loss the tap must also divert some of the optical signal power to the tapping receiver. Even if the tap only diverts 1% of the transmitted optical signal power, this places a limit of around 30 on the number of taps which may be provided unless active electrical components are included to allow regeneration of the transmitted optical signal.

One of the major problems associated with optical fiber buses which use the tapping methods discussed previously is that there is an uneven distribution of the transmitted optical power between the connected receivers. This has two distinct drawbacks, namely that the optical receivers must have a large dynamic range and that detection of the collision events required for CSMA/CD protocols becomes difficult [Refs 63, 156]. One solution to this problem is to use the passive star couplers discussed in Section 5.6.2. Each node in the star topology has a single input and a single output fiber connected to the hub of the star. Optical power within the input fibers can be distributed more evenly between the output fibers, thus achieving more uniform reception levels. Passive star couplers are currently available using up to 100 × 100 ports. Typical port-to-port insertion losses for 32 × 32 and 64 × 64 port transmissive passive stars employing multimode fiber are around 18 dB and 21 dB respectively. Variations on the passive star topology include the use of an active star hub [Ref. 157] and the use of cascaded passive stars [Ref. 158].

Optical fiber LANs are now well-established products provided by equipment suppliers to complement and extend the capacity of their copper- and wireless-based LANs. Furthermore, organizations such as the Telecommunications Industry Association (TIA) have developed computer-based interactive LAN cost models to help network planners and end users to compare more easily the cost of a network based on fiber (or copper/coaxial/radio etc.) covering different aspects of networking [Refs 159, 160]. Besides determining the
cost and efficiency performance, these models also consider different standards, topologies, component mixes as well as operational issues. Regular updates are issued including new media choices, aggregate pricing that reflects current market conditions, and graphic comparisons of different network structures.

In the late 1980s, standardization within optical fiber local area networking was centered on the Fiber Distributed Data Interface (FDDI) which had been specified by the X3T9.5 working group of the American National Standards Institute (ANSI). Although originally based on the emerging IEEE 802.5 token ring operating at a data rate of 4 Mbit s\(^{-1}\), FDDI was intended for use at the much higher data rate of 100 Mbit s\(^{-1}\) employing optical fiber transmission media [Refs 161, 162]. Hence the facilities supported by the FDDI could be summarized as follows:

(a) 100 Mbit s\(^{-1}\) data transfers with a 125 Mbaud transmission using a 4B5B line code;
(b) up to 100 km of dual-ring fiber;
(c) up to 500 network nodes;
(d) up to 2 km between nodes;
(e) timed token passing protocol.

The architecture for the FDDI was made compatible with the OSI model and the IEEE 802 structure, as illustrated in Figure 15.48. The various blocks shown in Figure 15.48 were each the subject of specific areas within the standardization proposals. Hence the physical layer was divided into two sublayers, these being the physical medium dependent (PMD) layer and the physical layer protocol (PHY). The former specified the required performance of the optical hardware including the optical fibers, connectors, transmitters, receivers and bypass switches [Ref. 163]. Interfacing between the PMD and the data link
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**Figure 15.48** FDDI reference model and its relationship to the OSI model
layer was provided by the PHY together with such functions as encoding, clock synchronization and symbol alignment [Ref. 164]. Medium access control for the data link layer was provided by the MAC layer [Ref. 165]. Finally, station management (SMT) controlled processes within stations including configuration, fault tolerance and link quality [Ref. 166].

The FDDI network topology consisted of stations which were logically connected into a ring. However, two contrarotating rings were employed, each of which was capable of supporting a data rate of 100 Mbit s$^{-1}$, as shown in Figure 15.49(a). Furthermore, the FDDI could be physically installed as a dual ring incorporating concentrators (or star points) to form a dual ring of trees. This comprised a series of duplex, point-to-point optical fiber links.

The FDDI had inbuilt recovery mechanisms to enhance its robustness and was an example of a protected network (see Section 15.8). Network operation was normally designated to the primary ring (Figure 15.49(a)). However, if this ring was broken, then transmission was switched to the secondary ring. The reconfiguration of stations around a cable break, as illustrated in Figure 15.49(b), was controlled by the station management function. In addition, station failure did not affect the network operation due to the provision of optical bypass switches within all the stations. This ensured that the optical path through a station was maintained in the event of a station fault, or power down.

Figure 15.49  FDDI: (a) the dual-ring structure; (b) ring reconfiguration on fault detection
The token passing protocol aspects of the FDDI were somewhat similar to the IEEE 802.5 token passing ring. Each station in the scheme was allowed to transmit only when it is in possession of a token which was circulated sequentially around the stations on the ring. The basic FDDI protocol had provision for handling two priority classes of data traffic: synchronous and asynchronous. At each station, transmission under these classes was controlled by employing timers and by specifying the percentage of the ring bandwidth that could be used by synchronous traffic [Ref. 167].

In order to cater for periodic deterministic traffic, traffic with a single time reference (e.g. speech, possibly video), a circuit-switched mode of operation within the protocol was defined [Ref. 167]. This development, which was referred to as FDDI-II, allocated the 100 Mbit s\(^{-1}\) bandwidth of FDDI to circuit-switched data increments of 6.144 Mbit s\(^{-1}\) isochronous channels. The FDDI optical fiber links were specified to use InGaAsP LED sources emitting at a wavelength of 1.3 \(\mu\)m to take advantage of the zero (first-order) material dispersion point. In addition, the two primary fiber recommendations were 62.5/125 \(\mu\)m and 85/125 \(\mu\)m graded index exhibiting a bandwidth–distance product better than 400 MHz km\(^{-1}\) with losses of less than 2 dB km\(^{-1}\) at 1.3 \(\mu\)m. The power budget over the 2 km maximum span for multimode fiber was 11 dB. Moreover, a single-mode fiber version of the physical medium dependent (SMF–PMD) shown in Figure 15.48 could be operated over distances up to 60 km [Ref. 162]. Nevertheless, although both the circuit-switched capability [Ref. 167] and the single-mode fiber option were introduced, they were not widely adopted due to the higher speed, low cost and growing acceptance of optical Gigabit Ethernet (see Section 15.7) which has replaced FDDI-II from the late 1990s making it now become a legacy network [Refs 167–169].

### 15.7 Optical Ethernet

Optical Ethernet is similar to the conventional Ethernet LAN (see Section 15.6.4) with the exception of the physical layer. It is the fourth generation of the Ethernet family and unlike earlier generations (i.e. X.25 and Frame Relay) and ATM (see Section 15.3.2) [Ref. 170] it uses IP-based technology (see Section 15.3.5). Furthermore a Gigabit Ethernet (GbE) network was developed in 1998 by merging together two technologies (i.e. IEEE 802.3 Ethernet and ANSI X3T11 fiber channel [Ref. 135]) to enable it to operate at higher transmission rates (i.e. 100 Mbit s\(^{-1}\) to 10 Gbit s\(^{-1}\)) using optical fiber. However, GbE normally applies a transmission rate of 1 Gbit s\(^{-1}\) while the higher 10 Gbit s\(^{-1}\) speed is usually referred to as 10 GbE. The ITU-T and IEEE have both defined a physical layer for optical Ethernet [Refs 32, 122]. For example, ITU-T Recommendation G.985 [Ref. 171] specifies a 100 Mbit s\(^{-1}\) optical Ethernet* using a bidirectional WDM transmission system incorporating a single-mode optical fiber [Refs 172–175]. This does not preclude, however, the use of other fiber types (i.e. low-water-peak single-mode fiber) or even multimode fiber operating at 0.85 \(\mu\)m for short transmission distances [Refs 175, 176].

* It should be noted that since the earlier Ethernet generations were also capable of carrying large transmission data rates, a general consensus now suggests the higher transmission rates (i.e. 1 Gbit s\(^{-1}\) or 10 Gbit s\(^{-1}\)) define optical Ethernet. Nevertheless, optical Ethernet can also operate at the lower transmission rates of either 100 Mbit s\(^{-1}\) or 10 Mbit s\(^{-1}\).
Three different types of optical Ethernet connection are depicted in Figure 15.50. A point-to-point connection is shown in Figure 15.50(a) where only a single network node is connected with another node. A point-to-multipoint connection which enables a single node interconnection with two or more network nodes is illustrated in Figure 15.50(b). For example, node 1 can transmit to nodes 2 and 3 simultaneously while it can also receive transmissions from both these nodes. This is not the case, however, for node 2 or 3 which can transmit simultaneously to other nodes only when using the multipoint-to-multipoint network connections as indicated in Figure 15.50(c). In this case the nodes have similar connectivity patterns where each can be connected to a common fiber channel. The increased network node connectivity patterns of the multipoint-to-multipoint configuration can resemble a bus, tree or a mesh topology (see Section 15.2.1.1). Such a multipoint-to-multipoint junction can be employed to work as a switching hub with the nonblocking switching features. Since it facilitates a switching function between different Ethernet users it is commonly referred to as Ethernet switch [Refs 177, 178]. In addition, optical Ethernet has also become an accepted technology for virtual connectivity. For example, the line services which are point-to-point in nature include services such as Ethernet virtual private lines [Refs 179, 180].

Optical Ethernet employs the standard Ethernet protocol which incorporates four basic aspects: the frame, MAC, signaling components and the physical medium. An Ethernet frame is a standardized set of specific fields each comprising a different number of bits which is used to carry data over the network as shown in Figure 15.51. The basic Ethernet frame format begins with a field called the Preamble which informs receiving nodes that a frame is being transmitted, alerting them to start receiving the data. Unique Destination and Source address fields allow the optical Ethernet equipment to avoid the problem of two or more Ethernet interfaces in a network having the same address. This feature also eliminates any need to locally administer and manage Ethernet addresses. Following in the Ethernet frame is the Type or Length field which is used to identify the type or the length of other network protocols being carried in the data field. The Data field comes next and this ensures that the frame signals must stay on the network long enough for every Ethernet node to detect the frame within the correct time limit. Finally, the Frame check sequence field provides a checking procedure for the integrity of the data in the entire

<table>
<thead>
<tr>
<th>Preamble</th>
<th>Destination address</th>
<th>Source address</th>
<th>Type/length</th>
<th>Data</th>
<th>Frame check sequence</th>
</tr>
</thead>
</table>

Figure 15.51 Ethernet frame format
frame. This field allows the receiving optical Ethernet interface to verify that the bits in the frame have arrived without an error.

The MAC protocol (see Section 15.6.4) provides a set of rules embedded in each Ethernet interface to access the shared channel among the multiple networking nodes. Each network node primarily performs two tasks which are either to transmit or to receive data where the received data may also be required to be forwarded to other networking nodes. Therefore these nodes constitute a group of signaling components and may comprise standalone devices such as repeaters, switches, couplers or routers. Finally, the physical medium consists of the cables and other hardware used to carry the optical Ethernet signals between networking nodes.

When optical Ethernet uses Ethernet switches in a full-duplex operation then each node can be connected to the switch via a separate point-to-point dedicated link between the nodes. In this approach either the switch or the node can send and receive independently without collisions, thus removing the requirement for the conventional CSMA/CD protocol (see Section 15.6.4). Hence the CSMA/CD protocol is not used when the Ethernet connections are configured for a full-duplex operation. This situation may lead, however, to an increased frame dropping rate because without collision detection the sender cannot detect a dropped frame and resend it. Nevertheless switches drop frames only if the buffer is full; when this occurs the sender will not be able receive the lost frame data. In addition, error control is achieved by encapsulating control packets between data packets in an MAC frame arriving from the upper layer. Figure 15.52 shows the Ethernet sublayers in the OSI reference model (see Sections 15.3.3 and 15.6.4) which indicates the division of the data link layer where the two sublayers (MAC and physical signaling) below the LLC and MAC bridging sublayer are specific to an Ethernet LAN.

In addition to being a LAN, optical Ethernet also provides switching capabilities in both layer 2 and layer 3 (i.e. IP routing (see Section 15.3.5)) and it is therefore usually considered to be a layer 2/3 switched network rather than as a layer 2 network which typifies a conventional LAN [Refs 177, 181]. Figure 15.53 shows two configurations for an optical Ethernet network. A point-to-point optical Ethernet operating as an access network (see Figure 15.52 Ethernet sublayers as given by IEEE 802.3. Reprinted with permission from Ref. 32 © IEEE
Section 15.6.3) is shown in Figure 15.53(a). The optical distribution node (ODN) provides point-to-point access on a bidirectional single-mode optical fiber. Two different wavelength regions of 1.26 to 1.36 μm and 1.48 to 1.58 μm are used for upstream and downstream transmission, respectively. The service network interface (SNI) is connected to the optical line termination (OLT) at the local exchange/office while the user network interface (UNI) is connected to the optical network termination (ONT) at the user locations.

A point-to-multipoint Ethernet PON (EPON) can also be configured based on the point-to-point optical Ethernet as illustrated in Figure 15.53(b). The network termination (NT) provides the user network interface line termination function and the ONT combines the functions of the ONU and NT. The bandwidth in the EPON can be assigned dynamically or statically and is chosen by the OLT. In the static assignment the bandwidth can be divided into upstream and downstream, whereas in the dynamic assignment procedure the OLT sets the upstream bandwidth for each ONU (or ONT) according to the request from ONUs (or ONTs).

Optical Ethernet has therefore migrated from being simply a LAN to be increasingly considered for deployment in the access network where the practical limits to the size of the network are not geographic but include bandwidth, node count and the overlying protocol capability (i.e. broadcast traffic, routing table size, etc.). Hence optical Ethernet could provide a solution not only in the access network but also in metropolitan and even potentially in long-haul networks (i.e. carrier Ethernet) [Refs 37, 183, 184]. This situation has occurred because Ethernet switches also support Multiprotocol Label Switching (see Section 15.5.3) which is the major desired feature for an MAN [Ref. 185]. The resultant structure of optical Ethernet when using Ethernet switches at high transmission rate (i.e. 10 Gbit s\(^{-1}\)) therefore extends the network capabilities (i.e. 10 Gbe) into the areas of the telecommunications network [Refs 173, 181, 186]. Furthermore, full-duplex operation is utilized in 10 GbE networks which also possess backward compatibility for earlier deployed optical Ethernet transmission rates.

The ability of telecommunication organizations and business communities to better manage their corporate LANs by strategically choosing the location of their data center...
and server farms away from their main sites or campuses using 10 GbE is illustrated in Figure 15.54(a). For example, this approach can provide interconnection among multiple site locations (i.e. locations A, B and C) typically within that 40 km range [Ref. 186]. Alternatively, a 10 GbE MAN is shown in Figure 15.54(b) where switching facilities (i.e.

**Figure 15.54** The 10 Gigabit Ethernet: (a) local area network; (b) metropolitan area network
switch-to-switch or switch-to-server) can be provided within the data centers. Such metro Ethernet interfaces employing optical transceivers and multimode or single-mode optical fibers transmitting at three different signal wavelength bands (i.e. 0.85 $\mu$m, 1.31 $\mu$m and 1.55 $\mu$m) can also currently reach a span of 40 km [Refs 122, 186].

Recently, field trials of generalized MPLS (GMPLS) (see Section 15.5.3) based on lambda-on-demand were successfully carried out incorporating 10 GbE transmission at optimal cross-connect switches (see Section 15.2.2) [Refs 187, 188]. The WDM network based on a GMPLS control plane consisted of a single optimal cross-connect node and three optical add/drop multiplexing nodes interconnected in a ring topology through bidirectional single-mode optical fibers. Furthermore, higher transmission rates up to 100 Gbit s$^{-1}$ have also been demonstrated using optical Ethernet technology [Refs 186, 189-191].

Finally, it is often convenient to be able to transmit Ethernet-configured data packets across an optical network which does not include optical Ethernet networks. A large portion of the existing optical network infrastructure utilizes SDH/SONET-based transmission (see Section 15.3.1) and in this case it is useful if the network also exhibits transparency to Ethernet. It should be noted that Ethernet traffic cannot be carried directly over the SDH/SONET network due to the different transmission methodologies and data rates. In order to provide an interface between Ethernet and SONET an interworking protocol is required to facilitate Ethernet frame transmission over SONET. Such an Ethernet over SONET (EoS) protocol enables the different networks to communicate with each other without losing data. EoS therefore encapsulates the Ethernet frames into the SONET frame structure [Refs 192, 193]. For example, virtual concatenation allows nonstandard SDH/SONET (i.e. Ethernet) transmission to be transported over SONET.

Virtual concatenation (VC) is a splitting or demultiplexing technique used to split SDH/SONET bandwidth into logical groups, which may be transported or routed independently [Refs 194, 195]. The basic principle behind VC is that a number of smaller containers are concatenated and assembled together to create a bigger container that carries more data per second. In SDH/SONET this technique works well across the existing infrastructure and it can also significantly increase network utilization by effectively spreading the load across the whole network. Therefore, it provides for both bandwidth efficiency and flexibility using the service provider’s current SDH/SONET equipment to transport, for instance, two GbE links over a SONET STS-48 link while leaving capacity for six STS-1 channels for other traffic as illustrated in Figure 15.55.

Figure 15.55 An example of virtual concatenation
15.8 Network protection, restoration and survivability

Network protection which not only provides the information when a breakdown in the network occurs but also offers the necessary protection to overcome the failure is an essential aspect of all network operations. In case of a link failure there should be efficient and immediate solutions to recover from such faults to enable the network to both sustain and maintain customer service. The breakdown of an optical network component such as a fiber splice can lead to the failure of all lightpaths that utilize that specific link. Moreover, in high-capacity optical fiber networks each lightpath is expected to operate at a rate of many gigabits per second and therefore a link failure can lead to a high data loss. Hence network survivability becomes a critical issue in network design and real-time operation in order to provide protection and fast restoration against any failures. Although higher protocol layers have procedures to recover from link failures, the recovery time to minimize data losses is still quite long (i.e. in seconds) as compared with the expected restoration time in the optical layer (i.e. less than a few milliseconds). Higher layer protection and restoration mechanisms therefore need to be fast and efficient [Refs 196, 197].

Survivability is the ability of a network to withstand and recover from network failures. It determines the capability to provide continuous service in the presence of network failures. The basic function is to restore and provide protection in case of an optical network component failure. The restoration or provisioning process is required to discover a dynamic backup route whereas the network protection process ensures the availability of network resources to offer that backup route. Network protection can be either preconfigured or provided as required during the failure. In preconfigured (or preplanned) protection the spare resources are allocated in advance when a lightpath is required to be set up and therefore it provides for fast recovery in real time [Refs 198, 199].

Network protection mechanisms are driven by algorithms which maintain services carried by a specific network topology. These can be divided into two categories which are path- and link-oriented protections. In path protection the source and destination nodes of each connection statically reserve the backup paths and wavelengths during call setup. The working (or primary) and protecting (or backup) paths for a connection need to utilize separate optical fibers as shown in Figure 15.56. All the connections on a failed link are rerouted to the backup route. The source nodes of the failed link in Figure 15.56(a) (i.e. primary or operational fiber) are informed about the failure via messages from the nodes adjacent to the failed link (i.e. in this case, network node 2 sends a link failure message to
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Figure 15.56 Types of optical network protection: (a) path; (b) link
node 1). The source immediately terminates the link with node 2 and sets up a new path to establish a connection via the backup fiber between nodes 1 and 6 through nodes 4 and 5. It should be noted that in providing link protection only the affected connections on the failed link are rerouted around that failed link. The source and destination nodes of the connections remain unaware of the link failure and the necessary rerouting. This situation is illustrated in Figure 15.56(b) where a connection is set up dynamically using a protecting fiber employing network nodes 4 and 5 (i.e. interconnecting nodes 2, 4, 5 and 3) in order to restore connection between nodes 1 and 6.

Restoration or provisioning to provide network protection enables the network to restore and establish new connections replacing the faulty link by establishing a new path or the link. However, restoration offers increased flexibility over more rigid preconfigured protection. In preconfigured protection the resources are dedicated to establish a path or a link whereas restoration protection may require either shared or dedicated resources.

Protection is referred to as $1+1$ protection when a single protecting or backup fiber is made available for a single working or primary fiber. It is called $1:1$ or $1:N$ protection when the single protecting fiber provides backup for one or a number $N$ of operational fibers [Refs 198, 200]. Furthermore, passive optical couplers/splitters (see Section 5.2) and optical switches (see Sections 10.5 and 10.6) can be used to share or switch over the connection. Network protection using an optical switch and an optical splitter is illustrated in Figure 15.57. A single protecting fiber facilitates backup for a single operational fiber.
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**Figure 15.57** Network protection: (a) $1+1$ protection; (b) $1:1$ protection using optical switch; (c) $1:N$ protection using optical switches
with an optical splitter at the source end and an optical switch at the destination end. This demonstrates $1+1$ protection where a source is connected via an optical splitter dividing the incoming signal and coupling it to both the operational and protecting fibers. Thus the optical switch at the destination end can directly establish a link to access the protecting fiber.

A scheme for $1:1$ protection is depicted in Figure 15.57(b) where optical switches are used at both ends. To facilitate protection both optical switches must be used to switch over the connection. It is possible to extend the $1:1$ to $1:N$ protection in which a single protecting fiber can provide protection for any single failed operational fibers. For example, $1:N$ protection with multiport optical switches A and B provides interconnection for the protecting fiber for any single broken link from N fibers as illustrated in Figure 15.57(c). Each operational fiber is connected to optical switches at both the source and destination ends. For normal operation both A and B switches remain in their OFF positions and when an operational fiber fails they are turned ON for that specific fiber, enabling access to the protecting fiber and thus restoring the connection between the source and destination. Furthermore, in order to reduce the switching time optical splitters can also be used in place of optical switches at the source and destination. In this case only optical switches A and B are required to provide access to the protection fiber but it should be noted that the splitter attenuates the optical signal power.

Either $1+1$ or $1:N$ protection can be used in WDM networks depending on the network survivability requirements. Different network configurations (i.e. bus, ring or mesh) can be used to provide protection and to restore the optical network link. In a WDM ring topology $1+1$ protection is commonly employed for its simplicity. Figure 15.58 shows two $1+1$ protection schemes based on the ring topology for WDM networks with and without optical layer protection. WDM networks when using the optical layer enable all the networking resources (i.e. SONET and IP) to share the same wavelength, which in normal conditions carry specific traffic types on different wavelength signals, thus not
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**Figure 15.58** Two $1+1$ protection schemes for WDM rings: (a) without the optical layer; (b) with the optical layer
allowing them to share the same lightpath. In both cases the ring network comprises a single operational fiber (i.e. outer ring) and a protecting fiber (i.e. inner ring) and four optical add/drop multiplexers (OADMs) at points A, B, C and D are also interconnected with two SONET line terminals and two IP routers. Such protected rings are referred to as self-healing since they can provide automatic protection in the case of link failure and also they can divert the traffic using a safe alternative route without loss of data. Assuming a unidirectional ring structure for each fiber, the operational fiber carries a clockwise transmission while the protecting fiber transmits in a counterclockwise direction. For this reason it is also known as a bidirectional line-switched ring (BLSR) [Refs 201, 202].

The wavelength continuity constraint (see Section 15.4) dictates that a particular lightpath can travel only if it maintains the same wavelength and direction (i.e. clockwise or counterclockwise) to avoid wavelength collision. Therefore two lightpaths AB and CD on the operational fiber both using wavelength $\lambda_1$ can be set up as illustrated in Figure 15.58(a). These lightpaths are physically separate and hence they do not interact with each other. In the case of an AB link failure, the protection fiber (i.e. inner ring) can use wavelength $\lambda_1$ via IP routers employing OADMs at C and D. In order to provide protection at the same time from C to D another wavelength (i.e. $\lambda_2$) will be required since $\lambda_1$ is already in use on the protecting fiber providing an alternate route for lightpath AB via C and D. Therefore in this case the SONET line terminals A, B and IP routers C, D cannot share the same wavelength $\lambda_1$ to provide $1+1$ protection. Such $1+1$ protection can be facilitated, however, using the optical layer protection [Ref. 109] where all the equipment (i.e. SONET line terminals, IP routers, multiplexers and demultiplexers, etc.) can share the same protection as identified in Figure 15.58(b). It can be seen that only a single protecting ring employing a single wavelength $\lambda_1$ facilitates protection simultaneously for both SONET line terminals and IP routers. For example, in case of a failure between A and D (or D and C) the protection can be made available using signal wavelength $\lambda_1$. It should be noted that using such optical layer protection employing a single wavelength provides only for a single failure protection as compared with a situation as identified in Figure 15.58(a) where more simultaneous failures could be provided with protection (i.e. in this case protection against two faults using two signal wavelengths). Optical layer protection offers, however, a capacity benefit when a large number of fiber pairs require protection.

In contrast to conventional SONET or IP layer protection, optical layer protection can employ optical switches and wavelength routing [Ref. 203]. This situation is illustrated in Figure 15.59 which compares optical protection of the IP layer with optical layer protection. Using the IP layer all the protection is handled by the routers as shown in Figure 15.59(a). Two WDM links (i.e. WDM link 1 and 2) each providing multiplexed ports for operation and protection are established using four optical multiplexers/demultiplexers. By comparison, when employing optical layer protection only a single protection fiber is used to share a common multiplexer as indicated in Figure 15.59(b). This latter solution is possible since three operational fibers and a single protection fiber are further multiplexed and the resultant WDM signal is divided using an optical splitter after the multiplexer providing $1+1$ protection. The WDM signal is split between both the operational and protection fibers on the WDM link. Alternatively, an optical switch can be used to direct the incoming signal from the operational fiber to the protection fiber. In the case of the operational fiber link failure, the optical switch is turned on to restore connection via the protecting fiber as indicated in Figure 15.59(b). Thus optical layer protection quickly and
effectively restores all the channels by simply using a single optical switch. It should be noted, however, that shared protection (i.e. 1:N protection) limits alternative routes as only one fiber is available to facilitate protection for N operational fibers.

Figure 15.59 Comparison of conventional optical protection: (a) IP layer; (b) optical layer

Problems

15.1 Briefly discuss the evolution of optical networks. Indicate the significant features of the optical network generations.

15.2 Differentiate between connection-oriented and connection-less optical networks. Describe a suitable topology in each case to provide large connectivity among the network users.

15.3 Explain the network terms virtual circuit, virtual topology and broadcast-and-select. Indicate their application and role in optical networks.
15.4 How does an optical router differ from an optical switch? With the aid of block diagrams illustrate the main networking node elements used in optical routing and switching to establish links or connections between different networking nodes.

15.5 Explain the modularity and scalability features of an optical network. Outline their roles in the development of flexible and physically expanding optical networks.

15.6 Describe the concept of an OXC and a ROADM. Outline how they are utilized in the development of large-scale wavelength division multiplexed networks.

15.7 Explain the distinguishing features of optical switching and optical wavelength routing. With the aid of block diagrams outline the optical network hierarchy for the public telecommunications network.

15.8 Explain synchronous transmission mode (STM) and discuss its hierarchical features in relation to SONET and SDH optical networks. Modify the frame structure of an STS-1 to be used for the STS-N frames. Indicate the purpose and the limitations of each field.

15.9 Define what is ATM and its application in optical networks. Compare the format of an ATM cell with a SONET frame.

15.10 Describe the purpose and the layered structure of the Open System Interconnection (OSI) reference model. Summarize the functions of each of the layers.

15.11 Outline the main features of the optical transport network (OTN) and describe its hierarchy as specified by the ITU-T.

15.12 Explain the terms protocol and Internet Protocol (IP) and using the OSI reference model discuss the implementation aspects of the IP over: (a) ATM; (b) SONET; (c) DWDM.

15.13 Describe IP over OTN and IP over OPS/OBS. Outline their important characteristics and identify the future-proofing which exists within the technique(s) for providing bandwidth-efficient transmission.

15.14 Classify the conventional architectures of a wavelength routing network employing wavelength converters. With the help of a block diagram discuss their implementation for the provision of cost-efficient optical networks.

15.15 Define the term waveband and describe its application in wavelength conversion with particular reference to a multigranular optical cross-connect.

15.16 Differentiate between static and dynamic routing and wavelength assignments explaining their implementations using a ring topology.

15.17 Describe the main features and drawbacks of optical circuit-switched networks.

15.18 Discuss the operation of optical packet-switched networks thereby explaining the frame format and also differentiating between the functions of edge and core routers in these networks.
15.19 Indicate the purpose of optical labels in optical packet-switched networks. Sketch a generic optical label switching network structure and describe its implementation.

15.20 Briefly discuss the applications of Multiprotocol Label Switching for different traffic types in the domains of: (a) time; (b) packet or cell; (c) wavelength.

15.21 Explain the concept of optical burst switching networks. Draw the burst sending and assembling operations at a core router for SDH/SONET and IP.

15.22 Explain the operation of the protocols JIT and JET, and TAW and TAG. Hence identify their main features and applications in optical burst switching networks.

15.23 Describe the basic requirements of long-haul optical networks. Outline the main features of an optical long-haul network employing a dense wavelength division multiplexed transmission system.

15.24 Indicate the major elements of a submerged cable system and describe their role in providing a transoceanic optical fiber network.

15.25 A metropolitan area network (MAN) provides the link between long-haul and access networks. Discuss the basic requirements and functionality of an optical MAN.

15.26 Identify the different possible strategies for the implementation of an access network and outline the functional blocks for an optical fiber access network to provide FTTC and FTTH.

15.27 Classify the types of passive optical network (PON) and describe the PON features which provide the preferred network strategy for the implementations of FTTC/FTTCab.

15.28 Explain the term optical Ethernet and its application in the development of an Ethernet-PON. Sketch and outline the network configuration for up- and downstream broadcasting.

15.29 GPON and GE-PON are two different types of passive optical network. Comment on their operational differences.

15.30 Sketch a functional block diagram for a WDM-PON. Explain the significant role of an optical amplified splitter in designing a remote node of a WDM-PON.

15.31 Describe the architecture of the bidirectional long-reach PON and explain its main components with reference to both up- and downstream transmissions.

15.32 Define the term local area network (LAN). Describe three common media access protocols used in LANs.

15.33 Explain the FDDI and with the help of suitable diagram describe the FDDI network model. Give reasons for the decline in the use of FDDI for the provision of optical LANs.

15.34 Describe the development of optical Ethernet and its deployment in the telecommunications network. Comment on the use of GbE for provisioning from the local area through to the metropolitan area network.
15.35 Define virtual concatenation and describe its application in providing a bandwidth-efficient optical network.

15.36 Compare the two main types of optical network protection. Outline their salient features and discuss which type provides the more robust network protection when there are a large number of link failures.

15.37 Explain the concept of optical layer protection and give reasons why it is preferred over other conventional protection methods. Describe its applications in the design of self-healing optical rings.
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A. The field relations in a planar guide

Let us consider an electromagnetic wave having an angular frequency $\omega$ propagating in the $z$ direction with propagation vector (phase constant) $\beta$. Then as indicated in Section 2.3.2, the electric and magnetic fields can be expressed as:

$$\mathbf{E} = \text{Re}\{\mathbf{E}_0(x, y) \exp[j(\omega t - \beta z)]\} \quad (A1)$$

$$\mathbf{H} = \text{Re}\{\mathbf{H}_0(x, y) \exp[j(\omega t - \beta z)]\} \quad (A2)$$

For the planar guide the Cartesian components of $\mathbf{E}_0$ and $\mathbf{H}_0$ become:

$$\frac{\partial E_z}{\partial y} + j\beta E_y = -j\mu_0\omega H_x \quad (A3)$$

$$j\beta E_x + \frac{\partial E_z}{\partial x} = j\mu_0\omega H_y \quad (A4)$$

$$\frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial y} = -j\mu_0\omega H_z \quad (A5)$$

$$\frac{\partial H_z}{\partial y} + j\beta H_y = j\omega\varepsilon_0E_x \quad (A6)$$

$$-j\beta H_x - \frac{\partial H_z}{\partial x} = j\omega\varepsilon_0E_y \quad (A7)$$

$$\frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} = j\omega\varepsilon_0E_z \quad (A8)$$

If we assume that the planar structure is an infinite film in the $y$-$z$ plane, then for an infinite plane wave traveling in the $z$ direction the partial derivative with respect to $y$ is zero ($\partial/\partial y = 0$). Employing this assumption we can simplify the above equations to demonstrate fundamental relationships between the fields in such a structure. These are:

$$j\beta E_y = -j\mu_0\omega H_x \quad (\text{TE mode}) \quad (A9)$$
It may be noted that the fields separate into TE and TM modes corresponding to coupling between $E_y$, $H_x$, $H_z$ ($E_z = 0$) and $H_y$, $E_x$, $E_z$ ($H_z = 0$) respectively.

### B. Gaussian pulse response

Many optical fibers, and in particular jointed fiber links, exhibit pulse outputs with a temporal variation that is closely approximated by a Gaussian distribution. Hence the variation in the optical output power with time may be described as:

$$P_o(t) = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{t^2}{2\sigma^2} \right]$$

(B1)

where $\sigma$ and $\sigma^2$ are the standard deviation and the variance of the distribution respectively. If $t_e$ represents the time at which $P_o(t_e)/P_o(0) = 1/e$ (i.e. 1/e pulse width), then from Eq. (B1) it follows that:

$$t_e = \sigma \sqrt{2}$$

Moreover, if the full width of the pulse at the 1/e points is denoted by $\tau_e$ then:

$$\tau_e = 2t_e = 2\sigma \sqrt{2}$$

In the case of the Gaussian response given by Eq. (B1) the standard deviation $\sigma$ is equivalent to the rms pulse width.

The Fourier transform of Eq. (B1) is given by:

$$\mathcal{P}(\omega) = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{\omega^2\sigma^2}{2} \right]$$

(B2)
The 3 dB optical bandwidth $B_{\text{opt}}$ is defined in Section 7.4.3 as the modulation frequency at which the received optical power has fallen to one-half of its constant value. Thus using Eq. (B2):

$$\frac{[\omega(3 \text{ dB opt})]^2}{2} \sigma^2 = 0.693$$

and:

$$\omega(3 \text{ dB opt}) = \frac{\sqrt{2} \times 0.8326}{\sigma}$$

Hence:

$$B_{\text{opt}} = \frac{\sqrt{2} \times 0.8326}{2\pi \sigma} = \frac{0.530}{\tau_e} = \frac{0.187}{\sigma} \text{ Hz}$$

When employing a return-to-zero pulse where the maximum bit rate $B_{T(\text{max})} = B_{\text{opt}}$, then:

$$B_{T(\text{max})} = \frac{0.2}{\sigma} \text{ bit s}^{-1}$$

Alternatively, the 3 dB electrical bandwidth $B$ occurs when the received optical power has dropped to $1/\sqrt{2}$ of the constant value (see Section 7.4.3) giving:

$$B = \frac{0.530}{\tau_e \sqrt{2}} = \frac{0.375}{\tau_e} = \frac{0.133}{\sigma} \text{ Hz}$$

### C. Variance of a random variable

The statistical mean (or average) value of a discrete random variable $X$ is the numerical average of the values which $X$ can assume weighted by their probabilities of occurrence. For example, if we consider the possible numerical values of $X$ to be $x_1$, $x_2$, ..., $x_i$, with probabilities of occurrence $P(x_1)$, $P(x_2)$, ..., $P(x_i)$, then as the number of measurements $N$ of $X$ goes to infinity, it would be expected that the outcome $X = x_1$ would occur $NP(x_1)$ times, the outcome $X = x_2$ would occur $NP(x_2)$ times, and so on. In this case the arithmetic sum of all $N$ measurements is:

$$x_1P(x_1)N + x_2P(x_2)N + \ldots + x_iP(x_i)N = N \sum_i x_iP(x_i) \quad \text{(C1)}$$

The mean or average value of all these measurements which is equivalent to the mean value of the random variable may be calculated by dividing the sum in Eq. (C1) by the
number of measurements $N$. Furthermore, the mean value for the random variable $X$ which can be denoted as $\bar{X}$ (or $m$) is also called the expected value of $X$ and may be represented by $E(X)$. Hence:

$$\bar{X} = m = E(X) = \sum_{i=1}^{N} x_i P(x_i) \quad (C2)$$

Moreover, Eq. (C2) also defines the first moment of $X$ which we denote as $M_1$. In a similar manner the second moment $M_2$ is equal to the expected value of $X^2$ such that:

$$M_2 = \sum_{i=1}^{N} x_i^2 P(x_i) \quad (C3)$$

$M_2$ is also called the mean square value of $X$ which may be denoted as $\bar{X}^2$.

For a continuous random variable, the summation of Eq. (C2) approaches an integration over the whole range of $X$ so that the expected value of $X$:

$$M_1 = E(X) = \int_{-\infty}^{\infty} x p_X(x) \, dx \quad (C4)$$

where $p_X(x)$ is the probability density function of the continuous random variable $X$. Similarly, the expected value of $X^2$ is given by:

$$M_2 = E(X^2) = \int_{-\infty}^{\infty} x^2 p_X(x) \, dx \quad (C5)$$

It is often convenient to subtract the first moment $M_1 = m$ prior to computation of the second moment. This is analogous to moments in mechanics which are referred to the center of gravity rather than the origin of the coordinate system. Such a moment is generally referred to as a central moment. The second central moment represented by the symbol $\sigma^2$ is therefore defined as:

$$\sigma^2 = E[(X - m)^2] = \int_{-\infty}^{\infty} (x - m)^2 p_X(x) \, dx \quad (C6)$$

where $\sigma^2$ is called the variance of the random variable $X$. Moreover, the quantity $\sigma$ which is known as the standard deviation is the root mean square (rms) value of $(X - m)$.

Expanding the squared term in Eq. (C6) and integrating term by term we find:

$$\sigma^2 = E[X^2 - 2mX + m^2]$$

$$= E(X^2) - 2mE(X) + E(m^2)$$

$$= E(X^2) - 2m^2 - m^2$$

$$= E(X^2) - m^2 \quad (C7)$$
As $E(X^2) = M_2$ and $m = M_1$, the variance may be written as:

$$\sigma^2 = M_2 - (M_1)^2$$

### D. Variance of the sum of independent random variables

If a random variable $W = g(X, Y)$ is a function of two random variables $X$ and $Y$, then extending the definition in Eq. (C4) for expected values gives the expected value of $W$ as:

$$E(W) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, y)p_{XY}(x, y) \, dx \, dy \quad (D1)$$

where $p_{XY}(x, y)$ is the joint probability density function. Furthermore, the two random variables $X$ and $Y$ are statistically independent when:

$$p_{XY}(x, y) = p_X(x)p_Y(y) \quad (D2)$$

Now let $X$ and $Y$ be two statistically independent random variables with variances $\sigma^2_X$ and $\sigma^2_Y$ respectively. In addition we assume the sum of these random variables to be another random variable denoted by $Z$ such that $Z = X + Y$, where $Z$ has a variance $\sigma^2_Z$. If the mean values of $X$ and $Y$ are zero, employing the definition of variance given in Eq. (C6) together with the expected value for a function of two random variables (Eq. (D1)) we can write:

$$\sigma^2_Z = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x + y)^2p_{XY}(x, y) \, dx \, dy \quad (D3)$$

As $X$ and $Y$ are statistically independent we can utilize Eq. (D2) to obtain:

$$\sigma^2_Z = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x + y)^2p_X(x)p_Y(y) \, dx \, dy$$

$$= \int_{-\infty}^{\infty} x^2p_X(x) \, dx + \int_{-\infty}^{\infty} y^2p_Y(y) \, dy$$

$$+ 2 \int_{-\infty}^{\infty} xp_X(x) \, dx \int_{-\infty}^{\infty} yp_Y(y) \, dy \quad (D4)$$

The two factors in the last term of Eq. (C4) are equal to the mean values of the random variables ($X$ and $Y$) and hence are zero. Thus:

$$\sigma^2_Z = \sigma^2_X + \sigma^2_Y$$
E. Closed loop transfer function for the transimpedance amplifier

The closed loop transfer function \( H_{CL}(\omega) \) for the transimpedance amplifier shown in Figure 9.11 may be derived by summing the currents at the amplifier input, remembering that the amplifier input resistance is included in \( R_{TL} \). Hence:

\[
i_{det} + \frac{V_{out} - V_{in}}{R_f} = V_{in} \left( \frac{1}{R_{TL}} + j\omega C_T \right) \quad \text{(E1)}
\]

As \( V_{in} = -V_{out}/G \), then:

\[
i_{det} = -V_{out} \left( \frac{1}{R_f} + \frac{1}{G R_f} + \frac{1}{G R_{TL}} + \frac{j\omega C_T}{G} \right) \quad \text{(E2)}
\]

Therefore:

\[
H_{CL}(\omega) = \frac{V_{out}}{i_{det}} = \frac{1}{1 + \left( \frac{1}{G} \right) + \left( \frac{R_f}{G R_{TL}} \right) + \left( \frac{j\omega C_T}{G} \right)} = \frac{-R_f/(1 + 1/G + R_f/G R_{TL})}{[1 + j\omega C_T R_f/(1 + R_f/R_{TL} + G)]} \quad \text{(E3)}
\]

Since:

\[
G \gg \left( 1 + \frac{R_f}{R_{TL}} \right) \quad \text{(E4)}
\]

then Eq. (E3) becomes:

\[
H_{CL}(\omega) \approx \frac{-R_f}{1 + (j\omega R_f C_T/G)} \quad \text{V A}^{-1}
\]
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redundancy in digital transmission 707, 734–6
Reed-Solomon codes 737–8
reference test methods (RTMs) 906, 911, 934–7
reflectance 946–7
reflection coefficient 32–3
refracted near field method (RNF) 923–2
refraction 14
refractive index
  definition 14
  profile 44, 46, 121, 184–8, 190, 229
  profile measurement 926–33
regenerative baseband recovery (PFM) 759
regenerator circuit 708–9
relative dispersion slope (RDS) 790–1
relative intensity noise (RIN) 358–9
relative refractive index difference 18, 39, 46,
  115, 117, 127, 227
relaxation oscillation (ROs) 354
repeater 5, 700
  analog 709
  regenerative (digital) 595–7, 708–11
  spacing 711, 726
reserve-a-fixed-duration (RFD) scheme 1007
reserve-a-limited-duration (RLD) scheme
  1007
resonant-cavity LEDs 416–19
responsivity (optical detector) 451–5
return-to-zero (RZ), signalling 106–7, 711–3,
  793–4
rib waveguide laser 337
ribbon fiber cable 210, 242
ridge waveguide laser 336–7
RIN value 358–9
ring network topology 971
  wavelength assignment in 997
rise time
  APD 749
  injection laser 678
  LED 768, 730–1, 749
  p-i-n photodiode 457–62, 726–31
rms impulse response
  graded index fiber (multimode) 120–1
  step index fiber (multimode) 117–18
rms pulse broadening
  intermodal dispersion 116–17,
    120–2
  intramodal 121, 124–5
  material dispersion 110–13
  total 124–5, 126
routing and wavelength assignment (RWA)
  996–8
Sagnac interferometer 369
sampling (of analog signal) 703
scalar wave equation 66–9
scattering
  Brillouin 98–9, 551, 844
  linear 95–7
  Raman 551, 844
scattering effects 151–3
scattering losses 100–2
  measurement 917–19
  Mie 97
  minimization of 103
  nonlinear 98–9
  Raman 99
  Rayleigh 95–7, 102, 103, 143, 952, 954
scrambler (mode) 907–9
self-electro-optic effect device (SEED)
  650–1, 661
self phase modulation 154, 155
SELFOC, GRIN-rod lens 256
semiconductor
  alloys (III-V) 325–6
  APD 6, 7, 957
  see also avalanche photodiode
  injection laser 4, 6, 7, 294–7, 318–23,
    327–64
  see also laser semiconductor
  injection laser diode (ILD)
    see also laser, semiconductor
  LED 6, 295–6, 396, 436
    see also light emitting diode
  n-type 310, 311
  p–i–n photodiode 6, 457–62
  p–n photodiode 6, 456–7
  p-type 310, 311
  phototransistor 4, 6
semiconductor optical amplifier (SOA)
  552–67
  gain clamping 563–5
  performance 559–63
  quantum-dot 565–7
  theory 554–63
semitransparent mirror fabrication 259
shift keying 767
  amplitude 825–35, 845
  frequency 825–35, 846–7
  phase shift 825–35, 847–50
short and coupled cavity laser 342–9
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shot noise 833
signal to noise ratio (SNR) at receiver 105, 824
signals
  analog 703, 741, 750–8
digital 106–7, 703–8
silicon grating 270
silicon junction FET (JFET) 534
single frequency laser 342–50
single-hop networks 977–8
single-mode fiber 54–74
  advantages 58
  bend losses 101
  cross-section 55–6
cutoff wavelength 54, 59–60, 73, 101
depressed cladding (DC) 58
dispersion flattened 137
dispersion management in 787
dispersion modified 132–40
dispersion optimization 59
dispersion shifted 133–6
effective refractive index 61–3
equivalent step index (ESI) 71–4
gaussian approximation 65–71
graded index 55–6, 187–90
holey 5, 75–8
joint losses 230–3, 232
matched-cladding (MC) 58
material dispersion parameter 126
mode-field diameter (MFD) 59, 60–1, 60–2,
  134, 135
  mode-field radius 60
overall dispersion 125–32
polarization 54
propagation constant 61, 62, 70, 113
rotary splice 240–1
spot size 60–1
step index 43–6, 55–6, 58–9, 107–8,
  187–90, 296
single-mode laser
  nonsemiconductor 364–9
  semiconductor 296, 333–4
  structures 333–4
single quantum-well (SQW) laser 339
skew rays 20–3, 36, 48
Snell’s law 14, 18, 22
soliton interaction 794–5
soliton propagation 155–8
soliton systems 792–801
sources see optical sources
space division multiplexing (SDM) 703
spatial light modulator 659
speckle patterns 122–3
spectral slicing 774–6
spectral width see linewidth
spectrum
  electromagnetic 2
  extrinsic absorption in silica 91–4
  LED (output) 425–7
speed of response
  LED 430–4
  photodiode 462–5
splices 135, 233–43
splitting loss (star coupler) 265–7
spontaneous emission 298, 311–13, 321, 370,
  396, 407
spontaneous emission factor 370
spontaneous lifetime 300
spot size 67, 69, 230, 937–8
Springgroove® splice 239
standard single-mode fiber 187–8
star
  coupler 257, 259, 264–8
  network 760–4
star couplers 976
star topology 971
statistical multiplexing 972
step index fiber
  mode cutoff 40, 45
  modes 36–41
  multimode 43–6, 107–8, 113–19, 124–5,
    184–5, 190–1
    intermodal dispersion 45, 47, 113–24
    mode volume 45
    rms impulse response 117–18
    propagation constant 36–42
    single-mode 43–6, 107–8, 187–90, 296
    see also single-mode fiber
stimulated Brillouin scattering (SBS) 98, 844
stimulated emission 297–9, 317–23
stimulated Raman scattering (SRS) 99, 844
Stokes component 152
stress corrosion of fiber 197–8
stripe geometry 333
stripper (cladding mode) 910–11
switch delay feedback control (injection laser)
  354–5, 678
switches (integrated optic) 616–23
synchronous digital hierarchy (SDH) 981, 984
synchronous optical network (SONET) 584, 980–4
tapered fiber lenses 419
TE–TM mode conversion 634–5
tell-and-go (TAG) protocol 1006
tell-and-wait (TAW) protocol 1006–7
Terabus 641
ternary semiconductor alloys 325–6
thermal equilibrium 301, 309
three port couplers 257, 259–64
threshold current density (injection laser) 321, 328
time domain measurement 920–3
total internal reflection 14–16, 30–5
critical angle 15, 18, 20, 22
transmissivity (fiber) 95
transducers see sensors
transimpedance amplifier, closed loop transfer function 1056
transition rates (between atomic energy levels) 299–302
transmission coefficient (fields) 32–3
transmission distance 825
transmission factor (LED) 402
transmission medium limitations 843–5
transmitted near field 930–2
transmitter 675–9
transoceanic optical fiber networks 1010
transverse electric (TE) modes 28, 31–41
transverse electromagnetic (TEM) waves 28
transverse magnetic (TM) modes 28, 31–41
traveling-wave amplifier (TWA) 552–63, 559–63, 784
traveling-wave photodiode 465–8
traveling-wave semiconductor optical amplifier (TWSOA) 552–553
tree coupler 267–8
triangular profile fiber 46, 135, 136
triple clad (TC) fiber 137
2 × 2 optical switch 975
in circuit-switched networks 999
unguided modes 40, 53
unitraveling carrier structure 465–6
V-groove flat chip 242
V-groove multiple splice 242
V-groove splices 233, 238–9
V-grooves 263
V number 40, 42, 55, 56
valence band 309–10
vapor axial deposition (VAD) 136, 177, 178–80, 183
vapor phase deposition 175–83
variable optical attenuator 625–6, 644
variance
pulse broadening 116
random variable 116, 1053–5
sum of random variable 1055
vertical cavity surface-emitting laser (VCSEL) 347–50
voltage controlled oscillator (VCO) 767, 857
Von Neumann bottleneck 656
W fiber 57, 136, 137
wave
interference 26–30
plane 26–8
standing 27
transverse electromagnetic 28
waveband filter (interleaver) 629–33
wave equation 25–6, 31, 36–42
wave packet 29
wave propagation vector 25
wave vacuum propagation constant 25, 26
waveband switching (WBS) 993–5
wavefront 28
waveguide
cylindrical 36–42, 46–54
dispersion 113
parameter 127, 132
planar 26–35, 610–15
propagation losses 614
waveguide amplifiers 567, 575–8
wavelength add/drop device (WADD) 974
wavelength continuity constraint 993, 999, 1037
wavelength conversion 583–95, 993
cohherent wavelength converters 593–5
cross-absorption modulation converter 592–3
cross-grain modulation converter 584–6
cross-phase modulation converter 586–92
wavelength convertible networks 993
architecture 994
wavelength demultiplexers 269, 270
wavelength division multiplexed networks 976–8, 1020–3, 1033, 1136–8
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wavelength division multiplexing (WDM) 257–8, 269–80, 551, 703, 771–7, 785–6, 888, 890–2, 990–1
wavelength routing 977
wavelength routing assignment 996–8
wavelength routing networks 992–8
architecture 994
weakly guiding approximation 36–41
weakly guiding fiber 36–7, 64, 117
Weibull distribution parameter 198
Weibull statistics for failure of fiber under stress 197–8
Wentzel, Kramers, Brillouin (WKB) approximation (graded index fiber) 48–52
wideband fiber amplifiers 581–3
Y junction 616–17
Young’s modulus for fiber 104, 195, 206
yttrium–aluminium–garnet (YAG) 364–5
zero-dispersion slope 131
zero-dispersion wavelength fiber 131
zero material dispersion (ZMD) 127–9, 132, 133